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Abstract

:

In relation to 3D bathymetric modelling, this article aims to analyze the performance of Kriging approaches in dependence of the location and density of the measured depth points. The experiments were carried out on a multi-beam sonar (MBS) dataset that includes 240,000 soundings covering a sea-bottom area near Giglio Island (Italy). Seven subsets were derived in random way from the initial regular MBS dataset, selecting an increasing number of points uniformly spaced. Seven models were generated for both Ordinary Kriging and Universal Kriging. Each model was submitted to leave-one-out cross-validation to define the exactness of the predictive values and compared with the initial grid to better evaluate the accuracy in dependence of the point number and dissemination. To investigate this relationship, a new index called MVI (Morphological Variation Index) was introduced as a measurement of the level of variation of seabed morphology. The results validate the efficiency of the Kriging methods and remark the influence of the dataset distribution on the 3D model, highlighting MVI as a useful index to represent the seabed variation as a unique value. Finally, in no rugged areas using 1 point every 1000 m2, the RMSE of the differences between measured and interpolated values falls below 1 m, while a further increment of soundings is required in the presence of a high level of variation of seabed morphology.
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1. Introduction


Nowadays, 3D modeling is applied in many fields, such as cultural heritage preservation [1], underground survey [2], coastal monitoring [3], indoor mapping [4], quarry’s studies [5], and landfill monitoring [6].



Three-dimensional models include digital elevation models (DEMs) that are typically used to visualize the variation of the Earth’s surface [7] and produced through many procedures such as remote sensing, photogrammetry, and land surveying [8]. A continuous representation of the examined part of the Earth surface is typically generated using appropriate interpolators that can be applied to topographic data as well as to hydrographic data [9].



Interpolation is founded on the principles of spatial autocorrelation, which assumes that closer points are more similar compared to farther ones [10], in accordance with the first law of geography formulated by Tobler [11]. In other terms, we can define spatial interpolation as the procedure to predict the value of attributes at unobserved points within a study area covered by existing observations [12]. Using points with known values (sample points), interpolation techniques allow for predicting unknown values for any geographic point data, such as elevation, rainfall, chemical concentrations, noise levels, etc. [13]. Typically applied to grids with estimates made for all cells, interpolation methods generate a surface from the points [14]. They have been classified as global or local [15]. The difference between the two groups lies in the use of points with known values for assessing unknown values: a global method uses all the data available in the initial dataset while a local method uses only a selection of them, typically the points closest to the single grid node in which the value must be calculated [16]. Interpolation methods are also classified as either exact or approximate methods because of the characteristic of preserving or not preserving the original sample point values on the inferred surface [17]. Another distinction is made between deterministic and stochastic methods. The former use point values directly and can be applied when there is sufficient knowledge about the geographical surface being modeled so as to describe its character as a mathematical function [18]. The latter utilize the statistical properties of the measured points: they quantify the spatial autocorrelation among sample points and consider the spatial configuration of the measured points around the prediction location [19].



Some of the most used deterministic methods are: Inverse Distance Weighting (IDW), local polynomial functions (first, second, third, …, nth order), and radial basis functions [20]. Particularly, IDW estimates interpolated points considering their distance from known values: each measured point is weighted by the inverse of its distance from the interpolation point [21]. Consequently, as the distance increases, the weight decreases rapidly [22].



Polynomial interpolation fits a smooth surface defined by a mathematical function (a polynomial) to the input sample points [23]. The order of the polynomial ranges from first-order to higher-order: in every case, the values of the coefficients included in the polynomial equation must be determined using the measured values in the sample points [24]. Global polynomial functions use the entire dataset to define the equation of a single surface capable of representing the entire area by itself. Local polynomial functions use a local subset defined by a window rather than all the measured points: the window is moved across the analyzed region, positioned on each grid node, and the surface value at the center of this moving box is assessed. The window is so large that it contains a sufficient number of data points for defining the surface equation [25], e.g., no less than 10 points for a third-order polynomial function [26].



Radial basis functions are conceptually similar to fitting a rubber membrane through the measured sample points while minimizing the total curvature of the surface [27]. They include different basis functions (e.g., completely regularized spline, spline with tension thin-plate spline, multiquadric function, inverse multiquadric function, etc.) and depending on which you select, it will determine how the rubber membrane will fit between the values [15]. Radial basis functions are exact interpolators, thus they require the surface to pass through the measured points; however, they can predict values above the maximum and below the minimum measured values.



Geostatistical methods include the concept of randomness, whereby the interpolated surface is hypothesized as one of many that might have been observed and all of which could generate the known data points [28]. Some of the most used stochastic methods are Ordinary Kriging and Universal Kriging [29]. Particularly, since they were used for the experiments carried out in our research, these methods are described in detail in the next section.



Several interpolation algorithms are available in literature and a large part of them is already implemented in GIS software, but the choice of the most suitable of them cannot be made a priori since it requires them to be evaluated each time [26]. Their use concerns terrain as well as sea-bottom representation.



Three-dimensional bathymetric models, which are investigated in this article, are fundamental for many purposes: the spatial representation of the seabed morphology allows for the development of studies such as those on navigation safety [30], coastal dynamics [31], sea ecosystems [32], seagrass meadows mapping [33], port dredging [34], infrastructure projects [35], etc.



Depth data that can be interpolated for 3D bathymetric model creation are usually acquired by the hydrographic authority through bathymetric survey and used for nautical chart production. The acquisition of bathymetric data of the sea surrounding the Italian peninsula and the construction of the relative nautical charts is the prerogative of the “Istituto Idrografico della Marina Militare” (I.I.M.M.), which is the hydrographic authority in Italy [36].



Bathymetric surveys can be carried out using different types of instrumentation based on acoustic signal transmission through the water; single-beam sonar (SBS) [37], multi-beam sonar (MBS) [38], and side-scan sonar (SSS) [39] are widely diffused techniques for hydrographic survey that supply datasets for seabed representation. Furthermore, bathymetric data can be extracted from multispectral satellite images (Satellite Derived Bathymetry, SDB) [40] or from the Electronic Navigational Chart (ENC) [41]. SBS, MBS, and SSS convert into a range the measurement of the time lag between transmitting and receiving an acoustic signal that travels through the water, springs back the seabed, and returns to the sounder [42,43]. SDB is carried out by processing the remotely sensed images using specific techniques, such as the band ratio method [44], which takes into account the relationships between bands [45].



Single-beam data as well as depth data derived from a nautical chart are point cloud datasets that are submitted to spatial interpolation processes that allow for generating 3D models [46]. Those irregularly spaced measured points are used as input to calculate the depths in the nodes of appropriate grids that are spaced in relation to the accuracy of the input data [26,47]. In other terms, established by the extension of the study area, the accuracy of the generated model is proportional to the number of nodes that compose the grid covering this area: the greater the number of nodes, the better will be the output model. Obviously, particular attention must be paid to choosing this number because it is of no use to create a 1000 × 1000 grid if the map only contains three sounding values [48].



The accuracy of the resulting 3D models is affected by the points numerosity and distribution [49]. In literature, mathematical models are proposed to take into account several independent variables, such as the surface slope, the density of points, the spatial distribution of these points, and the interpolation method, in order to explain the accuracy of a given DEM [50]. Aguilar et al. (2002) [51] recognized three factors that influence the accuracy of a DEM: the morphology of the terrain, the density of the measured points, and the interpolation method used. Several studies have been conducted on the influence of points density for DEMs generation and a large part of them considers laser scanner techniques, particularly LiDAR (Light Detection and Ranging) applications [52,53,54]. Regardless of the acquisition technique used to capture measured points, some studies focus on the relationship between the DEM accuracy and the sampling density. Aguilar et al. (2005) analyzed this relationship and analytically adjusted it to a decreasing potential function [55]. Chaplot et al. (2005) evaluated the performance of interpolation techniques for the generation of the DEM of natural landscapes of differing morphologies and over a large range of scales [56]: five interpolation techniques (inverse-distance weighting, Ordinary Kriging, Universal Kriging, the multiquadratic radial basis function, and regularized spline with tension) were applied and their performance evaluated using data for both a mountainous area of northern Laos and a gentle landscape of western France at nested spatial scales, with sampling densities from 4 to 109 points/km2.



This article aims to analyze the performance of Kriging approaches for bathymetric data interpolation in dependence of the location and density of the sample points related to the morphological situations. Each algorithm available in GIS software to interpolate height/depth values has its own advantages and disadvantages [57] but Kriging interpolators are included among the most performing ones [58], thus we preferred to use two of them in this study, namely Universal Kriging and Ordinary Kriging. Experiments were carried out on MBS datasets covering a sea-bottom area near Giglio Island (Italy) and results analyzed in reference to the sounding density. A new index named the Morphological Variation Index (MVI) is proposed to numerically express the level of variation of the seabed morphology to establish the useful number of points to be interpolated in dependence of the bottom conformation.




2. Study Area and Datasets


The experiments are carried out on a MBD that includes 240,000 measured points (Figure 1) and covers an area of the sea bottom near the coasts of the Giglio Island (Italy) in the Tuscan archipelago (Figure 2), with an extension of 240,000 m2 (one point per square meter). The original dataset counts a total of 825,602 points and is provided by I.I.M.M., who also carried out the bathymetric survey in 2012.



The study area was chosen because it is of great interest; in fact, several hydrographic campaigns have been carried out on it over time. Furthermore, this area is characterized by a high level of variability of the seabed; in fact, it has both particularly steep and jagged areas, and some almost flat areas [59]. The sea bottom, beneath 50 m of depth, consists of more than 60% clay [60].



The area extends 400 m × 600 m within the following UTM/WGS84 plane coordinates −32T zone: E1 = 658,640 m, E2 = 659,240 m, N1 = 4,690,639 m, and N2 = 4,691,039 m.



MBS data were organized as grid points containing X, Y, and Z values. Depth values range between −5.45 m and −108 m in the selected area, with a precision of 1 cm on depths. Different subsets were derived in random way from the initial MBS, selecting an increasing number of points (24, 48, 120, 240, 480, 1200, and 2400). Particularly, the area was subdivided in six sectors extending 200 m × 200 m (Figure 3) and the selection was carried out to ensure an equal number of points included in each sector. As shown in Section 3 and Section 4, this data organization permits us to identify different morphological situations so that each sector can represent a local typical variability of the seabed.




3. Methods


Each of the seven subsets described above was submitted to Kriging interpolation to obtain 3D bathymetric models of the study area. Using the extension of ArcGIS [61], named Geostatistical Analyst [62], seven models were generated for both Ordinary and Universal Kriging. Each model was submitted to leave-one-out cross-validation [63] to define the exactness of predictive values; in addition, each product was compared with the initial grid to better evaluate the accuracy of the model in dependence of the point number and dissemination. The experiments were carried out to investigate the efficiency of the Kriging methods and analyze the impact of both the dataset location and density on the 3D model exactness. Particularly, we explored the influence of the variability of the seabed morphology on the measured point number and distribution in order to achieve accurate results.



In the following sections, the proposed approach to produce 3D bathymetric models and to investigate their accuracy in dependence of sample point location and dissemination is described in detail. First of all, main characteristics of Kriging interpolation (Section 3.1) are resumed; then, the steps for model construction and global accuracy evaluation are illustrated (Section 3.2.1); and finally, the proposed index for analyzing the morphological variation of the seabed (MVI) based on the inversions of the slope and the extent of the differences in depth between adjacent pixels is illustrated, remarking its rule for evaluating the local accuracy of the 3D bathymetric model produced (Section 3.2.2).



3.1. Kriging Interpolation


The Kriging interpolation method is based on the application of a geostatistical model which takes into account the spatial correlation between the sampled points and adapts it to estimate the value at an unsampled point [64].



The fundamental principle of Kriging is to assume that the spatial variation of any attribute is too irregular to be modeled by a simple mathematical function [65]. This irregular variation can be modelled, often achieving better results, by applying a stochastic surface [29]. Indeed, Kriging is one of the stochastic interpolation methods and for this reason, it is based on the principle according to which the link between neighboring points can be expressed by a statistical correlation which does not necessarily express physical meaning [66]. For Kriging, this turns out to be a very efficient technique and one of the most used in many fields of application, such as: data reconstruction [67], rainfall intensity estimation [68], temperature spatial modelling [69], soil composition variability [70], and DEM generation [71].



In order to evaluate the variability of the attributes of the points as the distance increases, Kriging makes use of the semi-variogram [72]. The semi-variogram is a diagram in which the semi-variance is represented as a function of the distance between two points [73]. The semi-variance function is given by the following formula [74]:


  γ  ( h )  =  1  2 n     ∑   i = 1  n     (  z  (   x i   )  − z  (   x i  + h  )   )   2   



(1)




where γ(h) is the value of the semi-variance at the distance d; n is the number of couples of points separated by d; z is the value of the depth; and xi and xi + h indicate the positions of each couple of points.



There are several different Kriging techniques and all are developed as variations of simple Kriging [75]. Among these, we decided to apply Ordinary Kriging and Universal Kriging approaches.



3.1.1. Ordinary Kriging


Ordinary Kriging is one of the most commonly used Kriging techniques. It is defined as the best linear unbiased estimator (BLUE): best because it aims at minimizing the variance of the errors, linear because its estimates are weighted linear combinations of the available data, and unbiased since it tries to have the mean residual or error equal to zero [76].



Ordinary Kriging serves to estimate a value at a point of a region for which a variogram is known using data in the neighborhood of the estimation location [77]. In other words, its aim is to predict the value of the random variable   z  (   x 0   )    at an unsampled point    x 0    of a geographical region [78].



The function   z  (   x i   )    is composed of a deterministic component µ and a random function   ɛ  (   x i   )    [79]


  z  (   x i   )  = μ + ε  (   x i   )   



(2)







The deterministic component is a constant value for each    x i    location in each region of study.



Ordinary Kriging is based on two assumptions:



	(1)

	
The global, constant mean   μ   ∈   R   of the random function Z(x) is unknown; and




	(2)

	
The data derive from an intrinsically stationary random function Z(x) with known variogram function γ(h).







Thus, the equation that defines the model assumed by Ordinary Kriging is:


  z  (   x 0   )  =   ∑   i = 1  n   w i  z  (   x i   )   



(3)




where    w i    provides the unknown weights corresponding with the influence of the variable   z  (   x i   )    in the computation of   z  (   x 0   )   .



The value of each output pixel is calculated through different steps [80].



Firstly, the algorithm determines the input points for each pixel output, calculates the distances between all of them, and find the semi-variogram value for those distances. The semi-variogram values are filed out in the following matrix:


   (         0    γ  (   h  12    )      γ  (   h  13    )        γ  (   h  21    )     0    γ  (   h  23    )        γ  (   h  31    )      γ  (   h  32    )     0            γ  (   h  14    )     ⋯    γ  (   h  1 n    )        γ  (   h  24    )     ⋯    γ  (   h  2 n    )        γ  (   h  34    )     ⋯    γ  (   h  3 n    )                γ  (   h  41    )      γ  (   h  42    )      γ  (   h  43    )       ⋯   ⋯   ⋯      γ  (   h  n 1    )      γ  (   h  n 2    )      γ  (   h  n 3    )             0   ⋯    γ  (   h  4 n    )       ⋯   ⋯   ⋯      γ  (   h  n 4    )     ⋯   0         )   



(4)




where




	
n is the number of the input point;



	
i = 1, 2, …. n;



	
j = 1, 2, … n;



	
   h  i j    (   h  11   ,    h  12   ,    h  13   ,   … ,    h  21   ,    h  22   ,    h  23   ,   …  )    is the distance between input point i and input point k; and



	
  γ (  h  i j   )    (   (  γ (  h  11    )  ,    (  γ (  h  12    )  ,    (  γ (  h  13    )  ,   … ,    (  γ (  h  21    )  ,    (  γ (  h  22    )  ,    (  γ (  h  23    )  , …  )    is the value of the semi-variogram for the distance between input point i and input point k.








The distances of the output pixel towards all input points are calculated and the semi-variance for these distances extracted from the semi-variogram are filled out in vector D:


   (          γ  (   h  p 1    )            γ  (   h  p 2    )        γ  (   h  p 3    )                        γ  (   h  p 4    )       ⋯          γ  (   h  p n    )           )   



(5)




where




	
   h  p i    (   h  p 1   ,    h  p 2   ,    h  p 3   ,   … ,    h  p n    )    is the distance between the output pixel p and input point i and



	
  γ (  h  p n   )    (   (  γ (  h  p 1    )  ,    (  γ (  h  p 2    )  ,    (  γ (  h  p 3    )  ,   … ,    (  γ (  h  p n    )   )    is the value of the semi-variogram for distance    h  p i     between the output pixel p and input point i.








The following matrix equation is solved to calculate the weight factors:


    (     0    γ (  h  12   )     γ (  h  13   )     γ (  h  14   )    ⋯    γ (  h  1 n   )    1      γ (  h  21   )    0    γ (  h  23   )     γ (  h  24   )    ⋯    γ (  h  2 n   )    1      γ (  h  31   )     γ (  h  32   )    0    γ (  h  34   )    ⋯    γ (  h  3 n   )    1      γ (  h  41   )     γ (  h  42   )     γ (  h  43   )    0   ⋯    γ (  h  4 n   )    1     ⋯   ⋯   ⋯   ⋯   ⋯   ⋯   1      γ (  h  n 1   )     γ (  h  n 2   )     γ (  h  n 3   )     γ (  h  n 4   )    ⋯   0   1     1   1   1   1   1   1   0     ) ·     (       w 1         w 2         w 3         w 4       ⋯       w n       λ     ) =     (          γ  (   h  p 1    )            γ  (   h  p 2    )        γ  (   h  p 3    )                        γ  (   h  p 4    )       ⋯              γ  (   h  p n    )       1             )    



(6)




where    w i    is a weight factor for input point i and



λ is a Lagrange multiplier introduced to minimize possible estimation error.



This matrix equation can be written as a set of n + 1 simultaneous equations:




     ∑  i  (  w i  · γ  (   h  i j    )  )   



(7)






     ∑  i   w i  = 1   



(8)





Then, the algorithm calculates the estimated or predicted value Z of the output pixel as the sum of the products of the weight factors and the input point values using the Equation (2).




3.1.2. Universal Kriging


While Ordinary Kriging assumes that the mean µ is constant across the entire region of study, this method assumes that the mean   μ  ( x )    has a functional dependence on the spatial location and can be approximated by a model with the equation [81]:


   μ   ( x )    =   ∑   l = 1  k   a l   f l   ( x )   



(9)




where




	
   a l    is the coefficient to be estimated from the data (generally unknown) and characterizes the local trend (drift coefficient);



	
   f l    is the lth basic function (generally polynomials) of spatial coordinates that describes the drift; and



	
k is the number of functions used in modelling the drift.








For this method, Equation (2) can be rewritten as follow [82]:


  z (  x i  ) = μ (  x i  ) + ε (  x i  )  



(10)







The local trend or drift can be expressed by a polynomial; in the case of a quadratic expression, Equation (9) can be rewritten as:


   μ   ( x )    =  a 0  +  a 1   x i  +  a 2   y i  +  a 3   x i 2  +  a 4   x i   y i  +  a 5   y i 2   



(11)




where




	
   x i    ,  y i      are the x, y coordinates of the input points and



	
   a 0  ,    a 1  ,   … ,    a 5    are the unknown drift coefficients.








In the case of linear expression, Equation (11) can be rewritten as:


   μ   ( x )    =  a 0  +  a 1   x i  +  a 2   y i   



(12)







As for the Ordinary Kriging and also in this case, the weights must be calculated. Considering 5 input points and a local linear trend, the set of equations in matrix form is:


      0    γ   h 12       γ   h 13       γ   h 14       γ   h 15      1    x 1     y 1       γ   h 21      0    γ   h 23       γ   h 24       γ   h 25      1    x 2     y 2       γ   h 31       γ   h 32      0    γ   h 34       γ   h 35      1    x 3     y 3       γ   h 41       γ   h 42       γ   h 43      0    γ   h 45      1    x 4     y 4       γ   h 51       γ   h 52       γ   h 53       γ   h 54      0   1    x 5     y 5      1   1   1   1   1   0   0   0      x 1     x 2     x 3     x 4     x 5    0   0   0      y 1     y 2     y 3     y 4     y 5    0   0   0      ·  (       w 1         w 2         w 3         w 4         w 5       λ       a 1         a 2       )  =  (      γ (  h  p 1   )       γ (  h  p 2   )       γ (  h  p 3   )       γ (  h  p 4   )       γ (  h  p 5   )      1       x p         y p       )    



(13)




where




	
n is the number of the input point;



	
i = 1, 2, … n;



	
j = 1, 2, … n;



	
   h  i j    (   h  11   ,    h  12   ,    h  13   ,   … ,    h  21   ,    h  22   ,    h  23   ,   …  )    is the distance between input point i and input point k;



	
   (   h  p 1   ,    h  p 2   ,    h  p 3   ,   … ,    h  p n    )    is the distance between the output pixel p and input point i, and is the value of the semi-variogram for the distance between input point i and input point k;



	
  γ (  h  p n   )    (   (  γ (  h  p 1    )  ,    (  γ (  h  p 2    )  ,    (  γ (  h  p 3    )  ,   … ,    (  γ (  h  p n    )   )    is the value of the semi-variogram for distance hpi between the output pixel p and input point i;



	
   x i    ,  y i      are the x, y coordinates of the input points;



	
   a 0  ,    a 1  ,   … ,    a 5    are the unknown drift coefficients; and



	
   x p    ,  y p      are the x, y coordinates of the output pixel.








This matrix form must be solved for each output point in the same way as described for Ordinary Kriging. The weights are crucial to calculate an estimated or predicted value in each pixel of the output map using Equation (2).





3.2. Adopted Methodological Approach


3.2.1. Model Construction and Global Accuracy Evaluation


For this work, 7 models were generated using Ordinary Kriging and 7 models using Universal Kriging, namely one for each selected subset of points. All operations were carried out in the GIS environment: Geostatistical Analyst, the extension of ArcGIS that adds advanced tools for exploratory spatial data analysis and the interpolation process aimed at creating a statistically valid surface [83], allowed us to generate optimal models from sample data and evaluate predictions for better decision making. Geostatistical Analyst permitted us to apply Ordinary Kriging as well as Universal Kriging; in addition, it allowed us to choose the most performing semi-variogram model that results in both interpolators’ stable model. The grid cell was fixed at 1 m taking into account the characteristics of the initial dataset. However, in addition to the morphology of the seabed, the number of points necessary for the 3D modeling must take into account the resolution of the final model [55]; consequently, if the number of points per km2 is limited, it is necessary to fix a very large cell size. Nevertheless, in our study, the attention was focused on the influence of the morphology of the seabed on the determination of the number of points needed, therefore the grid cell was set at 1 m in every case and the number of points used for modeling varied from time to time. The choice of the pixel dimension equal to 1 m allows for the direct comparison of the constructed models with the starting grid obtained from the multibeam survey.



To assess the accuracy of the results, two approaches were carried out:




	-

	
Cross validation (CV); and




	-

	
Direct comparison with the MBD.









In the first case, cross-validation permits the defining of the accuracy level of predictive values [84]. In other words, it is a statistical validation technique used to assess how well an interpolation model performs [85]. Different methods are available in literature for CV application [86,87,88,89,90]. Particularly, the leave-one-out (LOO) method is adopted, removing each point in turn from the dataset and using the other points to estimate a value at the location of the removed point [91].



In the second case, the original model obtained with all the points of the initial dataset (MBD) was compared with the seven models obtained both for the Ordinary Kriging and Universal Kriging depending on the number of points taken into consideration. In other words, the difference between the original one and each of the seven obtained models was performed using a raster calculator, which is the powerful ArcGIS tool that allows you to create and execute an expression of the map algebra [92] that will output a raster.



The performance of both approaches is evaluated using statistical terms such as mean, standard deviation, minimum, maximum, and Root Mean Square Error (RMSE). RMSE is considered the most widely used global accuracy measure for evaluating the performance of DEMs and is calculated in accordance with the formula [55,93,94]:


  R M S E =       ∑   i = 1  N     (   Z i   (  x , y  )  −  Z i ′   (  x , y  )   )   2   N     



(14)




where




	
N is the number of the depth points (that, in this case, coincides with the number of the grid cells);



	
Zi (x,y) is the measured depth at the location i(x, y); and



	
   Z i ′   (  x , y  )    is the interpolated depth at the same location i(x, y).









3.2.2. Morphological Variability and Local Accuracy Evaluation


The impact of the density of the points on the modeling of the seabed differs according to the variation of the seabed: the higher the variation, the higher is the number of points necessary for modelling.



The study area chosen for this work presents seabed with variegated slopes, as shown in Figure 4.



The proposed organization of the initial data into 6 subsets, each covering an area (sector) of 200 m × 200 m, is representative of the seafloor configuration since each of them remarks local trends and characterization of the morphology. The identification of these sectors with the letters A, B, C, D, E, and F is shown in Figure 5.



Each sector has different seafloor patterns; for example, sector B has large variations in depth while sector D has less abrupt and more linear variations in depth.



Subsequently, the analysis of the residuals between the initial dataset and the individual models was conducted in relation to each of the six sectors into which the area has been divided so as to highlight the variability of the results also in relation to the specificity of the morphology of the seabed.



In literature, different morphometric variables are described for DEM analysis and their use is also possible for Digital Depth Model (DDM) analysis. Lozano Parra et al. (2009) [95] considered three parameters to classify landforms: slope gradient (Digital Slope Model, DSM), curvature (Digital Curvature Model, DCM), and roughness (Digital Roughness Model, DRM). DSM represents the slope angle and is usually calculated as the maximum rate of change between the altitude of each cell and its neighbors, expressed in degrees; basically, the maximum change in elevation over the distance between the cell and its eight neighbors identifies the steepest downhill descent from the cell [96]. The DCM represents the concavity or convexity of a surface and can be calculated using a fourth-degree polynomial function fitted to the surface [97]. The DRM not only expresses the range of elevation in the vertical direction (z) but also reflects its variation and irregularity [98]; it can be defined as the variation rate of the slope in a specific area and no standard method exists to calculate it [95]. The terrain roughness index (TRI) proposed in [99] calculates the quantitative measurement of terrain heterogeneity for every location by summarizing the change in elevation within the 3 × 3 pixel grid: each pixel contains the difference in elevation from a center cell and the eight cells surrounding it.



In order to analytically express the heterogeneity of the analyzed surface, a new index is introduced in this work, named the Morphological Variation Index (MVI). This index takes into account two components: the first component (Ixy) is related to the variation of the direction of the slope (ascending or descending) while the second component (Sxy) takes into account the variation of the value of the slope. Both these components are considered in relation to x and y directions.



MVI is given by the following formula:


  M V I =  I  x y   ·  S  x y    



(15)







Regarding the component Ixy, the difference between the consecutive pixel values is considered along the x direction (i.e., along each row) and along the y direction (i.e., along each column); if this difference always has the same sign, the direction does not change, i.e., the seabed continues to rise or fall. By assigning the value 0 to the conservation of the direction and 1 to its variation, the sum of all the values divided by the total number of the pixels of the grid gives a percentage value that expresses the variability of the seabed in terms of the frequency of the ascend–descent inversion. Since two values are calculated (one for the x direction and the other for the y direction) for each pixel, Ixy is the mean of them, referring to all the grid cells.



Regarding the component Sxy, the difference between the consecutive pixel values (depth values) related to the pixel dimension is considered along the x direction as well as the y direction to calculate slope. Then, the variation of slope is determined and normalized by dividing each value by the maximum (theoretical) value, which is 180°. Additionally, in this case, two values were calculated (one for the x direction and the other for the y direction) for each pixel, thus Sxy is the mean of them, referring to all the grid cells.



Finally, once the interpolator is fixed (Ordinary Kriging or Universal Kriging), six values of Ixy, six values of Sxy, and, consequently, six values of MVI are calculated, namely one for each sector.






4. Results and Discussion


The statistic values of all the residuals for each dataset are shown in Table 1 for Ordinary Kriging applications analyzed by cross-validation and in Table 2 for the same applications analyzed by direct comparison. Similarly, statistic values of all the residuals for each dataset are shown in Table 3 for Universal Kriging applications analyzed by cross-validation and in Table 4 for the same applications analyzed by direct comparison.



By examining the RMSE values, the results confirm the efficiency of both considered Kriging methods, remarking the augmentation of the accuracy level related to the increment of the number of measured points in the same area. Ordinary Kriging applications produce RMSE values that rapidly decrease from the first to the seventh subset (from 4.489 m to 0.503 m using cross-validation and from 4.053 m to 0.537 m using direct comparison). Universal Kriging models present similar trends of the residuals related to the measured point density, even if the results are slightly less accurate as testified by the RMSE values (from 5.105 m to 0.628 m using cross-validation and from 4.863 m to 0.647 m using direct comparison).



By analyzing the other statistics of the residuals, it is evident that the direct comparison produces very high maximum and minimum values. This effect is due to the particular morphology of the considered area that is extremely rugged in one of the six sectors (B), with a rapid alternation of ups and downs as well as abrupt changes in slopes.



For this reason, a statistical analysis was carried out for each sector through direct comparison with MBD. In particular, Figure 6 and Figure 7 show the trend of the RMSE as a function of the number of points obtained in each sector for Ordinary Kriging and Universal Kriging, respectively.



In both cases, the data clearly show that the highest values of RMSE are obtained in sector B while the lowest in sector D: for this reason, we report in Table 5 and Table 6 the statistical values relating to these two sectors with 2400 points used.



In analyzing the RMSE values as the number of points varies, it is noted that as the points increase, the RMSE generally decreases, except for some special cases, due to the particular conformation of the seabed and by the totally random distribution of the points. Ordinary Kriging provides slightly better results than Universal Kriging in all sectors. Regardless of the adopted method, it is possible to notice how the RMSE values drop below 1 m when already using 1200 points, except in sector B. By doubling the number of points, the RMSE values in the second sector still remain above 1 m, even if, in the case of the Ordinary Kriging, the RMSE is only 61 mm above the meter (1.061 m).



The statistical values obtained for sector B are always the most extreme: it has the highest maximum, standard deviation, and RMSE values, as well as the lowest minimum value. This is due to the particular conformation of this sector, which can be seen in detail in Figure 8. Nevertheless, the higher variability of sector B is remarked also by the MVI; starting from MBD, this index is calculated for all sectors to investigate the level of accuracy of the Kriging models related to the morphological aspects.



The calculation of the MVI was carried out in successive steps. In particular, the first step consisted of calculating the differences in the depth values of the pixels along x as well as along y, obtaining two images. The image related to the y direction is shown in Figure 9.



For the sake of completeness, the statistical values of the depth differences between successive pixels are reported in Table 7 (along x) and Table 8 (along y).



The second step analyzes the variability of the direction of the slope (ascending or descending) along the x and y directions; in particular the slope inversions between successive pixels are identified according to the procedure illustrated in Section 3.2.2. The image concerning the slope inversions along the y direction is shown in Figure 10.



Those raster files already provide an important indication for themself, namely the number of slope-reversals for each sector. Since the value 1 indicates the slope inversion and 0 the absence of variation, the mean value of all the pixels present in each sector was calculated as a parameter of the variability of the seabed. The two values calculated (one for the x direction and the other for the y direction) were used to achieve Ixy.



However, this is not enough for the purpose of studying the morphology of the seabed as an almost flat surface could still have many slope inversions, as in the case of sector D; in fact, in the neighboring pixels, they often have very similar depth values. Consequently other steps were necessary for determining the further parameter and Sxy was introduced in the MVI to take into account the level of inclination of the seabed and its variation. The study area has both low slope and steep slopes, often alternating with each other even at short distances, thus high values of abrupt variations were found.



The third step involves calculating the variation of the slope along the x and y directions. Initially, using the raster calculator, the values of the depth difference between consecutive pixels were normalized with respect to the grid step size; the arctangent function applied to them provides the values of the slope in each pixel. Subsequently, in continuing to use the raster calculator, the variations of the slope between consecutive pixels were determined. The image concerning the slope variations along the y direction is shown in Figure 11.



These values were normalized by dividing by the theoretical maximum limit value of the slope variation (180°). In the end, we derived two images: the first relating to the slope variations along x and the other to the slope variations along y. The average of all the recorded values is Sxy.



From these values, the proposed index MVI was calculated according to Equation (15). The results are shown in Table 9.



By comparing those values with the RMSE values, it is evident that, once the number of points to be interpolated is fixed, more accurate results are achieved in the presence of a low level of morphological variation. The Figure 12 highlights this aspect in the case of 2400 points.



At this point of our analysis, we wanted to reconsider the graphs shown in Figure 6 and Figure 7 in relation to the MVI indicator.



In the sectors where the lowest values of the indicator are recorded (sector D, E, and F), the RMSE values of the residuals decrease rapidly as the number of known points increases. A density equal to at least 1 point every 1000 m2 is sufficient to make the RMSE values fall below 1 m for both Ordinary Kriging and Universal Kriging. On the contrary, for the sectors where the MVI indicator has the highest values, the RMSE below 1 m is much higher. In sector B, characterized by the highest value of MVI, 1 point per 100 m2 is just enough to obtain an RMSE of approximately 1 m but only in the case of the Ordinary Kriging. In fact, in the case of Universal Kriging, the same concentration determines an RMSE value that remains higher than 1 m (RMSE = 1.214 m).



Finally, we wanted to remark that in the presence of a high MVI, even if RMSE is not higher than 1 m, residuals can reach considerable values in some points, as evidenced by the statistics in sector B, as shown in Table 5 (−14.037 m for Universal Kriging) and Table 6 (−14.469 m for Ordinary Kriging).




5. Conclusions


In the case of very varied seabed morphology, it is essential, for different purposes (e.g., safe navigation or geological studies), to have a detailed and accurate bathymetric model. To achieve these results, particular attention must be given to the interpolation algorithms used to reproduce 3D models, starting from a dataset consisting of a point cloud.



The results of our study validate the efficiency of the Kriging methods, remarking the influence of the dataset location and density on the 3D model accuracy in the case of the interpolation process. To investigate this relationship, a new index called MVI was introduced as a measurement of the level of variation of seabed morphology; this index results from the product of two components: the first component (Ixy) is related to the frequency of the variation of the slope direction (ascending or descending) and the second (Sxy) is associated to the variation of the value of the slope, both considered for the x direction as well as y direction.



The experiments demonstrate that by using Universal Kriging as well as Ordinary Kriging, a density equal to at least 1 point every 1000 m2 is sufficient to produce an accurate model in areas characterized by a low level of variation of seabed morphology (not only RMSE but also minimum and maximum values fall below 1 m). On the contrary, a density 10 times greater than that is necessary to produce an accurate model in areas characterized by a high level of variation of seabed morphology; in this case, even if the RMSE drops below 1 m, there may be strong differences between the predicted and observed depths in some places, thus a further increment of the measured points is required.



MVI is useful to represent the seabed variation as a unique value but to calculate it in an accurate way, the morphology must be already known. In our study, we have determined its value because a grid model derived by MB survey is already available. Consequently, we used it to establish the relationship between point density and model accuracy; if we want to define a priori the optimal number of depths to measure in an unknown area for a bathymetric survey, we can try to calculate MVI using information available, e.g., previous survey data and/or nautical charts even on a smaller scale. In this case, you must know that the calculated MVI is an approximate value and does not provide the exact photograph of reality, thus the advantage of using it may be limited.



Concerning the future developments of this work, further studies will be focused on the relationship between bathymetric point density and seabed model accuracy. In particular, other datasets representative of different seabed configurations will be considered both in terms of depth range (in the proposed study, depths not exceeding 108 m were analyzed) and in terms of the extension of the study area. Higher values of point density will be investigated to achieve better results also in roughness areas. In addition, further tests will be carried out to validate the efficiency of the proposed MVI to represent the variation of seabed morphology.
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Figure 1. Three-dimensional representation of the seafloor obtained from the entire multi-beam dataset (MBD): the upper image represents the point cloud of the initial MBD; the lower image represents the continuous 3D model of the seafloor. 
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Figure 2. The study area: on the left, localization of Giglio Island into Tyrrhenian Sea, in equirectangular projection and WGS84 geographic coordinates (EPSG: 4326); on the right, Giglio Island visualization in RGB composition of Sentinel-2B images in UTM/WGS 84 plane coordinates expressed in meters (EPSG: 32632), with the study area highlighted in the red rectangle. 






Figure 2. The study area: on the left, localization of Giglio Island into Tyrrhenian Sea, in equirectangular projection and WGS84 geographic coordinates (EPSG: 4326); on the right, Giglio Island visualization in RGB composition of Sentinel-2B images in UTM/WGS 84 plane coordinates expressed in meters (EPSG: 32632), with the study area highlighted in the red rectangle.
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Figure 3. The study area with 2400 chosen points (in red) in UTM/WSG 84 plane coordinates expressed in meters (EPSG: 32632). 
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Figure 4. Slopes chart of the initial MBD in UTM/WSG 84 plane coordinates expressed in meters (EPSG: 32632). 
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Figure 5. Division of the study area into 6 sectors (A–F), each of 200 m on each side. 






Figure 5. Division of the study area into 6 sectors (A–F), each of 200 m on each side.



[image: Geosciences 12 00062 g005]







[image: Geosciences 12 00062 g006 550] 





Figure 6. Direct comparison of Ordinary Kriging models with MBD: the variation of RMSE related to the number of points analyzed in each sector. 
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Figure 7. Direct comparison of Universal Kriging models with MBD: the variation of RMSE related to the number of points analyzed in each sector. 
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Figure 8. Three-dimensional representation of the seafloor in sector B. The detail permits us to appreciate the high variability of the seafloor. 
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Figure 9. Image of the differences of MBD values along y direction. 
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Figure 10. The image of the slope inversions along y direction in the study area (the pixels in which slope inversions occur are colored white). 
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Figure 11. The slope variations (in degree) along y direction. 
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Figure 12. RMSE values in the case of 2400 points using Ordinary Kriging and Universal Kriging for each sector (upper) and MVI values calculated in the six sectors (lower). 
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Table 1. Statistical terms of the residuals supplied by cross-validation for the Ordinary Kriging.
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	Count
	Min (m)
	Max (m)
	Mean (m)
	St. Dev. (m)
	RMSE (m)





	24
	−13.495
	11.618
	−0.303
	4.479
	4.489



	48
	−12.587
	8.487
	0.139
	3.014
	3.017



	120
	−9.895
	5.095
	−0.134
	1.892
	1.897



	240
	−9.062
	11.159
	−0.042
	1.331
	1.332



	480
	−8.810
	8.211
	0.021
	1.130
	1.130



	1200
	−7.366
	5.305
	0.002
	0.714
	0.714



	2400
	−5.945
	4.760
	−0.002
	0.503
	0.503
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Table 2. Statistical terms of the residuals between each Ordinary Kriging model and initial dataset values.
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	Count
	Min (m)
	Max (m)
	Mean (m)
	St. Dev. (m)
	RMSE (m)





	24
	−30.799
	6.526
	−0.213
	4.047
	4.053



	48
	−17.098
	11.578
	−0.180
	2.052
	2.060



	120
	−12.337
	21.097
	0.056
	2.020
	2.020



	240
	−10.694
	10.399
	−0.110
	1.344
	1.349



	480
	−11.457
	7.816
	−0.059
	1.087
	1.089



	1200
	−8.067
	7.703
	0.007
	0.663
	0.663



	2400
	−14.037
	7.720
	−0.008
	0.537
	0.537
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Table 3. Statistical terms of the residuals supplied by cross-validation for the Universal Kriging.
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	Count
	Min (m)
	Max (m)
	Mean (m)
	St. Dev. (m)
	RMSE (m)





	24
	−14.745
	12.489
	−0.233
	5.100
	5.105



	48
	−16.002
	8.574
	−0.297
	3.297
	3.310



	120
	−15.212
	10.861
	−0.017
	2.168
	2.168



	240
	−11.032
	11.916
	−0.013
	1.581
	1.581



	480
	−11.188
	7.590
	−0.041
	1.211
	1.212



	1200
	−6.799
	4.830
	0.006
	0.752
	0.752



	2400
	−8.307
	5.835
	−0.003
	0.628
	0.628
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Table 4. Statistical terms of the residuals between each Universal Kriging model and initial dataset values.
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	Count
	Min (m)
	Max (m)
	Mean (m)
	St. Dev. (m)
	RMSE (m)





	24
	−32.563
	10.076
	−0.340
	4.851
	4.863



	48
	−24.201
	21.304
	−0.321
	3.459
	3.474



	120
	−15.360
	31.617
	0.098
	2.319
	2.321



	240
	−12.154
	17.509
	−0.108
	1.566
	1.570



	480
	−12.320
	17.700
	−0.006
	1.180
	1.180



	1200
	−15.795
	8.532
	0.013
	0.795
	0.795



	2400
	−17.151
	8.575
	−0.016
	0.646
	0.647
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Table 5. Statistical terms of the residuals between the Ordinary Kriging model with 2400 total points and initial dataset values for B and D sectors.
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	Sector
	Min (m)
	Max (m)
	Mean (m)
	St. Dev. (m)
	RMSE (m)





	B
	−14.037
	7.720
	−0.015
	1.061
	1.061



	D
	−0.405
	0.352
	−0.003
	0.067
	0.067
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Table 6. Statistical terms of the residuals between the Universal Kriging model with 2400 total points and initial dataset values for B and D sectors.
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	Sector
	Min (m)
	Max (m)
	Mean (m)
	St. Dev. (m)
	RMSE (m)





	B
	−14.469
	7.499
	−0.046
	1.214
	1.214



	D
	−0.486
	0.353
	−0.001
	0.064
	0.064
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Table 7. Statistical terms of the differences of MBD values along x direction.
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	Sector
	Min (m)
	Max (m)
	Mean (m)
	St. Dev. (m)





	A
	−5.250
	6.540
	−0.041
	0.260



	B
	−8.030
	9.050
	−0.091
	0.503



	C
	−5.280
	3.890
	−0.200
	0.242



	D
	−0.440
	0.270
	−0.091
	0.040



	E
	−2.810
	4.240
	−0.069
	0.090



	F
	−2.670
	2.310
	−0.068
	0.063
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Table 8. Statistical terms of the differences of MBD values along y direction.
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	Sector
	Min (m)
	Max (m)
	Mean (m)
	St. Dev. (m)





	A
	−4.570
	7.830
	0.258
	0.287



	B
	−8.690
	9.320
	0.287
	0.552



	C
	−3.020
	4.280
	0.105
	0.254



	D
	−0.280
	0.420
	0.033
	0.055



	E
	−1.830
	4.490
	0.050
	0.138



	F
	−1.510
	3.330
	0.017
	0.089
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Table 9. Morphological variation index (MVI) achieved for each sector.
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	Sector
	MVI





	A
	0.0041



	B
	0.0075



	C
	0.0026



	D
	0.0014



	E
	0.0017



	F
	0.0011
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