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Abstract: Ambient Vibration-Based Structural Health Monitoring (AVB–SHM) studies on prone-to-
fall rock compartments have recently succeeded in detecting both pre-failure damaging processes 
and reinforcement provided by bolting. The current AVB–SHM instrumentation layout is yet 
generally an overkill, creating cost and power issues and sometimes requiring advanced signal 
processing techniques. In this article, we paved the way toward an innovative edge-computing 
approach tested on ambient vibration records made during the bolting of a ~760 m3 limestone rock 
column (Vercors, France). First, we established some guidelines for prone-to-fall rock column AVB–
SHM by comparing several basic, computing-efficient, seismic parameters (i.e., Fast Fourier 
Transform, Horizontal to Vertical and Horizontal to Horizontal Spectral Ratios). All three 
parameters performed well in revealing the unstable compartment’s fundamental resonance 
frequency. HHSR appeared as the most consistent spectral estimator, succeeding in revealing both 
the fundamental and higher modes. Only the fundamental mode should be trustfully monitored 
with HVSR since higher peaks may be artifacts. Then, the first application of a novelty detection 
algorithm on an unstable rock column AVB–SHM case study showed the following: the feasibility 
of automatic removing the adverse thermomechanical fluctuations in column’s dynamic parameters 
based on machine learning, as well as the systematic detection of clear, permanent change in 
column’s dynamic behavior after grout injection and hardening around the bolts (i1 and i2). This 
implementation represents a significant workload reduction, compared to physical-based 
algorithms or numerical twin modeling, and shows better robustness with regard to 
instrumentation gaps. We believe that edge-computing monitoring systems combining basic 
seismic signal processing techniques and automatic detection algorithms could help facilitate AVB–
SHM of remote natural structures such as prone-to-fall rock compartments. 

Keywords: modal analysis; passive seismic; ambient vibrations; rockfall hazard; structural health 
monitoring; unstable rock slope; rock compartment; edge computing 
 

1. Introduction 
The monitoring of anthropic devices and structures is a key action to keep structures 

in operation, mitigate aging and failure risk and optimize maintenance campaigns [1,2]. 
The monitoring strategy is defined through a risk assessment survey that describes 
possible aging or failure causes and respective consequences [3]. Monitoring systems offer 
a wide range of technical options and associated costs: they may consist of, e.g., periodic 
human visual inspections, periodic or continuous measurement of a physical parameter 
with probes, and remote sensing surveys [4]. 
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Vibration-based Structural Health Monitoring (VB–SHM) represents a monitoring 
technique relying on the modal analysis of structures, i.e., focusing on their dynamic 
parameters [4–6]. The dynamic characteristics of a system consist of its natural 
frequencies, damping factors, and mode shapes [7,8]. The modal model of a structure can 
be derived from experimental modal analysis, which consists of measuring the free 
vibration or the frequency response function (FRF) of a structure [7,9,10]. VB–SHM 
presents the advantage of in-depth probing and integrative approach made accessible 
with only a few sensors located at the surface. The literature shows a broad scope 
application case studies covering machine health diagnosis [11–14], transportation 
vehicles [15], aircrafts [1,6], aerospace [16], cultural heritage buildings [17–19] and large 
civil engineering structures [3,15,20] such as buildings [21–25] and bridges [10,26,27]. 
Recent developments in sensors such as fiber optics and MEMS [5,28,29], wireless 
connectivity [30,31], and reduction in instrumentation costs [32] tend to provide a large 
amount of data. This points out the need for automatic SHM processing such as machine 
learning routines [3,33,34]. Application of VB–SHM generally requires obtaining the 
baseline of modal parameters, i.e., when a structure is in perfect dynamic health, and 
detect changes of behavior that could be related to damage [2,7,35]. The modal data must 
firstly be normalized to remove adverse operational and environmental fluctuations 
[3,36–38]. Most VB–SHM studies only monitor the natural frequencies fn because this 
parameter is easily measured and appears to be the most sensitive to damage [39–41]. 
Indeed, the complete determination of modal shapes faces practical issues since multiple 
sensors operating synchronously on various points of the structures are required. Many 
methods are available to process SHM vibration records [8,9]. Ambient-noise-based 
methods that require only a little computing resource appear promising for the 
monitoring of remote sites, where data transmission and power consumption are major 
issues [42,43]. 

Passive VB–SHM studies based on ambient noise were recently applied to natural 
structures such as rock arches [44–46], towers [47,48], or unstable rock slopes and rock 
compartments [48–58]. The latter are generally studied and monitored for risk mitigation 
purposes and require robust and low-cost surveillance systems. Due to challenging access 
conditions and instrumentation environment, seismic sensors are usually set only on top 
of the studied structure. Many different seismic processing tools have been used to detect 
and monitor amplification peaks from passive records. Single Channel Spectral Analysis 
(SCSA), Site-to-Reference Spectral Ratios (SRSR), Horizontal to Vertical Spectral Ratio 
(HVSR), or Single-Channel Polarization Analysis (SCPA) have been frequently used in 
lightweight experiments using one or few sensors, which requires only limited computing 
resources (Table 1). SCPA has proven very useful for prospection surveys since it yields 
all three strike, dip, and frequency information. We yet discarded it from this study 
because it requires more computing power and yields slightly lower frequency resolution 
than conventional SCSA approaches [57]. For similar reasons, Frequency Domain 
Decomposition requires multiple sensors and more computing power appears not well 
suited for in situ monitoring purposes. However, it revealed useful and accurate for 
prospection surveys [47,59]. The frequency band of interest for local slope response ranges 
between about 1 Hz up to a few tens of Hz, notably depending on the volume and 
geometry of the unstable mass [48,55,60]. 

Whatever the processing technique, a clear amplification of ambient vibrations at 
specific frequencies was systematically reported on unstable rock compartments. SRSR 
computed using FFT spectra show peak amplitudes ranging between about 4 to more than 
70 (ratio without units, [54,55,57]). Empirical and theoretical correlations have been 
established between seismic amplification and rock mass destructuration intensity [50,55]. 
The amplification is mainly due to slope fractures and impedance contrast between layers, 
larger-scale topographic effects being negligible [61]. Amplification peaks are interpreted 
as unstable rock compartment’s natural frequencies resulting from wave trapping in low 
seismic impedance layers [62], normal mode vibration of fractured rock slopes [52,53], 
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and/or free-standing vibration of rock compartments [47]. For SRSR and HVSR, a 
numerical study suggested that both amplitude and peak frequencies contain valuable 
information on rock compartment stability [50]. Unfortunately, SR amplitudes revealed 
sensitivity to external solicitation such as wind speed, with variations of factor 3 or 4 
reported [50]. The efficiency and robustness of these parameters still have to be tested on 
long-term field monitoring surveys. 

Table 1. Processing tools applied for ambient noise analyses on unstable slopes. 

Type of Method Algorithm 
Number of 
Required 
Sensors 

Paper for Method 
Description 

Parameter Yielded References of  
Applications 

SCSA 

Fast Fourier 
Transform (FFT) 

1 [63] Spectrum [48–50,56,64] 

Power Spectral 
Density 1,2 (PSD) 

1 [65–67] Spectrum [44,45,47] 

SCPA 2 

Time-Frequency-
dependent 

Polarization Analysis 
(TFPA) 

1 
[52], based on [68] 
and [69] or [70,71] 

Strike, dip, and ellipticity of ground 
motion [47,53–55,57] 

SRSR FFT for spectrum 
computation 

2 HHSR Spectral amplification ratio 
between site and a reference 

[50–52,54,55,62] 

HVSR FFT for spectrum 
computation 

1 [72–75] 
Spectral amplification ration 
between horizontal and vertical 
ground motion 

[50,55,57,62] 

Modal analysis 2 
Frequency Domain 

Decomposition (FDD) ≥2 [76] 
Spectral peaks, associated 
damping, and modal shape [47,49,59] 

1 PSD estimated with Welch’s method corresponds to the square of multitaper FFT. 2 Not applied in this study. 

To our knowledge, a single ambient vibration study of prone-to-fall rock 
compartments has been conducted until failure. A clear decrease in first natural frequency 
f0 (−30%) was reported before the rockfall and attributed to a progressive loss in rock 
compartment stiffness [64], confirmed by numerical simulations [50] and extensometer 
time-series [64]. This underlines the potential of VB–SHM to detect progressive, in-depth 
action of destabilizing factors prior to rockfall. Unfortunately, this unique field study has 
never been reproduced due to practical difficulties. Since the time of failure is unknown, 
challenging and costly experiments in remote, hostile, and hardly accessible environments 
are indeed necessary [48,77–79]. In addition, natural frequencies fn may wander 
significantly due to environmental conditions with complex pattern [44,48,57,62]. Air 
temperature fluctuations induce changes in fn generally between 5 and 30%, depending 
on the site and monitoring duration [44,48–50,57,62,78]. Hundreds of % rise in fn due to 
icing in rock compartment rear fracture were yet reported by [49] and [62]. These 
environmentally driven fluctuations may hide irreversible decreases in natural requencies 
prior to rockfall [44,48,49]. They must be removed to obtain an unbiased monitoring 
parameter [21,26,79]. A lightweight, flexible approach consists in determining the 
relationship between environmental parameters (input) and the rock column’s dynamic 
parameters (output) via several models [80,81]. 

A recent study provided significant progress toward practical monitoring rock 
compartment stability with VB–SHM [78]. The authors used passive seismic 
measurements (SCSA, see Table 1) to investigate the effect of rock bolting on an ~760 m3 
unstable limestone column. They clearly observed irreversible changes in natural 
frequencies fn (up to +17%) provoked by the column bolting. This suggests that 
reinforcement works provided significant additional stiffness to the prone-to-fall 
compartment. This bolting case study can be considered the reciprocal of rockfall study 
in [64] and represents its first full-scale validation. The authors also successfully applied 
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an autoregressive model with exogenous input (ARX) to remove the environmentally 
driven fluctuations in fn. The observed increases in fn were found consistent with 
successive bolting phases. However, the calibration of the ARX model revealed difficulty 
in practice. It requires the tuning of many coefficients and requires continuous 
measurements spanning at least over the characteristic period of thermal effects [26,82]. 
Such continuous seismic measurements and data teletransmission yet require significant 
power (typically a few watts when active), which is hardly sustainable in remote sites. In 
addition, ARX models do not perform well on data series with gaps. 

To overcome these limitations, this study aims at investigating the feasibility of 
monitoring unstable rock compartments with lightweight, power-efficient, edge-
computing solutions. This objective is addressed through testing an innovative approach 
on the controlled bolting dataset described in [78]. More specifically, we first process 
ambient seismic records with simple signal processing techniques requiring only a few 
computing resources in order to compare their robustness and performance to identify 
the unstable compartment spectral peaks. We select the most relevant parameters. Finally, 
we tested the feasibility of detecting the mechanical changes related to bolting using 
automatic machine learning routines. The selected Elliptic Envelope novelty detection 
algorithm performs well also on discontinuous data time series and remains easy to 
parametrize. 

2. Site Description 
The studied site is located in the sedimentary Vercors Massif in southeastern France 

(Figure 1a). The massif is mainly composed of limestones and marls dating from the 
secondary era (Mesozoic). Limestone formations create a plateau-like shape bounded by 
subvertical cliffs, while marls tend to produce steep to moderate slopes. The major cliffs 
and peaks are made up of massive Urgonian limestone dating from Upper Cretaceous 
(−114 > −110 Ma, formation (4) in Figure 1a). The Vercors plateau is cut by two main rivers 
flowing westwards: the Bourne and the Vernaison. These rivers dramatically cut the 
limestone and marls series, forming steep slopes and cliffs reaching several hundreds of 
meters. These river cuts are also used to provide road accesses to the center of the massif, 
these roads being exposed to significant rockfall hazards. In the Bourne valley, an unstable 
~760 m3 prone-to-fall rock compartment was reported to threaten the road (see Figure 1b). 
The rock column is made up of massive Urgonian limestone (formation (4) in Figure 1a) 
forming a ~5 m thick, ~10 m wide, and ~15 m high column. It lies about 130 m over the 
road. A preliminary geological, geophysical, and geotechnical study with visual 
investigations, drill cores, and ground-penetrating radar profiles showed that the column 
is separated from the stable rock mass by an open, 10 m deep fracture. Another subvertical 
fracture set splits the prone-to-fall column into two compartments (A and B, Figure 1b). 
The column was reinforced in spring 2016, with four successive work phases conducted 
from top to bottom (see a to d bolt rows in Figure 1b). Each work phase consisted of 
borehole drilling (shown as light orange rectangles in Figure 3 and follwing figures), 
followed by steel rebar installation and concrete grout injection stages (red rectangles 
labeled i). Bolts were grouted in two main phases: top row (a bolts, Figure 1b) and second 
row (b bolts), which were grouted together during i1 phase (21 April 2016). Lower rows (c 
and d bolts, except d4) were grouted during i2 phase (02 May 2016), except bolt d4 (i3, 18 
May 2016). More details on the prone-to-fall compartment and reinforcement works are 
given in [80]. 
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Figure 1. (a) Location map and geological settings (adapted from [83]). The study site is located in 
the Bourne Valley (Black star). Geological legend: (1) Quaternary and Tertiary (−65 Ma > present); 
(2) Upper Cretaceous (−110 > −65 Ma); (3) Upper Cretaceous—Ugonian (−114 > −110 Ma); (4) Lower 
Cretaceous (−130 > −114 Ma); (5) Jurrasic (−158 > −130 Ma). (2) to (5) belong to secondary era; (b) site 
aerial view. Grey dots show the bolt locations. Sensors BOECA (unstable column) and BOREF 
(stable reference) are shown with red circles. 

3. Data Acquisition and Processing 
The seismic monitoring system consisted of three components (3C) sensor set on the 

column’s top (BOECA, compartment A) and one 3C reference sensor on the nearby stable 
rock cliff (BOREF; Figure 1b). We used Lennartz LE3D-5s sensors (eigenfrequency of 0.2 
Hz; Lennartz Electronic, Tubingen, Germany) connected to a Nanometrics Centaur data 
logger with 200 Hz sampling in continuous mode (Nanometrics, Kanata, ON, Canada). 
The monitoring period with continuous data spreads from 28 March 2016 to 27 May 2016. 
Data were stored in an SDS archive and processed with the Python obspy package [84]. 
This package provides Python tools for processing seismological data with reading 
routines, clients to access data centers, and seismological signal processing routines [85]. 
The maximum and standard deviation of Particle Velocity time series (maxPV and stdPV, 
respectively) were stored for each 1 h slice record. The goal is to derive an easy-to-compute 
monitoring parameter, similar to volcanoes early warning systems used in [86,87] 
approach. Spectral content analysis SCSA was also performed using either multitaper Fast 
Fourier Transform (FFT) and Welch’s Power Spectral Densities (PSD) algorithms (Table 
1) computed on 1 h record slices. Spectral averaging using multitaper algorithms is 
required because of the stochastic nature of ambient vibrations [63,66]. The PSD 
corresponds to squared FFT amplitude. PSD scales directly with the energy of vibration 
and is frequently used for seismological station characterization with ambient noise 
[66,88,89] and instrument specification [90]. Working with FFT spectra, which scale with 
signal amplitude, remains popular in ambient noise surveys due to historical reasons. In 
the rest of this article, we use only multitaper FFTs, notably for Spectral Ratio 
computation. Horizontal to Vertical and Horizontal to Horizontal Spectral Ratios (HVSR 
and HHSR, respectively) were computed following the guidelines presented in [50,73]. 
The east channel oriented along the slope direction and perpendicular to the rear fracture 
was selected as the horizontal component (Figure 1b). All spectra were smoothed using 
Konno–Ohmachi filter with b = 90 [91], which is commonly used as a good trade-off 
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between robustness and spectral peak resolution. Air temperature records were acquired 
simultaneously on-site using a Testo 174T data logger with 10 min sampling interval. 

4. Parameter Robustness and Ability to Derive Unstable Column’s  
Dynamic Parameters 

In this first step, we compare several parameters derived from ambient vibration 
records in terms of robustness and stability over time. We also explore their ability to 
clearly point out the natural resonance frequencies of the unstable rock compartment. 

4.1. Particle Velocity Monitoring (PV) 
We investigated time series of ambient vibration Particle Velocity (PV) to seek a 

pertinent but very easy-to-compute monitoring parameter. Absolute maximum (maxPV) 
and standard deviation (stdPV) were computed on 1 h long seismic records and analyzed 
throughout the reinforcement works. PV ratios between the unstable rock compartment and 
stable massif were also calculated (stdPVratio). More details are given in Appendix B. 

All three maxPV, stdPV, and—to a lesser extent—stdPVratio seismic parameters 
revealed highly unstable over time and could not be used in practice. Strong PV variations 
were reported. They are partly caused by changes in environmental conditions (air 
temperature, wind speed, weather conditions, river discharge). Daily and weekly 
variations appear related to variations in anthropogenic noise [92]. (i.e., alternance of 
working and nonworking periods such as nights and weekends, transport activity). Some 
PV peaks were also related to borehole drilling works on-site (red background, Figure A2 
in Appendix B). In conclusion, Particle Velocity Monitoring appears mostly dependent on 
fluctuations in natural and anthropogenic seismic source amplitude rather than correlated 
with rock compartment resonance effects. This suggests that seismic noise Particle 
Velocity time series cannot be directly exploited for monitoring natural structures such as 
unstable rock compartments. 

4.2. Spectrum Monitoring 
Following the Single-Channel Spectral Analysis method described in Table 1, Fast 

Fourier Transform spectra were computed along every channel on the unstable column 
(BOECA) and on the stable rock mass (BOREF). We focus on the horizontal east 
component, which is perpendicular to the rear open fracture, in the direction of the 
steepest slope, where most seismic energy is expected [50,53,55,59,78]. Figure 2 shows the 
FFT for both BOECA (a) and BOREF (b) sensors, each curve representing the 1 h averaged 
spectrum. The color scale shows the time over the monitoring period and varies from blue 
(28 March 2016) to yellow (27 May 2016). For frequencies greater than a few Hz, spectra 
amplitude appears lower on the stable massif rather than on the unstable column. Local 
resonance of the unstable rock column is visible around 10 Hz, followed by smaller peaks 
at higher amplitudes (Figure 2a). Peak frequencies are labeled successively from the lower 
to the upper peak, with the same number used in [78]. These peaks correspond to the 
column’s natural frequencies with significant motion in the east–west direction and lying 
in the excitation bandwidth [80]. In particular, f2 and f4 spotted in the thorough analysis of 
[78] are hardly spotted on the east channel because they vibrate mostly along the north–
south direction. As a consequence, they are not shown in Figure 2a. The first natural 
frequency f0 is visible on the BOREF reference station, yet with low amplitude (Figure 2b). 
This could still help monitoring unstable areas with nearby sensors on the stable massif 
to reduce human exposure and loss of instruments [47,48]. 
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Figure 2. Multitaper FFTs of 1 h segments for unstable column’s BOECA (a) and stable massif BOREF (b) sensors. The 
color scales with time during the monitoring period (from dark blue to yellow, see color bar). Column’s natural frequencies 
from the detailed study by [78] are shown with vertical arrows. 

Figure 3 shows the monitoring of natural frequencies f0, f1, f3, f5, f6, and f7 variations 
over time (blue dotted curves, from dark blue to light blue). The air temperature recorded 
on-site is shown by the red curve, and daily rainfall is shown with blue bars (top axis). 
Reinforcement work stages are shown in the background: drilling days (light orange) and 
grout injection (i1, i2, i3 in red). Each natural frequency time-series (blue dotted curves) has 
been shifted along the frequency axis by an arbitrary amount to facilitate comparison and 
is now labeled Δf (in Hz). The curves show some spikes mostly related to drilling days (red 
background, Figure 3). All frequencies show clear fluctuations of about ±1 Hz with the air 
temperature measured on-site. f3 shows the greatest variation during the monitoring period, 
as shown in [78]. Natural frequencies and temperature are correlated for such short 
timescales (a few days to a few weeks), which means an increase in temperature causes a 
rise in fn. Such a positive correlation for short timescales is observed for most sites sensitive 
to thermomechanical forcing with semiopen fractures and rock bridges [48,49]. The changes 
in natural frequencies related to the bolting works are studied later in Section 6, after the 
thermomechanical fluctuation removal process. We note that frequency changes are 
generally greater with increasing mode, suggesting that higher modes may be more 
sensitive to changes. 
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Figure 3. Natural frequencies f0, f1, f3, f5, f6, and f7 change with time (frequencies have been arbitrarily shifted for the sake 
of easier comparison). Continuous lines show the rolling median computed on 12 h long windows. Air temperature on-
site is shown as red curve, and daily rainfall is shown as blue bars (downwards axis). Reinforcement work stages are 
shown in the background: drilling days (light orange) and grout injection (i1, i2, i3 in red). 

We also computed the spectral amplitude of natural frequencies f0, f1, f3, f5, f6, and f7 
with time, labeled aFFT(fn). Results are shown in Figure A1 in the Appendix A. Peak 
amplitudes vary greatly (generally over 2–3 orders of magnitude) with time, the main 
peaks occurring again during borehole drilling works on-site. The variation in peak 
amplitude is very similar to PV monitoring (see Appendix B), i.e., FFT amplitude is mainly 
controlled by source effects (environmental conditions such as nearby river discharge) 
rather than site response. The use of FFT amplitude appears unsuitable for monitoring 
purposes. 

4.3. Horizontal-to-Vertical Spectral Ratio (HVSR) Monitoring 
HVSR results for both unstable (BOECA and stable (BOREF) sensors are shown in 

Figure 4. Each curve representing the 1 h averaged HVSR. The color scale shows the time 
over the monitoring period and varies from blue (28 March 2016) to yellow (27 May 2016). 
Both sensors offer very stable HVSR over time, with a significant reduction in fluctuations, 
compared to spectrum monitoring (see Section 4.2 and [93]). The spectral ratio allows 
reducing the effect of source and path terms (e.g., ambient wavefield directivity and 
variability) and enhancing the site response [58]. The stable rock mass (BOREF, Figure 4b) 
shows a relatively flat HVSR curve ranging between 1 and 3 for most of the [1–100 Hz] 
frequency band. On the contrary, HVSR on the rock column (BOECA, Figure 4a) shows a 
clear peak (p0) with amplitude reaching about 30–50 and corresponding to natural 
frequency f0. Smaller peaks are observed at higher frequencies, only p1 and p5 
corresponding to the column’s natural frequencies. Other HVSR peaks do not 
systematically coincide with resonance frequencies: it notably fails to evidence f2, f3, f4 and 
to differentiate f6 from f7 [78]. This lack of evidence could be due to the peculiar wavefield 
on unstable slopes with peaks and troughs affecting the vertical channel on unstable 
compartments [55,57] and also due to the probable coupling of vertical vibrations with 
horizontal ones for the considered modes. The sensor’s location on the unstable 
compartment may also play a role in recorded HVSR shape, especially for flexural and 
rotational motions. 
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Figure 4. HVSR of 1 h segments for unstable sensor BOECA (a) and stable sensor BOREF (b). The color scales with time 
during the monitoring period (from dark blue to yellow, see color bar). Clear HVSR peaks p0, p1, and p5 are shown with 
vertical arrows. 

This suggests that HVSR should be used only with great care because it does not 
systematically reflect the structure dynamics and might be affected by slope and sensor 
location effects. HVSR yet reduces spectral fluctuations and could hence be used to 
monitor the fundamental, normal-to-fracture mode of unstable rock compartments. 

The monitoring of variations in spectral peak frequencies p0, p1, and p5 is shown in 
Figure 5 (blue dotted curves, from dark blue to light blue). The air temperature recorded 
on-site is shown by the red curve, and daily rainfall is shown with blue bars (top axis). 
Reinforcement work stages are shown in the background: drilling days (light orange) and 
grout injection (i1, i2, i3 in red). Frequencies have been demeaned for the sake of 
comparison and labeled Δf. During the monitoring period, all HVSR peak frequencies 
roughly follow the air temperature curve, according to results from spectral analysis and 
thermomechanical forcing. Boreholes drilling days make HVSR peak peaking noisier, to a 
lesser extent than FFT monitoring (see Figure 3). No clear and unambiguous pattern can be 
attributed to the bolting works at this stage. 
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Figure 5. Variations in HVSR peak frequencies p0, p1, and p5 over time (frequencies have been arbitrarily shifted for the 
sake of easier comparison, labeled Δf). Continuous lines show the rolling median computed on 12 h long windows. Air 
temperature on-site is shown as red curve, and daily rainfall is shown as blue bars (downwards axis). Reinforcement work 
stages are shown in the background: drilling days (light orange) and grout injection (red). 

Monitoring of the HVSR peak amplitude for p0, p1, and p5 is shown in Figure 6 (blue 
dotted curves, from dark blue to light blue). The air temperature recorded on-site is shown 
by the red curve and daily rainfall is shown with blue bars (top axis). Reinforcement work 
stages are shown in the background: drilling days (light orange) and grout injection (i1, i2, 
i3 in red). HVSR peak amplitudes show dependence on air temperature and are also 
affected by borehole drilling activity (light orange background). HVSR peak amplitudes 
behave differently during the monitoring period: p3 amplitude tends to remain stable, 
while p1 shows a slight increase in amplitude. p2 shows a decrease in amplitude after the 
second grout injection and hardening (i2 Figure 6) but returns to its original level 
afterward (about 6). In contrast, p0 shows a clear and permanent ~37.5% decrease in 
amplitude, falling from about 40 down to 25 (Figure 6). This agrees well with [50] 
numerical and experimental study for column-like structures, suggesting using HVSR 
amplitude at the fundamental bending mode aHVSR(p0) for monitoring purposes. The 
amplitude of HVSR upper peaks revealed more complexity and their practical use proved 
doubtful. A detailed study conducted in Section 5 will address this point. 
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Figure 6. HVSR amplitude of peaks p0, p1, and p5 with time (logscale on Y-axis). Continuous lines show the rolling median 
computed on 12 h long windows. Air temperature on-site is shown as red curve, and daily rainfall is shown as blue bars 
(downwards axis). Reinforcement work stages are shown in the background: drilling days (light orange) and grout 
injection (red). 

4.4. Horizontal-to-Horizontal Spectral Ratio (HHSR) Monitoring 
Horizontal-to-Horizontal Spectral Ratio curves for the east component between the 

unstable column and nearby stable massif are shown in Figure 7. Each curve representing 
the 1 h averaged HHSR. The color scale shows the time over the monitoring period and 
varies from blue (28 March 2016) to yellow (27 May 2016). Similar to HVSR, HHSR shows 
very clear and repeatable results. The use of spectral ratio indeed suppresses most 
ambient noise variability and directivity issues. 

 
Figure 7. HHSR of 1 h segments for BOECA/BOREF sensors, for the east component. The color scales 
with time during the monitoring period (from dark blue to yellow, see color bar). Clear HHSR peaks 
q0–q6–7 are shown with vertical arrows. 
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Five clear peaks (labeled q0–q6–7 according to natural frequencies) appear in the 1–50 
Hz frequency range. The highest peak q0 corresponds to fundamental normal-to-fracture 
resonance mode (f0). Higher peaks q1–q6–7 are obvious and systematically match 
corresponding natural frequencies f1–f6–7 visible along the east channel. All peak 
frequencies q0–q5 tend to increase with time. The only exception is peak q6–7, which is 
unclear since it gathers f6 and f7 natural frequencies and splits during the monitoring 
period time. 

HHSR performs better than HVSR in evidencing the column’s dynamic properties as 
it focuses along the east direction and does not take into account motion in other 
horizontal directions and vertical motion. These results suggest that HHSR is well suited 
for application on unstable slopes where rock compartment resonance occurs along the 
slope direction, perpendicularly to rear tensile fractures. It requires only one horizontal 
sensor on the unstable rock and another on the adjacent massif, which lowers the costs, 
compared to HVSR 3C surveys. 

Variations in HHSR peak frequencies monitoring over time are shown in Figure 8 for 
peaks q0, q1, q3, and q5 (blue dotted curves, from dark blue to light blue). The air 
temperature recorded on-site is shown by the red curve and daily rainfall is shown with 
blue bars (top axis). Reinforcement work stages are shown in the background: drilling 
days (light orange) and grout injection (i1, i2, i3 in red). All peaks show a very consistent 
pattern related to thermomechanical control and peaks generated by borehole drillings 
(light orange background). No clear changes related to bolting are visible in the time series 
at this stage. Similar observations are made for HHSR amplitude monitoring (blue dotted 
curves, Figure 9). aHHSR shows sharp peaks related to drilling works (light orange 
background). aHHSR also shows fluctuations related to thermomechanical forcing, the 
HHSR amplitude being negatively correlated with air temperature. Amplitude for peak 
q1 shows a slight increase over the monitoring period, while q0, q3, and q5 tend to decrease. 
As observed for HVSR (see Section 4.3), the HHSR peak amplitude for upper modes 
should not be interpreted following the results of [50] since upper modes do not 
correspond to bending motion perpendicular to rear fracture along the east direction. 
Further investigations about HHSR amplitude are conducted in Section 5. 

 
Figure 8. Variations in HHSR peak frequencies q0–q5 over with time (frequencies have been arbitrarily shifted for the sake 
of easier comparison). Continuous lines show the rolling median computed on 12 h long windows. Air temperature on-
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site is shown as red curve, and daily rainfall is shown as blue bars (downward axis). Reinforcement work stages are shown 
in the background: drilling days (light orange) and grout injection (red). 

 
Figure 9. HHSR amplitude of peaks q0–q5 with time (logscale on Y-axis). Continuous lines show the rolling median 
computed on 12 h long windows. Air temperature on-site is shown as red curve, and daily rainfall is shown as blue bars 
(downwards axis). Reinforcement work stages are shown in the background: drilling days (light orange) and grout 
injection (red). 

5. Sensitivity of Seismic Spectra Parameters to Bolting 
In this second step, we explore the sensibility of the above-presented ambient 

vibration parameters to detect mechanical changes provide by the reinforcement bolting 
works. The bolts (i.e., the steel rebar and surrounding cement grout) provided an 
additional contact stiffness between the unstable column and the massif [80]. This 
represents the reciprocal process of progressive mass decoupling before rockfall. We 
hence expect an increase in natural frequencies and a decrease in mode amplitudes, as 
suggested by [50,64,78]. 

However, change detection for prone-to-fall rock compartments remains a very 
challenging task because environmental perturbations may match or even exceed the 
target signal [44,50,57,62]. In the following process, days with drilling works were 
removed from the dataset due to the very strong anthropic vibrations generated. 

Temperature-frequency and temperature-amplitude distributions for FFT peaks are 
shown in Figure 10a,b, respectively. Blue dots represent data before grout injection i1, 
green dots between i1 and i2, and yellow dots after grouting i2. Colored crosses show the 
centroid of dots for each phase. Frequencies show a positive correlation with air 
temperature related to thermomechanical effects. Peak amplitudes show a slight decrease 
with temperature, but its amplitude remains small, compared to amplitude variations 
related to drilling activity (generally 3–4 orders of magnitude, Figure A1. 
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Figure 10. FFT peak frequencies fn (a) and corresponding peak amplitudes aFFT(fn) (b) as a function of air temperature. 
Initial stage before bolting is shown with dark blue dots. Stage between i1 and i2 is shown in green. Final stage after i2 is 
shown with yellow dots. Centroid of each phase is pointed with a colored cross. Days with drilling works have been 
removed from the dataset. 

All temperature–frequency distributions shown in Figure 10a exhibit a clear shift 
from the initial stage (blue dots, period before grout injection i1), the phase between i1 and 
i2 (green dots), and after i2 (yellow dots). Peak frequency increases reach +7.5% and +13% 
for f0 and f3 peaks, respectively (Table 2). 

Table 2. Cumulated changes (in %) in spectral peaks throughout the bolting works (comparison 
between before works and after injection i2). n/a: not spotted by HVSR technique. 

Parameter 
Fundament
al Peak (f0, 

p0, q0) 

Mode 1 (f1, 
p1, q1) 

Mode 3 (f3, 
q3) 

Mode 5 (f5, 
p5, q5) 

Mode 6 (f6, 
p6, q6) 

Mode 7 (f7, 
p7, q7) 

fFFT (%) +7.5 +9.5 +13 +2.4 +2.2 +3.7 
fHVSR (%) +7.5 +9.5 n/a +5.6 n/a n/a 
fHHSR (%) +6.4 +8.6 +13.9 +3.0 n/a n/a 

Although amplitude evolution drawn in Figure 10b is less clear, we observe a 
significant amplitude increase with bolting works for all peaks except f7 (see details in 
Table 3). The amplitude of peaks f0 and f3 shows an increase of +91% and +41.2%, 
respectively (Table 3). 

Table 3. Cumulated changes (in %) in spectral peak amplitudes throughout the bolting works 
(comparison between before works and after injection i2). n/a: not spotted by HVSR technique. 

Parameter 
Fundament
al Peak (f0, 

p0, q0) 

Mode 1 (f1, 
p1, q1) 

Mode 3 (f3, 
q3) 

Mode 5 (f5, 
p5, q5) 

Mode 6 (f6, 
p6, q6) 

Mode 7 (f7, 
p7, q7) 

aFFT (%) +91 +171 +41.2 +44 +69 −39 
aHVSR (%) −39 +26.2 n/a +5.6 n/a n/a 
aHHSR (%) −10.9 +29.6 −4.1 −9.5 n/a n/a 

This rise in FFT amplitude on the unstable compartment is counterintuitive since the 
additional stiffness provided by the reinforcement works should reduce the column’s 
motion. This observation confirms that FFT amplitude is source-controlled rather than 
resonance-driven, as visible in large FFT amplitude variations pointed out on the stable 
massif (Figure 2b). This underlines the need for using spectral ratios for monitoring 
purposes, as shown previously in the temporal domain for particle velocity. 
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The same plots for HVSR and HHSR peaks are given in Figure 11 and Figure 12, 
respectively. As for FFT, a positive correlation between peak frequency and temperature 
is spotted. HVSR and HHSR peak frequencies tend to rise with the bolting, while peak 
amplitudes decrease. Table 2 show the relative changes in FFT, HVSR, and HHSR peak 
frequencies throughout the monitoring period. All three FFT, HVSR, and HHSR yield 
peak frequency increases in very good agreement. The fundamental mode (p0–q0) and 
modes 1 (p1–q1) and 3 (p3–q3) show the largest frequency increases, with mean shifts of +7.0%, 
+9.1%, and +13.5%, respectively). These increases are of the same order of magnitude as 
found with the ARX model in a previous study, i.e., +8% for f0 and +17% for f3. The slight 
differences come mainly from the definition of the last phase, taken after i2 in this paper, 
compared to the last day of monitoring in [80]. 

 
Figure 11. HVSR peak frequencies pn (a) and corresponding peak amplitudes aHVSR(pn) (b) as a 
function of air temperature. Initial stage before bolting is shown with dark blue dots. Stage between 
i1 and i2 is shown in green. Final stage after i2 is shown with yellow dots. Centroid of each phase is 
pointed with a colored cross. Days with drilling works have been removed from the dataset. 

 
Figure 12. HHSR peak frequencies qn (a) and corresponding peak amplitudes aHHSR(qn) (b) as a 
function of air temperature. Initial stage before bolting is shown with dark blue dots. Stage between 
i1 and i2 is shown in green. Final stage after i2 is shown with yellow dots. Centroid of each phase is 
pointed with a colored cross. Days with drilling works have been removed from the dataset. 

Peak amplitude changes over the studied period are shown in Table 3. Assuming that 
the reinforcement works provide additional stiffness to the contact between the unstable 
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column and the massif, [50] suggested that a reduction in HVSR and HHSR amplitude is 
expected for bending-like, perpendicular to rear fracture, fundamental mode amplitude. 
This is supported by our results showing a consistent reduction of −39% for aHVSR(p0) and 
−10.9% for aHHSR(q0) (see Table 3). In contrast, the upper modes show various magnitudes 
and signs, ranging between −39% and +171%. These upper modes indeed do not 
correspond to bending modes along with H (east) channel, and the bolting plays both with 
the stiffness and mass involved for each mode. 

6. Novelty Detection Algorithms 
Novelty detection algorithms generally consist of unsupervised or semisupervised 

learning problems, depending on the technique used and the nature of the training dataset 
[94–96]. Such methods have been applied to many data types, including time series [97–
99]. For these data, one application consists of change point detection. In this case, the 
dataset is a single and often long sequence of events with temporal order [95]. Anomalies 
consist of a sudden change of behavior, compared to the training period. Applications are 
found in sensor reading processing, e.g., hydrological recording series [97]. In our prone-
to-fall VB–SHM case study, environmental parameters and rock column’s dynamic 
parameters can be considered as related time series. The normal behavior then consists of 
the air temperature data forcing and corresponding rock column’s dynamic response 
measured before the bolting, i.e., before the i1 phase (21 April 2016). Considering the 
elliptical shape of (1) natural frequency vs. temperature (e.g., Figure 11a and 12a) and (2) 
resonance amplitude vs. temperature (e.g., Figure 11b and 12b) relationships, we selected 
the Elliptic Envelope (EE) novelty detection algorithm. This algorithm also 
advantageously requires only a few computing resources, which makes it suitable for 
edge-computing approaches [100]. We used the routine implemented in the Scikit-learn 
Python package [101,102]. This algorithm first computes the minimum covariance 
determinant on the training dataset, hence fitting an ellipse to the training data. The 
contamination parameter expresses the fraction of outliers lying in the training data and 
must be chosen adequately [94]. It must be defined during the training stage, making the 
outlier detection more or less sensitive. Classic values lie in the range of 0–5% but may 
vary significantly depending on the training data quality. During the novelty detection 
stage, every point lying into the ellipse is considered an inlier, while lying outside points 
are declared outliers. EE algorithm can be applied for multivariate analyses, i.e., for 
multidimensional dataset processing [103,104]. It assumes that data have a Gaussian-like 
distribution along every axis. 

We applied the novelty detection algorithm on the HHSR time series. This seismic 
parameter revealed indeed robust and clearly brought out the column’s natural 
frequencies. The monitored dataset hence consists of HHSR peak frequencies fHHSR(q0, q1, 
q3, q5), the amplitude at mode q0 (aHHSR(q0)), and air temperature. It is referred to as dataset 
D1 hereafter. All time series are analyzed together with one hour sampling period. The 
algorithm was parametrized with a 7-day training period at the beginning (28 March 2016 
to 04 April 2016), before the bolting works. This period was selected as a reasonable trade-
off between sufficient training (4 days of data were observed as a minimum) and short 
enough to allow the evaluation of the algorithm robustness during the period before the 
works (05 April 2016 to 02 May 2016). The contamination parameter was arbitrarily set to 
5%. Data from drilling days were discarded between 6 a.m. and 8 p.m. because of harder 
frequency peaking and unmeaningful amplitudes. 

The novelty detection results are shown in Figure 13. For natural frequencies (a) and 
mode amplitude (b), inlier points are shown in grey (i.e., no significant change detected, 
points agree well with the elliptic shape fitted during the training period TP) and outliers 
are shown in black (i.e., significant change detected from initial training distribution). The 
percentage of inliers and outliers per day is shown as a bar graph in (c). 
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Figure 13. Novelty detection results performed on dataset D1 (HHSR (q0, q1, q3, q5, and aHHSR(q0)) along with air temperature 
time series). Peak frequencies q0, q1, q3, q5 shown from bottom to top in (a). They have been arbitrarily shifted for the sake 
of easier comparison. HHSR amplitude aHHSR(q0) is shown in (b). Inlier data are shown in dark gray while outliers are 
shown in light grey. Training period (TP) at the beginning is underlined in green. Air temperature on-site is shown as red 
curve in (a). Reinforcement work stages are shown in the background: drilling days (light orange) and grout injection 
(red). (c) Respective percentage of inlier and outlier data in the detection algorithm. 

The novelty detection shows that most points are inliers between 28 March 2016 
(beginning of the monitoring) and 02 May 2016 (day of grout injection i2). This suggests 
that EE is adequately insensitive to adverse thermomechanical variations affecting the 
column’s dynamic parameters. Yet, we spot a few outlier clusters in this period, most 
related to reinforcement works, which create variation in frequency peaking (10 April 
2016 to 20 April 2016, Figure 13). Another outlier burst shows the 21 and 23 April 2016, 
i.e., right after grout injection i1. This effect is yet only temporarily detected, probably 
because i1 has only little influence on the column’s upper modes q3 and q5. A major change 
is detected on 03 May 2016 following grout injection i2. Most data lie irreversibly as 
outliers. These results show that EE’s novelty detection algorithm clearly detects the 
additional stiffness provided by the bolt grouting during i2.Considering these satisfying 
results on continuous data, we reduced the amount of information by simulating a 
triggered recording scheme on-site. This new dataset is referred to as D2 in the following. 
We selected two 1 h long seismic records starting at 6 a.m. and 20 p.m. each day, 
respectively. This downsampling was applied over the whole monitoring period, 
including the training period TP. These times were chosen because of reduced anthropic 
activity before and after working hours. The same EE novelty detection algorithm was 
applied to the downsampled dataset D2. Results are shown in Figure 14. As for the 
complete dataset D1, most of the D2 points lie in the initial distribution between the 
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beginning of the monitoring and grout injection i1. A few isolated outliers are yet spotted 
during this period (29 March 2016 and 15 April 2016). Grout injection and following 
hardening i1 is once again only temporarily detected (outliers on the 21 and 22 April 2016). 
We note that the outliers systematically reach a 50% proportion in Figure 14c because the 
data downsampling keeps only two points per day in D2. The grout injection and 
hardening i2 are very clearly detected on 03 May 2016 since most points become outliers 
after this date (Figure 14b). These results compare very well with the analysis conducted 
on the full dataset D1 (Figure 13) and support the feasibility of monitoring unstable rock 
compartments with short-duration triggered ambient noise records on-site. 

 
Figure 14. Novelty detection results performed on downsampled time series; dataset D2). Peak frequencies q0, q1, q3, q5 
shown in (a) have been arbitrarily shifted for the sake of easier comparison. HHSR amplitude aHHSR(q0) is shown in (b). 
Inlier data are shown in dark gray while outliers are shown in light grey. The training period (TP) at the beginning is 
underlined in green. Air temperature on-site is shown as red curve in (a). Reinforcement work stages are shown in the 
background: drilling days (light orange) and grout injection (red). (c) Respective percentage of inlier and outlier data in 
the detection algorithm. 

We tried to push further the application of the EE algorithm by processing only the 
fundamental frequency and associated amplitude, together with air temperature. This 
reduced dataset is referred to as D3 in the rest of this article. Acquisition of dataset D3 
would advantageously require only one seismic sensor set up on top of the unstable 
column in the field. The fundamental peak is indeed very robust, can be easily picked on 
most unstable rock compartments, and reflects its global behavior. Since HVSR showed 
the largest changes for the fundamental mode during the bolting works (see Tables 2 and 
3), we chose to process p0 and aHVSR(p0) along with air temperature. We used downsampled 
time series (two points per day) for novelty detection. We yet kept a one-hour sampling 
period during TP to ensure a sufficient amount of data for training using only one 
vibration mode. The results for D3 processing are presented in Figure 15. They appear 
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consistent with previous results obtained with D1 and D2 since most points drift from the 
initial distribution because of the bolting works. However, a significant change is detected 
sooner in D3, i.e., right after grout injection i1 during progressive grout hardening. These 
results agree well with Section 5 because the fundamental mode was shown to be the most 
sensitive to i1, while higher modes mostly rose after i2. This higher detection sensitivity 
obtained by processing the sole fundamental mode appears yet slightly less stable since a 
few points become inliers again at the end of the monitoring period (Figure 15c). 

 
Figure 15. Novelty detection results performed on downsampled time series (dataset D3:p0 and aHVSR(p0) only, analyzed 
together with air temperature). Data were downsampled except during the training period TP (green rectangle in (a) and 
(b). Peak frequency p0 shown in (a) has been arbitrarily shifted for the sake of easier comparison. HVSR amplitude aHVSR(p0) 
is shown in (b). Inlier data are shown in dark gray while outliers are shown in light grey. The training period (TP) at the 
beginning is underlined in green. Air temperature on-site is shown as red curve in (a). Reinforcement work stages are 
shown in the background: drilling days (light orange) and grout injection (red). (c) Respective percentage of inlier and 
outlier data in the detection algorithm. 

7. Discussion 
This study investigates the feasibility of monitoring unstable rock compartments 

with the VB–SHM approach with the aim of paving the way for lightweight, power-
efficient, edge-computing solutions. First, easy-to-compute, robust, and relevant seismic 
parameters must be selected for monitoring. 

Although some studies show that statistical parameters can be extracted from raw, 
time-domain vibration measurements [34,43], our study showed that the use of the 
Particle Velocity (PV) parameter and PV ratio does represent the best choice for rock 
compartment monitoring. PV time series indeed appeared mostly controlled by variations 
in ambient noise source amplitude rather than by column resonance effects (Appendix B). 
In addition, PV processing required a priori filtering in a narrow bandwidth around f0 for 
best results. This represents a significant disadvantage since the f0 value is expected to 
change during the monitoring period. 
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In contrast, all three FFT, HVSR, and HHSR estimators succeeded in evidencing clear 
spectral peaks on the unstable column. 

FFT spectra showed the best detection ability, revealing all-natural frequencies 
present along the east channel [78]. Such monitoring requires only one channel, oriented 
along the main direction of vibration, i.e., generally along the slope direction. FFT spectra 
yet showed significant amplitude fluctuation with time, revealing large sensitivity to 
drilling workdays and environmental wandering in ambient noise. FFT should hence be 
used carefully for monitoring purposes: peak frequency peaking may reveal difficulty due 
to low spectra repeatability and peak amplitude should not be taken into account. 

The use of spectral ratios (HHSR and HVSR) allowed suppressing much ambient 
noise source variation effects, yielding very consistent amplitude and spectral content. 
Such observation was also made by [50] for the Bory site, with a clearer curve and a neater 
fundamental peak using spectral ratios (especially HHSR) than with FFT. 

However, we recommend great caution when interpreting HVSR on unstable rock 
compartments because higher spectral peaks may not coincide with natural frequencies. 
In our case, only the fundamental mode and modes 1 and 5 could be isolated on HVSR 
curves (Figure 4a). In addition, HVSR theoretically requires rotating the three components 
to make the horizontal plane colinear with the slope, which is rarely conducted in the 
literature. Consequently, the unrotated vertical component frequently shows a peculiar 
spectrum with peaks and troughs, which affects HVSR. Despite these restrictions, HVSR 
amplitude at fundamental mode aHVSR(p0) showed the largest decrease related to the 
bolting, i.e., −39%. 

HHSR requires two seismic channels on-site, one on the stable massif and one on the 
unstable compartment, both colinear and perpendicular to the main slope fracturing 
extension. In our case, it succeeded in evidencing all unstable column’s natural 
frequencies from the fundamental mode up to mode 5, with very reproducible, easy-to-
pick, spectral ratio curves (Figure 7). The amplitude of the fundamental mode showed a 
consistent but limited decrease (−10.9%) during the bolting. This HHSR amplitude 
decrease at fundamental mode is three times smaller than the corresponding HVSR 
amplitude reduction. This might be due to our experimental setup where the reference 
sensor BOREF is located close to the unstable column and partially records its vibration 
(see Figure 2b). This proximity between sensors was forced by the site configuration, the 
vertical cliff preventing the further location of the reference sensor (Figure 1b). The 
reference sensor should be located further in future studies. 

These results suggest that monitoring unstable compartments could be achieved with 
the following two approaches: 
− The first strategy consists of monitoring as many natural frequencies as possible, e.g., 

derived from HHSR, which facilitates the peak peaking process due to the 
normalization of spectral ratio. This assumes that most frequencies will experience 
significant changes during the monitoring, which is not straightforwardly supported 
by our results; 

− The other strategy consists of monitoring the sole fundamental mode since it represents 
the global behavior of the prone-to-fall mass. This can be achieved with HVSR or HHSR 
indistinctively, which show a similar change in fundamental natural frequency. 
Whatever the approach, we recommend using the amplitude of the fundamental 

mode (aHVSR(p0) or aHHSR(q0)) only as a secondary parameter. Its value remains indeed very 
sensitive to environmental parameters such as drilling works (this study) or strong winds 
([50]). Higher resonance modes show unclear behavior and should not be included a priori 
in the monitoring without a dedicated survey including 3D reconstruction and numerical 
modal analysis. 

In the case of the sole use of the fundamental mode, the choice of HVSR revealed 
pertinent in our case. It showed an increase in resonance frequency similar to HHSR (i.e., 
+7.5% versus +6.4%, respectively) but shows a greater amplitude decrease (−39% in 
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aHVSR(p0) versus −10.9% for aHHSR(q0). This might yet be due to our experimental setup with 
a nearby reference sensor, which limits the decrease in aHHSR(q0). This will require a 
confirmation from complementary studies, with the further location of the reference 
sensor. 

In order to test the feasibility of automatic VB–SHM data processing, machine 
learning routines have been used to detect the mechanical changes related to rock column 
bolting. Among many automatic detection algorithms [3,34], we selected the Elliptic 
Envelope (EE) routine [102,104] because of the elliptic-shaped distribution of seismic 
parameter vs. temperature (see Figures 10–12). EE offered good performance on 
discontinuous, heterogeneous time series and required only a short training period (e.g., 
7 days in this study). This allowed a very quick use of the system after startup. We yet 
should mention that the SHM training period is used to describe the baseline behavior of 
the structure [2,7,35]. As a consequence, training should occur before the occurrence of 
significant mechanical changes. This can prove difficult in practice, where prone-to-fall 
compartments may be detected late toward failure. In addition, training the algorithm 
may reveal to be longer and trickier in sites subject to long-period trends such as seasonal 
variations. This will require further tests to adapt the length of the training period and 
update the training model when necessary [105,106]. In our case, the monitoring period 
extended only over a few months, which allowed controlling most of the environmental 
factors. 

The EE parameterization on the training dataset revealed simple: a single 
“contamination” parameter must be set, reflecting the number of outliers in the training 
data [96]. In comparison to pseudo-physical ARX models, the implementation of the EE 
algorithm is much easier in practice [37,80]. Especially, EE does not require continuous 
data, contrary to ARX, which fails to handle monitoring gaps. Such gaps cannot be 
excluded for remote instrumented sites in a mountainous environment. However, we 
point out that EE processing remains restricted to linearly correlated datasets. Other 
detection algorithms may be necessary for more complex relationships between forcing 
parameters and SHM data, such as seasonal variations and/or icing [44,48,49,57,62]. 

For the present rock bolting case study, the EE novelty detection algorithm 
performed very well. We tested various datasets by (1) changing the number of 
considered seismic parameters and (2) modifying the acquisition scheme by altering the 
sampling rate and sampling scheme of the data. The joint monitoring of several resonance 
peaks and amplitude at fundamental mode in datasets D1 and D2 improved the change 
detection robustness. However, this robustness came at the price of sensitivity since 
higher modes appeared only a little sensitive to grout injection i1. In contrast, the latter 
dataset D3 containing only the fundamental mode natural frequency (p0), amplitude 
(aHVSR(p0)), and air temperature succeeded in detecting grout injection i1. In the absence of 
a priori specific modal survey, we recommend giving more weight to the fundamental 
mode in automatic detection parametrization as this mode generally reflects the behavior 
of the whole unstable mass. 

Whatever the dataset, the EE algorithm succeeded in removing adverse 
thermomechanical variations affecting the column’s dynamic parameters and detect the 
underlying changes in dynamic parameters due to bolting. We think that such detection 
performance should suffice for monitoring rockfalls, for which significant drops in 
dynamics parameters are expected before rupture [64]. 

8. Conclusions 
This study paves the way toward monitoring unstable rock compartments with 

lightweight, power-efficient, edge-computing solutions. We tested this innovative 
approach with Vibration-Based Structural Health Monitoring (VB–SHM) records made 
during the bolting of a ~760 m3 limestone rock column (Vercors, France). 

Our study highlighted the following findings: 
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− Spectral estimators such as FFT, HVSR, and HHSR can be used to point out unstable 
compartment natural frequencies, although the use of HVSR should be restricted to 
fundamental mode only; 

− HHSR appears as a good trade-off between spectral stability and accuracy. HHSR 
amplitude yet revealed sensitivity to the location of the reference sensor. This sensor 
should be set close enough to the site to depict the incoming wavefield but far enough 
from the rock compartment to avoid recording its natural frequencies; 

− Column-shape rock compartments with clear rear fracture can be monitored with 
such lightweight instrumentations that are set up with a reduced number of 
sensors/channels. 
For other sites, VB–SHM might require a preliminary survey to investigate possible 

peculiar resonance effects. 
We also showed the following points regarding novelty detection algorithms: 

− The automatic Elliptic Envelope routine successfully removed adverse 
thermomechanical fluctuations affecting the time series. Such fluctuations 
substantially complicated the operational use of VB–SHM on natural structures until 
now. 
The selection of the detection algorithm should yet be checked carefully on the 

training dataset, as different thermomechanical behaviors may be observed across study 
sites; 
− The novelty detection algorithm performed well on reduced datasets with only a few 

measurements per day. This suggesting that a triggered-recording scheme (e.g., a few 
tens of minutes of ambient vibrations recorded each day) could be used for massive 
power savings; 

− Ad hoc, robust, low-cost, and low-power hardware instrumentation with 
telecommunication ability is now required to facilitate such surveys in remote 
mountainous areas; 

− These promising results for rock bolting detection should also be tested against 
progressive damage before rockfall. 
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Appendix A 

 
Figure A1. Spectral amplitude of peaks f0, f1, f3, f5, f6, and f7 with time, labeled aFFT(fn) (logscale on Y-axis). Continuous lines 
show the rolling median computed on 12 h long windows. Air temperature on-site is shown as red curve, and daily rainfall 
is shown as blue bars (downward axis). Reinforcement work stages are shown in the background: drilling days (light 
orange) and grout injection (i1, i2, i3 in red). 

Table A1. PV changes between bolting stages. 

Parameter  Before i1 After i1 After i2 

stdPV on BOECA 
Std centroid along freq 

axis [Hz] 
4.1 × 10−7 4.5 × 10−7 5.1 × 10−7 

Cumulated rise [%] - +9.8% +24.4% 

stdPV Ratio between 
BOECA and BOREF 

Std RATIO centroid 
along freq axis [Hz] 

15.1 13.2 13.3 

Cumulated change [%] - −12.6 −11.9 

Table A2. FFT changes between bolting stages. 

Parameter 
f0 f1 f3 f5 f6 f7 

Before 
i1 After i1 After i1 Before 

i1 After i1 After i2 Before 
i1 

After 
i1 

After 
i2 

Before 
i1 

After 
i1 

After 
i2 

Befor
e i1 

After 
i1 

After 
i2 

Before 
i1 

After 
i1 

After 
i2 

Peak  
Frequency 

Centroid 
position 
along f 

[Hz] 

9.3 9.6 10.0 11.6 11.9 12.7 20.0 20.3 22.6 29.6 29.8 30.3 37.0 36.7 37.8 40.2 40.4 41.7 

Cumulated 
rise [%] 

- +3.2 +7.5 - +2.6 +9.5 - +1.5 +13.0 - +0.7 +2.4 - −0.8 +2.2 - +0.5 +3.7 

Peak  
Amplitude 

Centroid 
position 
along a 

[FFT units] 

1.1 × 
10−13 

1.4 × 
10−13 

2.1 × 
10−13 

4.8 × 
10−15 

9.2 × 
10−15 

1.3 × 
10−14 

3.4 × 
10−15 

4.8 × 
10−15 

4.7 × 
10−15 

4.5 × 
10−15 

4.8 × 
10−15 

6.5 × 
10−15 

1.3 × 
10−14 

1.3 × 
10−14 

2.2 × 
10−14 

1.5 × 
10−14 

1.1 × 
10−14 

9.1 × 
10−15 

Cumulated 
rise [%] 

- +27.3 +91 - +92 +171 - +41.2 +38.2 - +6.7 +44 - 0 +69 - −26.7 −39 

Table A3. HVSR changes between bolting stages. 

Parameter 
p0 p1 p5 

Before i1 After i1 After i2 Before i1 After i1 After i2 Before i1 After i1 After i2 

Peak  
Frequency 

Centroid 
position 

along f[Hz] 
9.3 9.6 10.0 11.6 12.2 12.7 29.9 29.7 30.3 
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Cumulated 
rise [%] 

- +3.2 +7.5 - +5.2 +9.5 - −0.7 +1.3 

Peak  
Amplitude 

Centroid 
position 
along a 

[without 
units] 

40.4 30.5 24.7 10.3 13.0 14.0 7.1 7.8 7.5 

Cumulated 
rise [%] 

- −25 −39 - +26.2 +36 - +9.9 +5.6 

Table A4. HHSR changes between bolting stages. 

Parameter 
q0 q1 q3 q5 

Before 
i1 After i1 After i2 Before 

i1 After i1 After i2 Before 
i1 After i1 After i2 Before 

i1 After i1 After i2 

Peak Frequency 
Centroid position 

along f[Hz] 
9.4 9.7 10.0 11.6 12.0 12.6 20.2 20.6 23.0 29.7 30.1 30.6 

Cumulated rise [%] - +3.2 +6.4 - +3.5 +8.6 - +2.0 +13.9 - +1.4 +3.0 

Peak Amplitude 

Centroid position 
along a [without 

units] 
22.1 21.3 19.7 7.1 9.4 9.2 12.3 13.2 11.8 23.2 21.3 21.0 

Cumulated rise [%] - −3.6 −10.9 - +32.4 +29.6 - +7.3 −4.1 - −8.2 −9.5 

Appendix B. Ambient Vibration Particle Velocity (PV) 
This section presents the investigation of ambient vibration Particle Velocity (PV) 

time series to seek a pertinent but very easy-to-compute monitoring parameter. Both 
absolute maximum (maxPV) and standard deviation (stdPV) were computed on 1 h long 
seismic records. Both raw data (not shown here) and bandpass-filtered data around the 
column’s fundamental natural frequency f0 ([80], i.e., [8–12 Hz]) were processed, although 
this second method requires more a priori tuning of the processing flow. Filtered PV 
monitoring is shown for the east channel in Figure A2 This direction corresponds to the 
flexural motion perpendicular to the rear fracture at the column’s fundamental mode f0 
(bending mode). Results show great PV fluctuations for both sensors, with stdPV (grey) 
and maxPV (black) varying, respectively, of about three and two orders of magnitude. 
These changes appear mostly related to day/night cycles as well as working 
days/weekends alternations and are thus related to anthropogenic activities [94]. 
Environmental conditions such as air temperature, wind speed, nearby river discharge 
may also play a role in controlling PV. Most stdPV and maxPV peaks are due to on-site 
reinforcement work, notably during borehole drilling (red background, Figure A2). 
However, unexplained variation in PV amplitude is also detected during nonworking 
days, suggesting that PV amplitude is mostly controlled by ambient noise source power 
rather than site response characteristics. Similar conclusions were made for another PV 
time series filtered around the column’s upper mode f3 in [19–24 Hz] range. Unfiltered PV 
time series (not shown here) obey the same pattern, despite slightly higher scattering in 
the results. PV time series do not show clear changes over the monitoring period, which 
could be related to additional stiffness provided by the bolts. 

We also investigated the ratio between PV measured on the rock column (BOECA), 
divided by PV recorded on the massif (BOREF). This is shown in Figure A2c, using PV both 
filtered around column’s mode f0. The ratio baseline wanders generally between 10 and 20, 
which is consistent with amplification factors reported at f0 for HHSR on the same site (see 
[80] and Section 4.4). It is also in good accordance with amplifications reported in other 
studies [54,55,57]. The maxPV ratio appears quite unstable, which prevents us from using it 
for monitoring purposes. It is discarded from use in the rest of this article. The stdPV ratio 
appears smoother and exhibits variations related to environmental conditions such as 
nearby Bourne river discharge. Yet, no clear and significant diminution of stdPV ratio due 
to the bolting could be observed at this stage on raw records. 
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As performed for other seismic parameters in Section 5, we explored the relationship 
between Particle Velocity indicators and temperature. Ambient noise particle velocity 
standard deviation (stdPV) recorded on the unstable compartment (BOECA sensor) is 
shown as a function of air temperature in Figure A3a. The data were bandpass-filtered 
around f0, i.e., in the [8–12 Hz] frequency band. Blue dots represent data before grout 
injection i1, green dots between i1 and i2, and yellow dots after grouting i2. Colored crosses 
show the centroid of dots for each phase. We observe no clear relation between air 
temperature and stdPV (Figure A3a), nor marked trend across the bolting works. This was 
expected since PV is mainly controlled by ambient vibration sources. Surprisingly, stdPV 
tends to increase across the bolting work period (Table A1), while a drop in the column’s 
motion amplitude was expected after bolting. This confirms that particle velocity recorded 
on top of the unstable column is mainly controlled by environmental excitation (i.e., the 
amplitude of seismic noise sources) rather than a proxy of its stability. Particle velocity 
time-series are hence unable to reflect the mechanical change provided by the bolts and 
should not be used for structural monitoring purposes, especially when the amplitude of 
solicitation varies in time. 

The stdPV ratio between the unstable column BOECA and the stable massif BOREF 
was computed in the [8–12 Hz] frequency band. As shown in Figure A3b, the use of a 
reference station helps to reduce the influence of environmental factors and seismic noise 
wavefield wandering. The stdPV ratio shows a negative correlation with temperature 
(Figure A3b), i.e., the stdPV ratio decreases when the air temperature increases. This could 
be related to rock fracture closure under thermal expansion as proposed in [49]. Figure 
A3b and Table A1 show the stdPV changes throughout the bolting period. The centroids 
drawn for each phase show a clear reduction in stdPV ratio of about −12% between the 
initial phase (before i1, blue) and after grout injection and hardening i1 (green). Further 
grouting phase i2 keeps the stdPV ratio almost unchanged. 

This suggests that the PV ratio could reflect the mechanical changes provided by the 
bolts, causing a reduction in the column’s top motion at the fundamental mode f0. 
However, we do not recommend using PV ratio time series for monitoring purposes. This 
parameter appears indeed sensitive to the location of the reference sensor and may remain 
partly sensitive to environmental conditions. In addition, it requires a priori bandpass 
filtering around the fundamental frequency f0. Since f0 is expected to change during 
reinforcement works or toward failure, this greatly reduces PV’s practical interest. 
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Figure A2. Particle Velocity (PV) monitoring over time for sensor BOECA (a) and BOREF (b) east channel. Sensor location 
is shown in Figure 1b. Continuous lines show the rolling median computed on 12 h long windows. Seismic records have 
been filtered around column’s mode f0 in the [8–12 Hz] frequency band. For each 1 h slice, maxPV is shown in black, and 
stdPV is drawn in grey. Air temperature on-site is shown as red curve, and daily rainfall is shown as blue bars (downwards 
axis). Reinforcement work stages are shown in the background: drilling days (light orange) and grout injection (red). PV 
ratio between BOECA and BOREF is shown in (c), both for maxPV (black) and stdPV (grey). Y-axes for PV are log-scaled. 

 
Figure A3. (a) PV standard deviation (stdPV) on BOECA in 8–12 Hz frequency band as a function 
of air temperature; (b) corresponding stdPV ratio between BOECA and BOREF. Initial stage before 
bolting is shown with dark blue dots. Stage between i1 and i2 is shown in green. Final stage after i2 
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is shown with yellow dots. Centroid of each phase is pointed with a colored cross. Days with drilling 
works have been removed from the dataset. 
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