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Abstract: Flow and transport processes in fractured systems are not yet fully understood, and it
is challenging to determine the respective parameters experimentally. Studies on 10 samples of
2 different sandstones were used to evaluate the reproducibility of tracer tests and the calculation of
hydraulic transport properties under identical boundary conditions. The transport parameters were
determined using the advection–dispersion equation (ADE) and the continuous time random walk
(CTRW) method. In addition, the fracture surface morphology and the effective fracture aperture
width was quantified. The hydraulic parameters and their variations were studied for samples
within one rock type and between both rock types to quantify the natural variability of transport
parameters as well as their experimental reproducibility. Transport processes dominated by the
influence of fracture surface morphology experienced a larger spread in the determined transport
parameters between repeated measurements. Grain size, effective hydraulic aperture and dispersivity
were identified as the most important parameters to evaluate this effect, as with increasing fracture
aperture the effect of surface roughness vanishes and the experimental reproducibility increases.
Increasing roughness is often associated with the larger effective hydraulic aperture canceling out
the expected increased influence of the fracture surface morphology.

Keywords: tracer tests; single fracture; dispersion; dispersivity; fracture surface

1. Introduction

Fractures are often the dominant fluid pathways in the subsurface due to the usually low intrinsic
permeability of the reservoir rocks. Detailed investigations of flow and transport processes in a single
fracture contribute to the understanding of flow and solute transport in complex natural fractured
systems [1–5]. Such investigations and the understanding of those processes are very important for
practical applications, such as geothermal energy production [6] and the effective remediation of
pollutants [7].

The flow in single fractures is laminar or turbulent depending on the Reynolds number (Re).
Laminar flow allows the application of Darcy’s Law, whereas turbulent flow requires nonlinear
relationships between flow velocity and hydraulic gradient, as given in Forchheimer’s equation.
Several studies suggest limits for the transition from laminar to turbulent flow in rough, single fractures
ranging from Re = 10 [8] to Re = 500 [9,10], and even up to Re = 2000 [11]. The occurrence of turbulent
flow is mainly due to roughness [1,12], because surface roughness affects the permeability of a single
fracture due to a heterogeneous aperture distribution. Variable aperture distributions result in higher
proportions of preferential flow channels [5,7,13] and low velocity zones that include turbulent
flow features like eddies [2,3,14]. The surface morphology of a fracture can be determined in the
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laboratory using different methodologies, such as profilometry [15], photogrammetry [16], microCT [17]
and laser scans [18–20]. Since the specific area decreases with growing aperture, the influence of
roughness on the permeability decreases with increasing aperture [16,21]. There are various measures
to quantitatively describe various features of the surface roughness (e.g., [22,23]). Very common,
especially in geotechnical applications, is the joint roughness coefficient (e.g., [24]) based on the
Z2-coefficient [25]. Surface roughness evaluation is often based on the analysis of height variations
along profiles, but triangulation-based measures become more common (e.g., [26,27]).

A more complex velocity field of a rough fracture compared to a smooth fracture is the cause for
additional dispersion, as shown in the numerical study of [19]. Dispersion is the governing process
influencing the solute transport in a single fracture. After [28], one can theoretically distinguish
between molecular diffusion, Taylor dispersion and macrodispersion. In experimental studies,
such a differentiation is not possible, although all three processes have a different impact on dispersion
depending on the Peclet number [29]. In a common approach to determine transport parameters,
an analytical solution of the advection–dispersion equation (ADE) [7,30–33] or of the continuous time
random walk (CTRW) method is fitted to the measured breakthrough curves (BTCs) resulting from
the tracer tests [30,34–37]. Long tailing and early arrival times of the BTCs often reveal non-Fickian
transport behavior, which can usually be well described by the CTRW method but not by the ADE.
A higher proportion of turbulent flow also affects solute transport with a higher degree of non-Fickian
transport [3,30]. Random walks methods have also been applied successfully in simulations covering
tracer transport across scales, from pore to reservoir scales [38]. In a different approach, fractional
derivatives have been used to couple a modified flux law for complex flow fields with a classical mass
conservation to describe transport in fractured low-permeable material [39].

In recent years, several experimental and numerical investigations of flow and transport behavior in
single fractures have been carried out covering both reactive and non-reactive processes. Various types
of rocks have been studied using tracer tests, including granite [40], diorite [13], dolomite [7],
limestone [41], marble [34] and also sandstone [30,42]. Fracture surfaces were also scanned frequently
and reconstructed on the basis of these scans [31,32,35,36]. Often, those studies focused the change
in the fracture surface structure due to dissolution or precipitation processes and its influence on
flow and transport processes [31,40,41]. The influence of flow velocity on the shape of BTCs [34] as
well as on fracture heterogeneity and its effect as a retardation mechanism [13] has also been studied
experimentally. It remains a challenge in all these studies to determine the transport parameters for
single fractures due to differences in the experimental procedures and the used analysis method to
determine these parameters.

However, hydraulic and transport experiments on drill cores, often in combination with
geostatistical analysis, are a very common source for hydrogeological numerical simulations on
fracture flow. Laboratory tests are usually the preferred method in comparison to values taken
from the literature, because they provide more local information. In the context of fractures, it also
very rare to recover fractured core samples with sufficient size and quality for laboratory flow tests.
Artificial fracturing on intact drill cores in the laboratory is often the only possibility to study fracture
flow. However, coping with measurement uncertainty and spatial variability is challenging in those
numerical models due to the usually underdetermined subsurface parameters and a very limited
number of drill cores. Furthermore, there is a natural variability between fractures due to their unique
surface morphology. To quantify this variability, a sufficient number of rock samples and tests is
required. To experimentally reveal this natural variability, reproducible laboratory tests are necessary.

In this work, we analyze repeated tracer tests in ten rock samples with a single fracture in
each of two different types of sandstones. The flow and transport parameters, such as flow velocity,
dispersivity and dispersion coefficient, are determined using ADE and CRTW fits. A comparison
of the parameters is made between (i) both calculation methods; (ii) samples drilled from the same
material area; (iii) samples from different sections; and between (iv) the two types of sandstone.
Through this analysis, we can quantify the reproducibility of tracer tests within a single fracture as
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well as the natural variability of flow and transport parameters of single fractures. Laboratory tests
and the parameters determined by those tests are often the base for the parameterization of numerical
models. Including the heterogeneity of fracture parameters in such models is challenging due to the
unknown conditions in the subsurface and the described shortcoming of conventional laboratory tests.
Our experiments allow an estimation of the value range of hydraulic and transport parameters in
single fractures representing their natural variability. Therefore, in the following, we characterize
the used samples and describe sample preparation as well as the applied experimental procedure.
We explain the applied analysis methods for the tracer tests using the ADE and the CTRW. We further
relate the results to the characteristics of the different types of used sandstones such as grain size
distribution and homogeneity.

2. Materials and Methods

2.1. Samples and Sample Preparation

Two different sandstones were used for the investigations: Flechtinger and Remlinger sandstones.
Flechtinger sandstone is quarried at the Flechtinger mountain ridge (Saxony-Anhalt, Germany).
The samples were taken from a quarry in Bebertal. It is a reddish-brown colored, well consolidated,
well-sorted, cross-bedded and fine-grained Permian sandstone [43,44] with a matrix permeability
in the order of 10−17 to 10−16 m2 [44–46]. The mean grain size is between 0.1 and 0.4 mm [44],
and the porosity was determined in ranges between 6% and 11% [43–45]. The porosity of intact
samples was determined with a mean value of 9.6 (±0.1)%. The mean permeability was determined
as 4.96 × 10−17 (±1.01 × 10−18) m2. Optically, the Flechtinger sandstone seemed to show a high
heterogeneity and anisotropy.

The Remlinger sandstone was selected in a quarry at the Thüngersheimer Anticline in Würzburg
(Bavaria, Germany). The Remlinger sandstone can be assigned to the Triassic (Upper Buntsandstein)
and, in contrast to the Flechtinger, has a much stronger red color. There are hardly any investigations
using the Remlinger sandstone. The porosity of intact samples was determined with a mean value of
12.90 (±0.28)%, and the permeability was determined with a mean value of 5.50× 10−17 (±8.24× 10−18)m2

by [30]. Therefore, the Remlinger samples had intrinsically a higher porosity than the Flechtinger
samples, but both sandstone types had a similar permeability. Visually, the Remlinger sandstone
seemed much finer grained and more homogeneous and isotropic than the Flechtinger sandstone.

Samples were drilled from different blocks from the respective quarries with a length of 150 mm
(y-/flow-direction) and a diameter of 100 mm (x-direction). Drilling was performed perpendicular to
the stratification. The samples were labeled with three characters to determine their origin (either
“Fle” or “Rem”): the number of the block they were drilled from, the diameter and the number of
core drilled from the block. As an example: the samples “Rem_4_100_S2” and “Rem_4_100_S3” are
both Remlinger sandstones from the same block “4” with 100 mm diameter. The drilled samples were
fractured through a Brazilian test over the length of the sample, and the drill core halves were marked
with a red and black sign to distinguish them. The reassembled core halves were covered with a
shrinking tube (PTFE 400–101, 6/25, 4 mm (4”)–nature, wall thickness before shrinkage approx. 0.1 mm)
and saturated using a desiccator connected to a vacuum pump prior to the flow-through experiments.
Prior to the Darcy and tracer tests, the samples were fixed in a clamping device with sealing rings at
the top and bottom (P 583/NBR 70, 90 mm diameter, 4 mm cord thickness) and manufactured Teflon
devices with tube connections. The conical shape at the inside of the Teflon devices avoided dead
water volume or turbulences. Through the clamping device, all parts were pressed together to seal
the system.

2.2. Experimental Setup and Procedure

All Darcy and tracer experiments were performed under the same boundary conditions to conduct
reproducible experiments in a laboratory setup (Figure 1). A pressure difference dh of 0.7 m between
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inflow at the bottom and outflow at the top of the sample was applied over the sample length dx of
0.15 m. This resulted in a hydraulic gradient i(x) of 4.67. The pressure difference was obtained using
an overflow tank and constant recharge. Darcy tests were performed to ensure a constant fluid flux
and to determine the flow rate by weighing the volume of water that flowed through the fracture
with a laboratory scale (accuracy 0.1 g) in relation to time. The measuring interval was set to 1 min,
and the measurement duration was 30 min for the Darcy tests once constant fluid flux was achieved.
Tracer experiments were used to determine transport parameters (velocity, dispersivity, dispersion
coefficient). The tracer injection was a pulse with a duration of one second with a volume of 1 mL of a
2 molar NaCl solution. The electrical conductivity (EC) was measured at the outflow with a WTW Multi
3510 (Xylem Analytics Germany Sales GmbH & Co. KG, WTW Weilheim, Germany) conductivity logger
and an associated Tetracon 925c conductivity sensor (measuring accuracy for electric conductivity
0.5% of the measured value and 0.1 ◦C for temperature) with an interval of 1 s. To convert the
measured electric conductivity of the breakthrough curve into the tracer concentration, a calibration
curve was obtained by preparing NaCl solutions of different concentrations (0.001 to 0.02 mol/L).
These were then used to measure the resulting electrical conductivity. We achieved a linear regression
(c (g/L) = 5.0523 × 10−4

× EC with R2 = 0.9997) for the conversion from conductivity into concentration.
The apparatus used for the flow-through experiments is described in more detail in [30].
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2.3. Determination of Hydraulic Parameters

The effective fracture opening width aeff (m) of the samples was determined by a conversion of
the cubic law [47,48].

ae f f = 3

√
12 µQ

ρg dh
LL

LW
= 3

√√
6 µ2Re

ρ2g dh
LL

(1)

with flow rate Q (m3/s), the dynamic viscosity µ (kg/ms), the density ρ (kg/m3), fracture width LW (m),
gravitational acceleration g (m/s2), hydraulic pressure difference dh (m), aperture length in flow
direction LL (m) and the dimensionless Reynolds number Re (–). The Reynolds number was determined
following [48].

Re =
2 Q
νkinLW

=
2 Q ρ

µ LW
, (2)
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where νkin (m2/s) is the kinematic viscosity. The fracture permeability K (m2) was determined
following [49] based on Darcy’s Law [50–52].

K =
a2

e f f

12
(3)

2.4. Determination of Transport Parameters

The one-dimensional ADE describes the evolution of the tracer concentration c (kg/m3) over time
t (s) in flow direction for a steady transport velocity v (m/s) and dispersion coefficient DL(m2/s) without
retardation effects.

∂c
∂t

= −v
∂c
∂y

+ DL
∂2c
∂y2 . (4)

There is an analytical solution to this equation for a pulse injection of length t0 (s) and pulse
concentration c0 and the initial condition c(y,t = 0) = 0.

c(y, t) = c0A(y, t) − c0A(y, t− t0) (5)

with

A(y, t) =
(

1
2

er f c
[

y− vt

2
√

DLt

]
+

1
2

exp
(v y

DL

)
er f c

[
y + vt

2
√

DLt

])
(6)

Using a least square fit routine, the analytical solution can be fitted to experimentally-obtained
BTCs to determine the parameters v and DL.

The CTRW is a Laplace transformation of Equation (4) using a memory function M [53].
Using the Laplace variable u (1/s) and applying similar boundary and initial conditions as above,
Equation (4) can be expressed in the Laplace space as

uc(y, u) = −M(u)
[
v
∂
∂y

c(y, u) −DL
∂2

∂y2 c(y, u)
]
, (7)

with velocity v and dispersivity D in the Laplace space. For a comparison of parameters between ADE
and CTRW, v and D need to be transformed into the time domain. The memory function is given by

M(u) = tcharu
ϕ(u)

1−ϕ(u)
, (8)

with a characteristic time tchar and function ϕ, which can have different shapes to represent microscopic
heterogeneity. The truncated power law (TPL) is a common choice for fracture flow (e.g., [54,55]) but
introduces three additional parameters that need to be defined during the fitting process: transition
time t1 marking the beginning of the power law behavior; t2, the cut-off time; and the parameter β.
The latter was successfully interpreted in terms of surface roughness and as an indication of non-Fickian
transport behavior (e.g., [30,36]). Especially, a complex flow field and a heterogeneous dispersion can
be represented with the TPL. The TPL is given as

ϕ(u) = (1 + τ2ut1)
β exp(t1u)Γ

(
−β, τ−1

2 + t1u
)
/Γ

(
−β, τ−1

2

)
(9)

With the CTRW Toolbox (version 4.0) provided by [55], a solution of Equation (7) can be numerically
obtained in the Laplace space and transformed into the time domain for comparison and interpretation
of parameters.

For both procedures, ADE and CTRW, starting values of the least-square fitting procedure using
the MATLAB (Mathworks Inc.) curve fitting toolbox were obtained through trial and error to obtain a
visually good fit. The minimization process was conducted until a step size tolerance of less than 10−9

was achieved. The fitting error was expressed by the squared residual norm.
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2.5. Characterization of Fracture Roughness

The surfaces of the cores were scanned prior to their reassembling with the 3D laser scanner
(NextEngine ScanStudio PRO). A resolution of 17,000 points per square inch was used. The scanned
surfaces were filtered for obvious outliers, rotated and aligned to the horizontal and subsequently
interpolated to a regular grid. The relative height was calculated to an interpolated reference plane
(Figure 2). A closed surface was obtained from the point cloud using the Delauney triangulation.
For quantitative analysis, the surface angularity and the Z2s coefficient of the surface were calculated.
The Z2s coefficient for a rectangular surface with Nx points in x-direction and Ny points in y-direction
with relative height dz is defined as

Z2s =

√√√√√
1

(Nx − 1)
(
Ny − 1

)
dxdy

Nx−1∑
i=1

Ny−1∑
j=1

(
dzi+1, j − dzi, j

)2
+

(
dzi, j+1 − dzi, j

)2
. (10)
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Figure 2. Exemplary fractured samples of Flechtinger (a) and Remlinger sandstone (d), one fracture
surface scan of the same Flechtinger (b) and Remlinger (e) sample, and the calculated relative height
values based on the surface scan (c,f).

For the triangulated surface, the surface angularity θs is defined as the mean angle between all
normal vectors of the triangles of the closed surface and the normal vector of the horizontal.

3. Results

3.1. Determination of Hydraulic Parameters

Fracture opening width and permeability were determined for each tracer test after reaching
a constant flow rate (Table 1). Three tracer experiments were carried out for each core in order to
test its reproducibility and to allow statistical evaluation of the results. For both sandstone types,
the fracture permeability was several magnitudes larger than the permeability of the intact samples.
Therefore, fracture flow was dominant and matrix flow could be neglected for the duration of the
experiments. The calculation of the Reynolds numbers (Equation (2)) resulted in values between 12
and 25 for the experiments with the Flechtinger samples and between 2 and 10 for the Remlinger cores.
Based on the extensive discussion about the upper limit of the Reynolds number in the literature for
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the transition from laminar to turbulent flow regimes, we assumed for our experiments laminar flow
conditions in the fracture following the limits defined by [56].

Table 1. Results of the calculations for aperture width and permeability of the core fractures, including
standard deviation.

Material Name aeff (µm) K (m2)

Flechtinger
Sandstone

Fle_8_100_S1 143.94 ± 0.62 1.73 × 10−9
± 1.49 × 10−11

Fle_8_100_S2 122.62 ± 0.85 1.25 × 10−9
± 1.74 × 10−11

Fle_9_100_S1 139.84 ± 0.40 1.63 × 10−9
± 9.32 × 10−12

Fle_9_100_S2 124.59 ± 2.61 1.29 × 10−9
± 2.71 × 10−11

Fle_10_100_S1 121.11 ± 0.95 1.22 × 10−9
± 1.92 × 10−11

Remlinger
Sandstone

Rem_1_100_S1 102.66 ± 1.61 8.79 × 10−10
± 2.75 × 10−11

Rem_1_100_S2 93.66 ± 1.25 7.31 × 10−10
± 1.95 × 10−11

Rem_1_100_S3 101.94 ± 4.15 8.67 × 10−10
± 7.01 × 10−11

Rem_2_100_S1 83.06 ± 0.92 5.75 × 10−10
± 1.27 × 10−11

Rem_2_100_S3 72.70 ± 2.57 4.41 × 10−10
± 3.14 × 10−11

The Flechtinger samples had a substantially larger effective aperture width of around 130 µm,
corresponding to a permeability of approximately 1.30 × 10−9 m2. The Remlinger samples had
effective aperture widths of around 90 µm, corresponding to a permeability of around 7.00 × 10−10 m2.
Both permeability values were absolutely reasonable for fresh rock fractures. The standard deviations
of the Remlinger samples were significantly larger than for the Flechtinger samples, and, relatively,
the spread of effective aperture widths across the Remlinger samples was larger than for the
Flechtinger samples.

3.2. Determination of Transport Parameters Using CTRW

The CTRW fit was calculated for the 30 experiments conducted to determine the transport velocity,
dispersion coefficient and dispersivity α (m). Transport velocity and dispersion coefficient are closely
related to the effective fracture aperture width. The dispersivity is the ratio of dispersion coefficient and
velocity and can therefore be considered independent from the hydraulic behavior. However, fitting
parameters of the CTRW are v and DL. The α was calculated afterwards based on those results (Table 2).
For each sample three repetitive experiments were conducted and analyzed separately. From the three
repetitive experiments, mean and standard deviation were calculated for the obtained parameters from
the CTRW fit.

Table 2. Mean values and standard deviation of transport parameters determined by the continuous
time random walk (CTRW) fit.

Name v (m/s) DL (m2/s) α (m) Err (–)

Fle_8_100_S1 9.09 × 10−4
± 1.70 × 10−5 1.72 × 10−5

± 3.11 × 10−6 1.90 × 10−2
± 3.73 × 10−3 0.57

Fle_8_100_S2 1.35 × 10−4
± 5.00 × 10−5 8.76 × 10−6

± 3.33 × 10−6 6.49 × 10−2
± 1.24 × 10−3 0.62

Fle_9_100_S1 5.95 × 10−4
± 2.16 × 10−5 1.75 × 10−5

± 1.78 × 10−6 2.96 × 10−2
± 4.11 × 10−3 0.32

Fle_9_100_S2 1.13 × 10−3
± 2.53 × 10−4 1.53 × 10−5

± 5.08 × 10−7 1.44 × 10−2
± 2.86 × 10−3 0.94

Fle_10_100_S1 1.08 × 10−3
± 7.01 × 10−4 2.44 × 10−5

± 1.55 × 10−5 2.29 × 10−2
± 2.26 × 10−3 0.28

Rem_1_100_S1 3.08 × 10−4
± 3.16 × 10−5 1.13 × 10−5

± 1.42 × 10−6 3.72 × 10−2
± 7.12 × 10−3 0.22

Rem_1_100_S2 7.53 × 10−5
± 7.82 × 10−7 3.94 × 10−6

± 3.08 × 10−7 5.22 × 10−2
± 4.27 × 10−3 0.30

Rem_1_100_S3 6.42 × 10−5
± 1.20 × 10−5 1.51 × 10−6

± 3.06 × 10−7 2.35 × 10−2
± 2.70 × 10−3 0.29

Rem_2_100_S1 1.14 × 10−4
± 1.06 × 10−5 3.58 × 10−6

± 3.71 × 10−7 3.16 × 10−2
± 2.09 × 10−3 0.15

Rem_2_100_S3 6.10 × 10−6
± 8.73 × 10−7 4.17 × 10−7

± 7.12 × 10−8 6.81 × 10−2
± 4.35 × 10−3 0.04

Reasonable CTRW fits were achieved for all curves. Slightly better fits were achieved for the
Remlinger experiments than for the Flechtinger. In correspondence with the hydraulic parameters
(Table 1), the transport velocities and dispersion coefficients of the Flechtinger samples were larger
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than for the Remlinger samples. Tests on both rock types resulted in similar values for the dispersivity.
While the standard deviation was roughly around 15% of the mean value, several samples had
significantly larger standard deviations of up to 50% or more. An example of the separate tests for
both rock types is given in Table 3.

Table 3. Transport parameters determined by the CTRW fit for two samples.

Name Test v (m/s) DL (m2/s) α (m) β Err (–)

Fle_9_100_S1
1 5.65 × 10−4 2.02 × 10−5 3.58 × 10−2 2.56 0.44
2 6.27 × 10−4 1.67 × 10−5 2.67 × 10−2 2.42 0.37
3 5.93 × 10−4 1.57 × 10−5 2.64 × 10−2 2.44 0.17

Rem_1_100_S1
1 2.80 × 10−4 1.34 × 10−5 4.79 × 10−2 2.76 0.20
2 3.56 × 10−4 1.04 × 10−5 2.92 × 10−2 2.36 0.24
3 2.90 × 10−4 1.00 × 10−5 3.45 × 10−2 2.48 0.21

There was not just a varying degree in the parameters determined by the numerical analysis
method, which is subject to modeling error and fitting accuracy, but also a variety in the experimentally
obtained BTCs (Figure 3). While the quantitative difference between the rock types seen for the mean
values was also visible on the separate tests, the BTCs also showed qualitative differences. In addition
to the transport parameters, the TPL parameter β is also shown in Table 3. The obtained values were
very similar across tests and rock samples.
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Figure 3. Experimentally obtained breakthrough curves (BTCs) for (a) Remlinger Rem_1_100_S1 and
(b) Flechtinger Fle_9_100_S1. Colors indicate the separate repeated measurements.

The Remlinger sample showed more high frequency oscillations overlaying the general BTC
behavior. Due to the lower transport velocity, the tracer curve had a longer duration of approximately
1800 s to decline to the background concentration. In the shown Flechtinger sample, the background
concentration could be observed after approximately 1300 s. Visually, the BTCs of the Flechtinger
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sample were more difficult to distinguish than the Remlinger BTCs, indicating that the variation
between the repeated measurements was smaller. The repeated measurements of the Remlinger
sample could be more easily distinguished visually due to the high-frequency oscillations and due to
differences in peak concentrations. The BTCs of the Flechtinger tests showed almost no variation in
peak concentration and very little variations in the tailing (Figure 4). The onset of the BTC was not
quantitatively evaluated but was in agreement with the calculated velocities. The beginning of the
BTCs was visibly earlier in the Flechtinger samples than in the Remlinger samples.
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Rem_1_100_S1 and (b) Flechtinger Fle_9_100_S1 with the absolute mean difference ∆.

It is obvious from the BTCs that the Remlinger samples had significant more divergence between
the repeated measurements in comparison to the Flechtinger samples (Figure 3). If a common mean
BTC for the three repeated measurements of a sample was calculated and then the difference of each
BTC to this common mean was calculated, the difference between Flechtinger and Remlinger became
even more obvious (Figure 4). The divergence between Remlinger samples was almost three times
larger in amplitude than for the Flechtinger samples and remained for significantly longer times in
the Remlinger samples. The strongest variations in concentrations were observed at the peak of the
BTCs. Quantitatively, the deviations between repeated tests of the Remlinger samples were up to
twice as large as those between repeated tests of the Flechtinger samples. However, due to the smaller
hydraulic aperture, these obvious differences between repeated measurements were not as obvious in
the standard deviations of the calculated parameters or in the relative error, as was expected from the
visual differences of the BTCs.
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3.3. Determination of Transport Parameters Using ADE

The same experiments that were studied using the CTRW fit were also used to fit the analytical
solution of the ADE. Similar to the CTRW, transport velocity and dispersion coefficient were the
fitting parameters, and the dispersivity was calculated subsequently (Table 4). Again, for most
experiments, reasonable fits were achieved, as expressed by a squared residual norm smaller than 1.
However, there were a few samples, such as Rem_2_100_S1 and Rem_1_100_S2, for which the residual
was comparably high. The obtained values for the transport velocities and dispersion coefficients were
larger for Flechtinger than for Remlinger samples. In the dispersivity, no clear separation between both
sandstones could be observed. In general, transport velocities and dispersion coefficients determined
using the ADE are higher than those using the CTRW. In addition, the dispersivity values were higher
in the ADE fit, indicating that velocity and dispersion coefficient did not increase equally in the ADE
compared to the CTRW.

Table 4. Mean values and standard deviations of transport parameters determined by the
advection–dispersion equation (ADE) fit.

Name v (m/s) DL (m2/s) α (m) Err (–)

Fle_8_100_S1 1.16 × 10−3
± 5.85 × 10−5 4.31 × 10−5

± 4.47 × 10−6 3.77 × 10−2
± 5.82 × 10−3 0.19

Fle_8_100_S2 4.74 × 10−4
± 1.85 × 10−5 2.86 × 10−5

± 9.65 × 10−7 6.04 × 10−2
± 4.52 × 10−3 0.99

Fle_9_100_S1 7.86 × 10−4
± 1.97 × 10−5 3.50 × 10−5

± 3.85 × 10−6 4.55 × 10−2
± 4.30 × 10−3 0.19

Fle_9_100_S2 1.29 × 10−3
± 1.47 × 10−4 4.95 × 10−5

± 4.02 × 10−6 3.87 × 10−2
± 2.71 × 10−3 0.47

Fle_10_100_S1 4.82 × 10−4
± 1.97 × 10−5 2.45 × 10−5

± 3.16 × 10−6 5.11 × 10−2
± 7.67 × 10−3 0.11

Rem_1_100_S1 3.99 × 10−4
± 2.27 × 10−5 1.99 × 10−5

± 1.61 × 10−6 4.97 × 10−2
± 2.22 × 10−3 0.62

Rem_1_100_S2 2.70 × 10−4
± 4.19 × 10−5 1.55 × 10−5

± 1.46 × 10−6 5.85 × 10−2
± 5.98 × 10−3 1.31

Rem_1_100_S3 3.25 × 10−4
± 5.03 × 10−5 8.39 × 10−6

± 2.14 × 10−6 2.54 × 10−2
± 3.79 × 10−3 0.69

Rem_2_100_S1 2.49 × 10−4
± 3.09 × 10−5 1.26 × 10−5

± 8.69 × 10−7 5.15 × 10−2
± 5.53 × 10−3 7.17

Rem_2_100_S3 5.89 × 10−5
± 1.11 × 10−5 3.53 × 10−6

± 2.88 × 10−7 6.13 × 10−2
± 5.91 × 10−3 1.14

The parameters determined using the ADE fit for same two exemplary samples from Table 3 are
shown in Table 5. All three tests resulted in quite similar values for the fitting parameters for each
sample, but the difference between the different samples was obvious. Only dispersivity was again
quite comparable for both samples with slightly higher values for the Remlinger sample. Quite clearly,
the ADE fit was a better match for the Flechtinger than for the Remlinger sample.

Table 5. Transport parameters determined by the ADE fit for the two samples.

Name Test v (m/s) DL (m2/s) α (m) Err (–)

Fle_9_100_S1
1 7.85 × 10−4 4.07 × 10−5 5.19 × 10−2 0.26
2 7.82 × 10−4 3.18 × 10−5 4.07 × 10−2 0.25
3 7.39 × 10−4 3.23 × 10−5 4.37 × 10−2 0.06

Rem_1_100_S1
1 4.20 × 10−4 2.23 × 10−5 5.31 × 10−2 0.87
2 4.12 × 10−4 1.97 × 10−5 4.79 × 10−2 0.46
3 3.65 × 10−4 1.76 × 10−5 4.83 × 10−2 0.52

Both fits, CTRW and ADE, were visually in quite good agreement with the experimental data,
as also expressed by the squared residual norm (Figure 5). However, in detail it could be seen that the
ADE fit was a better match for the Flechtinger than for the Remlinger sample. The ADE fit was unable
to match the tailing of the BTC in the Remlinger sample. Peak concentration, onset and shape of the
BTC, as well as the duration of the tracer tests, were reproduced by both fitting methods. BTCs with
multiple peaks could only be approximated correctly by the CTRW, causing larger residuals in the
ADE (e.g., Rem_2_100_S3).
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Figure 5. Experimentally obtained BTCs and forward modeling of parameters obtained from the CTRW
and ADE fits for (a) Remlinger Rem_1_100_S1 and (b) Flechtinger Fle_9_100_S1.

Naturally, both fitting methods smoothed the experimental data. The observed and previously
described high frequency oscillations interfering with the general trend, especially in the Remlinger
sample, could not be reproduced by any of the fitting methods. These oscillations were especially
high around the peak concentration, so that the fitting was blurred there and a median fit describing
the experimentally data best with all the variations was calculated based on the used non-linear least
square fit.

3.4. Comparison of Fracture Surface Morphology

The two calculated surface roughness measures revealed very similar behaviors between the samples
(Figure 6). Most significantly, the Flechtinger samples had a higher Z2s value as well as a higher surface
angularity. Both quantities followed a similar trend across most samples. For example, the sample
Fle_10_100_S1 had the highest Z2s value as well as the highest surface angularity. However, small
differences between both quantities were detectable. The sample Fle_9_100_S2 had, relative to the
sample Fle_9_100_S1, a higher Z2s value but almost the same surface angularity. Compared to the
variation across the Flechtinger samples, this difference was small. The absolute difference between
Flechtinger and Remlinger samples was around 5◦ for the surface angularity and around 0.1 for Z2s value.
Considering that typical surface angularities can be up to 40 degrees or more and that Z2s values can
be larger than 0.5 for many rock types, both sandstones were intermediately rough. The difference in
roughness between both rock types was distinct but not overwhelmingly large, as all samples were
sandstone. The quantitative comparison of the surface roughness agreed well with the purely visual
and qualitative inspection of the samples identifying the Flechtinger as the more heterogeneous sample
with larger grain sizes compared to the Remlinger sandstone.
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4. Discussion

4.1. Dependence of Rock Type and Spatial Heterogeneity

Two samples were drilled from each of two blocks of Flechtinger sandstone and one additional
sample from another block. The determined transport properties of the fractures do not show
any specific similarity, most probably due to the separate fracture generation in each drill core.
The fracture properties are independent from the original location in the quarry, and fracture
heterogeneity is significant even within small blocks of around 0.1 m3. For the Remlinger sandstone,
two and three drill cores were obtained from each of two different blocks. Similar to the Flechtinger
samples, there is no specific similarity in the transport parameters within the samples from one
block. However, the influence of effective aperture width is significant and related to the rock type
and even the respective block. This is more pronounced in the Remlinger samples, where Rem_2 has
significant smaller effective aperture widths than the block Rem_1. With respect to surface roughness,
a clear trend between blocks is not observable but is between rock types. The Flechtinger samples have
a clearly rougher surface than the Remlinger samples, correlating with higher effective aperture widths.
The difference in effective aperture width causes differences in velocity and dispersion coefficient,
but the dispersivity does not show any difference between rock types, as the value ranges of both
rock types overlap largely. Therefore, no relationship between dispersivity and surface roughness
was found.

4.2. Reproducibility of Tracer Tests in a Single Rough Fracture

There are tracer tests that are not well-described by one or both of the applied fitting curves.
However, in the 30 experiments presented here, this is only the case for very few tracer tests (e.g., test
2 of Fle_9_100_S2). In general, the curves can be well described by both analytical models, and the
residual norm is small. The standard deviation of the transport parameters does not correlate with
the fitting quality. The mentioned Fle_9_100_S2 has a high residual norm in the CTRW fit, but the
standard deviation of the determined parameters is smaller than for Fle_10_100_S1, which has much
smaller residual values. Therefore, the observed variation in transport parameters is not primarily due
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to numerical inaccuracy but is based on the obtained experimental BTCs. The experimental procedure
is straightforward, automated and has very few possible error sources. The required flow volume to
transport all the tracer is equal for all tests and is around 1 L, independent of the rock type. While the
duration of the BTC strongly depends on aeff, the volume can be used as a measure of quality for the
tests. The variation of BTCs for the repeated measurements are much larger than the experimental
accuracy of the used equipment. Therefore, we conclude that the observed variation in the repeated
measurements and the derived transport parameters is intrinsic for the dispersive transport process
along fractures with complex surface morphology. This imposes a limit on the reproducibility of tracer
test experiments in single fractures.

The Remlinger samples have a smaller effective aperture width and a slightly smoother surface
compared to the Flechtinger samples. Due to the smaller aperture width, the absolute values
of velocity and dispersion coefficient are smaller for Remlinger than for Flechtinger samples.
Furthermore, the BTCs of the Remlinger exhibit high frequency oscillations on top of the general
trend of the BTCs. Those high frequency oscillations have previously been connected with flow and
transport channeling along rough fractures [2,30,54]. However, it is also known that the effect of
roughness decreases with growing aperture width [54,57]. The Flechtinger samples with a larger
aeff do not show these high frequency oscillations. Furthermore, the dispersivity does not show any
dependence on the rock types. In addition, molecular diffusion damps the effects of roughness on the
tracer transport but for a study of this effect, variations in viscosity and temperature would be required.
Consequently, the effective hydraulic aperture of the Flechtinger samples is sufficiently large, so that
the effects of the surface roughness can be neglected. Laboratory tracer tests are more reproducible in
fractures with smoother surfaces or sufficiently large effective aperture widths, so that the influence of
surface roughness on the transport process can be neglected.

4.3. Comparison of Parameters Determined by CTRW and ADE

It is well known that the ADE is unable to match multi-peak BTCs and long tailings [3,32].
On the other hand, the CTRW is well-known to reproduce those non-Fickian transport characteristics.
This is observable in the experiments presented in this work (Figure 4). The β value has previously
been correlated with surface roughness measures, such as the Hurst exponent [29]. In this work,
β values between 2 and 9 were observed. A β value larger than 2 was used as a reference value
of dominating non-Fickian transport behavior [17,53]. However, the difference in the parameters
determined by ADE and CTRW is distinct but small compared to the overall range. The differences
of the mean values for each sample using CTRW and ADE given in Tables 2 and 4 are larger than
the standard deviations of the repeated measurements. As an example, the velocity of Fle_8_100_S1
using the CTRW fit is 9.09 × 10−4

± 1.70 × 10−5 m/s and 1.16 × 10−3
± 5.85 × 10−5 m/s using the ADE

fit. The difference between CTRW and ADE fit is 2.51 × 10−4 m/s and substantially larger than the
standard deviations between the three tests for both fitting methods. Similar results are obtained for
the dispersion coefficient and the dispersivity. The ADE systematically results in larger flow velocities
and dispersion coefficients compared to the CTRW. The overall range of parameters determined by
ADE and CTRW is very similar (Table 6). The mean values of the transport parameters across all tests
of each rock type agree within the respective standard deviation for CTRW and ADE fits.

Table 6. Mean values for each rock type determined by the CTRW and ADE fit.

Name Fit v (m/s) DL (m2/s) α (m)

Flechtinger CTRW 7.70 × 10−4
± 3.68 × 10−4 1.66 × 10−5

± 5.00 × 10−6 3.02 × 10−2
± 1.81 × 10−2

ADE 8.38 × 10−4
± 3.38 × 10−4 3.61 × 10−5

± 9.17 × 10−6 4.67 × 10−2
± 8.41 × 10−3

Remlinger CTRW 1.14 × 10−4
± 1.03 × 10−4 4.15 × 10−6

± 3.81 × 10−6 4.25 × 10−2
± 1.59 × 10−2

ADE 2.60 × 10−4
± 1.13 × 10−4 1.20 × 10−5

± 5.65 × 10−6 4.93 × 10−2
± 1.27 × 10−2
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The ADE has smaller residual values for the Flechtinger samples than for the Remlinger samples.
As discussed above, the BTCs of the Flechtinger samples are smoother and less influenced by the
surface roughness. It also is the faster process with higher flow velocities due to the larger effective
aperture width, resulting in shorter tailings of the BTCs. The ADE is therefore a more suitable fit to
the Flechtinger than to the Remlinger samples, However, it is noteworthy that the β value is always
larger than 2, and there is no systematic difference in the β value between Remlinger and Flechtinger
samples. Recent studies also suggested larger limits than 2 for β for the dominance of non-Fickian
transport behavior [30]. Furthermore, the standard deviations of the transport parameters do not
follow a systematic trend between the two fitting methods. This again indicates that the observed
variability of the transport parameters is due to the experimentally obtained data and not based on
the numerical method used. Numerically, the parameters are well reproducible through both fitting
methods for all conducted tests with the known limitations of each method.

4.4. Natural Variability and Parameter Uncertainty in Fracture Flow Modeling

Even within a small sample volume, heterogeneity can be observed so that close sampling locations
can be sufficient to reveal the full range of natural variability in fracture properties. This might
be different in greater reservoirs and more complex geological settings. The observed limits on
experimental reproducibility of tracer tests with parameters exhibiting standard deviations of up to 50%
of the mean values pose a challenge to numerical simulations of narrow fractures with small effective
hydraulic apertures and substantial surface roughness, as such variability is difficult to represent in a
deterministic numerical model. Therefore, parameter variations are especially crucial to study the
influence of the natural variability of transport properties. In this work, grain size, effective hydraulic
aperture and dispersivity were identified as the most important parameters to describe flow transport
in single fractures.

Dispersivity is independent of flow velocity and surface roughness. For quantitative analysis,
dispersivity can be used to calculate the dispersion for numerically determined flow velocities based
on an applied pressure gradient and an effective hydraulic aperture width. The grain size is related to
fracture surface roughness, and surface roughness is related to effective hydraulic aperture. Grain size
estimations are usually easy to obtain for rock types, and effective hydraulic aperture widths can
also be determined through field tests. Based on those two quantities, the influence of fracture
surface morphology on the transport processes can be estimated. The stronger the influence of surface
roughness, the larger the range of possible dispersivities. For the sandstones tested in this work,
both being typical geothermal reservoir rocks in Germany, the fine grained samples with an aperture
of approximately 90 µm experienced a significant influence of roughness on the transport behavior,
while the rougher samples with apertures of approximately 120 µm did not experience such a strong
influence of roughness on the transport behavior. Therefore, our experiments enable a pre-analysis
of the importance of surface roughness for transport processes in single fractures and the related
uncertainty on dispersivity.

In this work, only single fractures were studied, but for realistic reservoir calculations,
fracture networks need to be studied. The results of this work can be transferred to the reservoir scale
in principle, but through the interaction of fractures of different types, e.g., different fracture apertures,
the found results might be distorted. The observed variability in transport parameters in the tested
samples in this work provide a first estimation of the possible bandwidth to be expected in fractured
reservoirs. Discrete fracture models can be used to specifically study the effect of fracture network
topology on large scale contaminant transport processes using the findings of this work to describe the
transport in each individual fracture.
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5. Conclusions

Five drill cores were obtained from two different type of sandstones, fractured by the Brazilian
test and subsequently investigated by tracer tests. The hydraulic and transport parameters were
determined using ADE and CTRW fitting methods. From the results we can conclude the following:

(1) When the influence of surface roughness on the flow and transport behavior is significant,
there are variations in the transport behavior between repeated measurements, which are beyond
experimental control. This limits the experimental reproducibility of tracer tests.

(2) Roughness dominated tracer transport is signaled by high frequency oscillations overlaying
the BTCs. In principle, a rougher surface exhibits more of those oscillations, but usually a
rougher surface also causes higher effective hydraulic apertures, canceling the effect of the
increased roughness.

(3) The effective aperture width correlates with fracture surface roughness and grain size. A smoother
surface is observed at samples with smaller grain size, causing a smaller effective aperture width.
The transport behavior is largely dominated by the effective aperture width, but dispersivity has
no observable dependence on rock type or fracture surface roughness.

(4) For numerical fracture models, fracture aperture width and dispersivity were identified as the
most crucial parameters from which velocity and dispersion can be estimated. The smaller
the effective aperture width is, the more dominant is the influence of surface roughness on the
transport behavior.

(5) The mean values of the transport parameters for the all Flechtinger and Remlinger sandstones are
summarized in Table 6. Relatively, the variance of the transport parameters across the Flechtinger
samples is around 30% to 50% of the mean values and is in general higher, up to 100%, for the
Remlinger samples. However, the relative error of repeated measurements of the Remlinger
samples is only around 10%, while it is around 10–30% for the Flechtinger samples (Table 2).
The variability of the repeated measurements is therefore significantly smaller than the overall
spread in parameters across the separate samples.

In our experiments, we tested only the transport behavior of single fractures in sandstones, but in
principle there is no limit to the transfer of the results to other rock types. Substantial differences
between natural fractures and artificially generated fractures have been observed but do not affect
the general findings of this work. For the comparison of the different rock fractures, all tests have
been conducted with a constant hydraulic gradient. However, this makes it impossible to study the
influence of the hydraulic gradient on the transport behavior.
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