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Abstract: This study presents a machine learning model for predicting lumbar spine moments
using data from low-cost sensors, with the ultimate aim of developing a control strategy for waist-
active exoskeleton devices. The limitation of sparse features in low-cost insoles was addressed by
leveraging a source model constructed based on data acquired from the high-precision Pedar-X device,
employing a transfer learning technique. The model’s performance saw significant improvement
through a training approach that incorporated high-precision commercial insole data and fine-tuning
with low-cost insole data. In comparison to the conventional model, this method resulted in a
noteworthy 7% enhancement in performance, achieving an rRMSE of approximately 12% and a
correlation coefficient of 0.9 in lumbar joint moment prediction. If the model can demonstrate real-
time efficacy and effectiveness across various operations in future applications, it holds substantial
potential for deployment as an active exoskeleton device for the waist.

Keywords: human motion analysis; lifting task; machine learning; L5/S1 joint torque; work-related
musculoskeletal disorders; low-cost insole system; exoskeleton

1. Introduction

Low back pain (LBP) is a highly prevalent symptom that approximately 84% of adults
are expected to experience at least once in their lifetime [1]. Lumbar pain, or lower back pain,
occurs because of repetitive mechanical stress on the vertebral bones, which leads to the
accumulation of tissue damage in structures such as bones, muscles, and ligaments [2]. It
accounts for 62% of work-related musculoskeletal disorders associated with lifting tasks [3]
and lifting motions have been identified as a significant risk factor for low back pain [4]. To
mitigate the high mechanical load experienced by the waist during lifting tasks, researchers
have developed wearable exoskeleton devices [5]. These wearable exoskeleton devices
aim to prevent injury by reducing the load on the wearer while preserving the degree
of freedom of movement needed for whatever task(s) the wearer intends to perform [6].
Exoskeleton devices can be categorized into passive types, which utilize springs or similar
mechanisms to aid force or torque, and active types, which directly employ actuators like
electric motors [7]. Both devices have shown the potential to reduce low back muscle
activity by up to 40% during lifting tasks [8]. Active systems also have the advantage of
being adaptable to various lifting operations [6].

An active exoskeleton device must efficiently control the actuator based on the user’s
intentions during operation, thus requiring the collection of wearer intentions to establish
appropriate control strategies [8]. An appropriate control strategy specifically means one
that correctly grasps the intention of the user and thereby provides the appropriate signal
to the actuator; accurately grasping the intention of the user and simulating behavior
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patterns in a similar manner remains a challenge [9]. Considering that the lumbar load
is highly related to the moment [10], gathering real-time measured data of the lumbar
moment can help establish an optimal control strategy for an exoskeleton device [11]. In a
specific example, it has been shown that rehabilitation performance and convenience can be
improved when the lumbar moment generated in the waist bending and twisting operation
during the lifting operation is simulated and used as a control parameter for the exoskeleton
device [12]. Therefore, the lumbar moment is considered an important parameter in the
control of an exoskeleton device for back assistance during lifting operations.

During lifting, the lumbar joint moment is calculated by an inverse dynamics tech-
nique using a three-dimensional motion analysis system [13]. The inverse dynamics
method is a method of calculating the net force and moment of each joint by applying
the three-dimensional trajectory of an optical marker attached to the human body, ground
reaction force data, and anthropometric information as input information to the Newton–
Euler equation [14]. However, three-dimensional motion analysis systems that include
a six-axis ground reaction force system are limited by their high price and the fact that
analysis is only possible under specific conditions, such as in a laboratory space [15]. In
a recent study, Faber et al. (2020) attempted to calculate the lumbar moment using force
shoes with 17 inertial sensors and a six-degree force sensor attached [16]. However, the
complexity of that system was substantially increased due to the attachment of so many
sensors, and its field applicability was limited by the unnaturalness and convenience of
operation [17]. Therefore, it would be valuable to extract the lumbar moment by utilizing a
low-cost insole system that does not have the spatial constraints and that is easy to apply
in the field.

It is considered impractical to construct sufficient input features for an inverse dynamic
method solely using pressure sensor signals extracted from an insole system. In cases
where dimensional inputs are insufficient, machine learning models can serve as a viable
solution [18]. Even in problems that involve intricate and nonlinear relationships between
the input and output, researchers have successfully employed machine learning techniques
to estimate biomechanical parameters. For example, Aghazadeh et al. (2020) took a novel
approach by estimating the lumbar region’s moment along three axes through machine
learning while incorporating input variables such as hand position and object weight.
Although this method demonstrated the potential to estimate joint moments, it came with
the caveat that the model required the inputs of hand position and object weight [19].
Another study developed a long short-term memory (LSTM) model to forecast lumbar
region moments during symmetric lifting operations while employing the costly Pedar-X
insole system [20]. Despite the inherent limitation of relying on an expensive insole system,
the machine learning system exhibited an average relative root mean square error (rRMSE)
accuracy of 10% compared to lumbar joint moments derived using the gold-standard
method. Even though the results of that study substantiated the efficacy of using pressure
information from an insole system for lumbar moment prediction, the limitations lie in the
model’s dependence on a substantial amount of pressure information and its restricted
applicability to specific lifting operations.

To accurately estimate three-axis lumbar joint moments using a limited set of pressure
information, it is necessary to employ more sophisticated machine learning techniques.
Recent studies have proposed that transfer learning models yield high-performance re-
sults [21–23]. Transfer learning involves the construction of a source model using a rela-
tively abundant source domain along with subsequent fine-tuning in the target domain
by leveraging the weights and biases of the established model [24]. By capitalizing on the
knowledge acquired from the pre-trained source model, transfer learning offers the advan-
tage of rapid learning without the need for exhaustive searches of the target model [25].
This approach has already demonstrated success in domains such as image classification,
image segmentation, object recognition, and natural language processing, where it outper-
forms models trained on single datasets [22,23]. Therefore, it is reasoned that employing
the weights and biases of pre-trained models can even enhance the performance of the
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model in domains with relatively limited datasets. Hence, the aim of this study is to
introduce a transfer learning model that can estimate the three-axis lumbar moment during
lifting tasks while leveraging a cost-effective insole system. To this end, a prototype of the
insole system with a limited number of pressure sensors is manufactured. A deep learning
model is developed to forecast the three-axis lumbar joint moment using foot pressure data
acquired from Pedar-X. The ultimate objective is to develop a transfer learning model using
a previously established deep learning model while utilizing the pressure information
derived from the designed low-cost insole system.

2. Proposed Strategy Based on Deep and Transfer Learning

The study employs a transfer learning approach to enhance the model’s performance
by transferring knowledge from a source domain, comprising pressure sensor data from
the Pedar-X system and concurrently acquired lumbar joint moments, to a target domain.
In the target domain, pressure data from the developed low-cost system and lumbar joint
moments are input into the model. Thus, the proposed strategy for lumbar joint moment
estimation in this study encompasses sensor signal preprocessing, the development of a
deep learning model, and the transfer learning process (see Figure 1).
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2.1. Preprocessing

Three types of raw data were acquired: Pedar-X pressure signals, low-cost pressure
signals, and optical marker trajectories with ground reaction forces. To remove noise, a
low-pass filter was applied to the raw data. This low-pass filter was tailored differently for
pressure values and motion analysis data, using filtering techniques and frequencies that
were selected based on previous studies. The pressure data were treated with a 3rd-order
Butterworth, zero-lag low-pass filter with a frequency of 7 Hz [20], the motion analysis
data were treated with a 4th-order, low-pass Butterworth filter with a cutoff frequency of
5 Hz [26]. The two systems collecting pressure data operated at a sampling rate of 100 Hz,
and the motion analysis system had a sampling rate of 120 Hz, thus necessitating data
synchronization. Synchronization involved the subject stomping their feet prior to the
initiation of the experimental operation, with manual adjustments made based on the time
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when data were preprocessed [20]. The pressure data were aligned with the length-of-
motion analysis system data using the spline method. Optical marker trajectory and ground
reaction force data were integrated with human anthropometric information to compute
the lumbar joint torque. This torque was then calculated employing the established inverse
dynamics technique from previous research [14].

2.2. Deep Learning

The input data for the deep learning model were categorized into source data and
target data according to whether they originated from the Pedar-X or the low-cost pressure
insole, respectively. The source data consisted of a dataset obtained using 198 sensor data
points acquired from the Pedar-X system as input data, targeting the 3-axis lumbar moment
as the output. Meanwhile, the target data consisted of a dataset inputting 18 pressure sensor
data points from a low-cost pressure insole, also targeting the 3-axis lumbar moment. For
the source data, 3420 datasets were formed from 70 subjects, with input and output data
structured as 198 × data length and 3 × data length, respectively. On the other hand, the
target data consisted of 300 datasets obtained from 10 subjects, with input and output data
structured as 18 × data length and 3 × data length, respectively. A recurrent neural network
(RNN) is a specialized neural network that is capable of transmitting feedback between
neurons on the same layer, thus allowing the model to capture time-series characteristics.
The long short-term memory (LSTM) layer, which is a type of RNN layer, addresses the
gradient vanishing problem that is inherent in traditional RNN layers; this problem occurs
when the weight values of long data sequences disappear over time. The LSTM has a
neuron structure with a cell state and three types of gates: forget, input, and output gates.
The forget gate controls how much the past state influences the current state, the input
gate determines whether new information updates the cell state, and the output gate
determines the output information based on the cell state. The current study used an
artificial intelligence system based on the LSTM layer to predict lumbar torque (Figure 2B).
This system consists of an input layer, two blocks comprising LSTM and dropout layers,
and an output layer. During the model training process, hyperparameter optimization was
conducted using the Bayesian optimization method, and the optimized hyperparameters
are presented in Table 1. The objective function employed for optimization was the rRMSE
of the model.
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Table 1. Hyperparameters used in optimization and their ranges.

Hyperparameter Range of Parameter

1 Initial learning rate [1 × 10−6, 1 × 10−2]
2 Mini batch size [8, 16, 32, 64]
3 L2 regularization [1 × 10−10, 1 × 10−2]
4 Gradient threshold [1, 2, 3, 4, 5, 6]
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2.3. Transfer Learning

In this study, the weights and biases of the model for two LSTM layers were transferred
from the source domain, and three different types of fine-tuning were applied. The deep
learning architecture used here is detailed in Section 2.2. Figure 3 illustrates a conceptual
diagram of the five models developed in this study. Figure 3A represents the source model,
which was trained using data from the source domain and task. The source domain here
refers to plantar pressure acquired from Pedar-X and lumbar moments obtained from a
motion analysis system. Figure 3B depicts the conventional model, trained using data
from the target domain and task. The target domain and task refer to plantar pressure
obtained from a low-cost insole and lumbar moments acquired from a motion analysis
system. Figure 3C–E show models constructed by transferring a pre-trained model from
the source domain to the target domain. Here, “freeze” and “update” refer to determining
whether to update the transitioned weights and biases of each layer during fine-tuning,
denoted as “update” or “freeze,” respectively. Figure 3C–E vary based on the freezing and
updating of LSTM layers during fine-tuning. Specifically, Figure 3C (target #1) freezes the
second LSTM layer and updates the first LSTM layer. In contrast, Figure 3D (target #2)
freezes the first LSTM layer and updates the second LSTM layer. Lastly, Figure 3E (target #3)
updates both LSTM layers. The learning rate for fine-tuning (Figure 3C–E) was chosen by
multiplying the learning rate used in the original source domain by 0.001. All models were
implemented using MATLAB R2022b version (The Mathworks, Inc., Natick, MA, USA)
and an RTX 2080 Ti GPU.
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3. Experiments
3.1. Subject

In total, 80 male participants without musculoskeletal disorders (age: 26.11 ± 1.37 years;
weight: 69.33 ± 6.68 kg; height: 1766.11 ± 49.60 mm) took part in the asymmetrical lifting
experiment. Informed consent was obtained from all participants, and the experiment
received approval from the Ethics Committee of the Institute of Biomedical Engineering,
Sungkyunkwan University.

3.2. Apparatus

The equipment used in this study included a motion analysis system, Pedar-X, and
a low-cost insole system. The motion analysis system comprised six MCam2 cameras
(VICON, Oxford Metrics, Oxford, UK) and two OR6-6-2000 force plates (AMTI Inc.,
Newton, MA, USA). The cameras operated at a sampling rate of 120 Hz, capturing op-
tical marker trajectories, while the force plates recorded ground reaction force data at a
rate of 1080 Hz. The data collected from the cameras and force plates were synchronized
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at 120 Hz using the Vicon 460 system. The Pedar-X mobile system (Pedar Mobile, Novel
Electronics Inc., GmbH, Munich, Germany) was worn for foot pressure measurement,
and data were collected from this system at a sampling rate of 100 Hz (Figure 4A). The
PCB and circuit diagram of the low-cost insole system are illustrated in Figure 4B. Each
insole featured nine Tekscan A301 pressure sensors, all of which were mounted on a thin
and flexible panel that was strategically placed based on the anatomical structure of the
foot [27]. This panel was designed in three different sizes (250 mm, 260 mm, 270 mm) to
accommodate various foot sizes. Both systems collected data at a sampling rate of 100 Hz.
The signals from the low-cost insole were acquired using the LabVIEW software (LabVIEW
version 20.0, National Instruments Corp., Austin, TX, USA). Pressure calibration was per-
formed to convert the voltage values obtained from the low-cost pressure insole to pressure
values. This calibration accounted for variations in the resistance values of each pressure
sensor, and a calibration was carried out by applying vertical force to the system using a jig
device with an embedded digital push–pull gauge (DTG-100, DIGITECHCO. Ltd., Osaka,
Japan) [28]. The calibration results showed a correlation coefficient of 0.97 ± 0.03 and a
root mean square error of 3.15 ± 1.39 N.
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3.3. Experimental Protocols

During this experiment, participants wore either the Pedar-X or the self-developed low-
cost insole, as determined by the experimenter. The chosen device was worn over friction
socks [28], and participants wore body-hugging shorts to minimize marker concealment
during the experiment. Sixteen anatomical landmarks spread across the lower extremities
and lumbar region were marked with optical markers following the modified Helen Hayes
marker set protocol [13]. The lifting box’s dimensions were 32 × 40 × 25 cm3. An additional
optical marker was attached to the lifting box to identify the main phase of the experimental
operation. All participants were allowed to engage in practice movements to acquaint
themselves with the experimental protocol [28]. Lifting operations were conducted at
four angles: 0, 30, 60, and 90 degrees [29,30]. Symmetric lifting operations included squat
and stoop variations [30], while asymmetric lifting operations were performed in a free-
style manner (Figure 5A). Weights of 4 and 8 kg were used for the lifting operations, and
the lifting speed was set to the subject’s comfort level. Lowering operations mirrored
the parameters of the lifting operations, maintaining the same weight, angle, and speed
(Figure 5B). To mitigate fatigue during the experiment, participants were provided with
rest opportunities between operations. The order of each experimental operation was also
randomized to prevent subjects from becoming accustomed to the experiments.
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4. Performance Evaluation

To evaluate the models predicting the moment of the lumbar spine along three axes
during the lifting operation proposed in this study, the results were obtained through
five-fold cross-validation. The dataset was divided into training and testing sets with a
ratio of 8:2. The performance of the lumbar joint moment prediction model was evaluated
using root mean square error (RMSE), rRMSE, and the Pearson correlation coefficient (R).
The performance evaluation parameters were calculated using the following equations.

RMSE =

√
1
N ∑N

i=1

(
yi − y*

i
)2, (1)

R =
∑N

i=1(yi − yi)
(
y∗i − y∗i

)√
∑N

i=1(yi − yi)
2(y∗i − y∗i

)2
(2)

rRMSE =

√
1
N ∑N

i=1
(
yi − y∗i

)2

max(yi)− min(yi)
× 100% (3)

In the equations above, yi represents the actual value, y*
i represents the value predicted

by the artificial intelligence model, and N represents the length of one trial. In Equation
(2), R represents the value of the Pearson correlation coefficient. yi is the average of the
actual values, (y∗i ) is the average of the values predicted by the artificial intelligence model,
max(yi) is the largest value in one trial, and min(yi) is the smallest value in one trial. One-
way ANOVA and post-test were performed to assess the statistical significance of any
differences in the performance of each model. Statistical analysis was conducted using the
PASW program, version 18 (SPSS Inc., Chicago, IL, USA). One-way ANOVA and post-test
were performed to confirm the statistical significance of any differences in the performance
of each model.
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5. Result

Figure 6 illustrates the results of ground truth, source, conventional, and target #3
for asymmetric lifting operations executed at 0◦, 30◦, 60◦, and 90◦. Representative values
were selected to be presented for each operation. For the asymmetric lifting operation
at 0 degrees, the values are near 0 (N·M/kg) for lateral flexion and twisting moments.
The peak value of the flexion/extension moment tends to decrease as the angle increases.
Moreover, the twisting moment increases proportionally to the angle value. Figure 7
is like Figure 6, again representing the results for asymmetric lowering operations at
0◦, 30◦, 60◦, and 90◦. Lowering shows a similar trend to lifting, with the peak value of
the flexion/extension moment decreasing as the angle increases, and where the twisting
moment’s peak value tends to increase with the angle.

Figure 8 represents Bland–Altman plots of the lumbar flexion/extension moment
based on the fine-tuning technique. Three methods (target #1, target #2, and target #3) were
proposed for the lifting and lowering operations, and six Bland–Altman plots are presented
for each operation. The upper limits for (A) to (C) in Figure 8 are, respectively, 0.150, 0.145,
and 0.115, while the lower limits are −0.155, −0.219, and −0.133. On the other hand, for
(D) to (F) in Figure 8, the upper limits are 0.084, 0.068, and 0.122, and the lower limits are
−0.173, −0.264, and −0.121. In both the lifting and lowering tasks, the standard deviation
of the target #3 model was the least.
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Figure 9 is a graph showing RMSE values by model and operation, while indicating
whether there is a statistically significant difference between the source model and other
models. In the lifting operation, a significant difference can be seen in performance between
the source model and the remaining three models, aside from the target #3 model. Regard-
ing the lowering operation, the source model shows a statistically significant difference
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in performance for all models, and the target #3 model does not exhibit a difference in
performance that is statistically significant at the p-value level of 0.05.
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Table 2 presents the RMSE, rRMSE, and correlation coefficient values for each model,
operation, and angle for the flexion/extension moment. Source, conventional, target #1,
target #2, and target #3 show respective values of 9.60–11.74%, 15.86–18.87%, 15.15–17.07%,
19.34–21.50%, and 11.94–13.13%. From these results, no significant trend in performance
change is observed based on the operation and angle.
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Table 2. Overall performance of our proposed lumbar flexion/extension joint moment prediction model.

Lifting Lowering

0◦ 30◦ 60◦ 90◦ 0◦ 30◦ 60◦ 90◦

Source
RMSE (N·m/kg) 0.067 ± 0.021 0.053 ± 0.016 0.061 ± 0.025 0.058 ± 0.025 0.067 ± 0.019 0.061 ± 0.018 0.066 ± 0.021 0.062 ± 0.023

rRMSE (%) 9.60 ± 2.18 9.63 ± 2.88 10.57 ± 3.31 10.30 ± 3.29 9.68 ± 2.05 9.69 ± 2.63 11.74 ± 3.32 10.83 ± 2.97
Correlation 0.957 ± 0.052 0.962 ± 0.054 0.943 ± 0.050 0.945 ± 0.051 0.959 ± 0.052 0.956 ± 0.044 0.923 ± 0.044 0.942 ± 0.051

Conventional
RMSE (N·m/kg) 0.120 ± 0.041 0.129 ± 0.039 0.116 ± 0.032 0.123 ± 0.043 0.126 ± 0.033 0.121 ± 0.043 0.130 ± 0.039 0.133 ± 0.032

rRMSE (%) 17.24 ± 4.32 17.18 ± 3.99 15.86 ± 5.08 16.19 ± 5.34 17.49 ± 4.84 18.21 ± 5.31 17.61 ± 4.19 18.87 ± 4.42
Correlation 0.851 ± 0.053 0.870 ± 0.051 0.896 ± 0.034 0.875 ± 0.049 0.858 ± 0.045 0.860 ± 0.042 0.871 ± 0.043 0.861 ± 0.033

Target #1
RMSE (N·m/kg) 0.122 ± 0.026 0.115 ± 0.029 0.110 ± 0.030 0.111 ± 0.026 0.118 ± 0.028 0.112 ± 0.024 0.127 ± 0.029 0.121 ± 0.027

rRMSE (%) 15.15 ± 3.39 15.79 ± 4.02 15.91 ± 3.78 15.85 ± 3.33 15.88 ± 3.37 15.73 ± 3.17 17.07 ± 3.28 16.21 ± 3.30
Correlation 0.899 ± 0.040 0.904 ± 0.035 0.887 ± 0.038 0.889 ± 0.032 0.889 ± 0.035 0.885 ± 0.031 0.875 ± 0.029 0.889 ± 0.032

Target #2
RMSE (N·m/kg) 0.213 ± 0.068 0.190 ± 0.061 0.181 ± 0.053 0.172 ± 0.041 0.211 ± 0.061 0.199 ± 0.052 0.186 ± 0.076 0.183 ± 0.064

rRMSE (%) 21.63 ± 7.41 19.31 ± 6.43 20.09 ± 5.69 19.48 ± 4.62 21.50 ± 7.21 19.38 ± 4.68 20.95 ± 5.71 20.12 ± 6.11
Correlation 0.788 ± 0.047 0.832 ± 0.034 0.817 ± 0.039 0.823 ± 0.046 0.773 ± 0.043 0.838 ± 0.035 0.822 ± 0.050 0.827 ± 0.040

Target #3
RMSE (N·m/kg) 0.084 ± 0.025 0.077 ± 0.021 0.073 ± 0.024 0.071 ± 0.019 0.083 ± 0.021 0.087 ± 0.018 0.080 ± 0.017 0.076 ± 0.021

rRMSE (%) 12.16 ± 2.48 12.13 ± 2.27 11.94 ± 2.42 11.99 ± 2.46 12.22 ± 2.28 11.95 ± 2.64 12.86 ± 2.60 12.28 ± 2.26
Correlation 0.947 ± 0.015 0.917 ± 0.029 0.927 ± 0.021 0.928 ± 0.030 0.939 ± 0.032 0.928 ± 0.025 0.915 ± 0.035 0.916 ± 0.032



Actuators 2024, 13, 92 12 of 15

6. Discussion

This study has proposed a machine learning model that can be used to estimate
lumbar joint moment during lifting operations, with the ultimate intention of helping
establish a control strategy for active exoskeleton devices designed to support the waist.
The model’s performance was enhanced through pre-training with Pedar-X device data,
which is known for its higher precision than data collected from low-cost insoles. The
trained model’s weights were then transferred to a low-cost insole domain model. The
resulting model demonstrated an rRMSE of 11.94–13.13% and a correlation coefficient (r)
exceeding 0.9. This model is envisioned to be particularly useful in controlling the torque
generated by actuators by enabling the prediction of lumbar spine torque during lifting
operations. A. Tabasi et al. (2020) previously constructed a polynomial curve regression
model for lumbar spine moment prediction utilizing kinematic data and eight EMGs
from subjects and exoskeleton devices [11]. While their study achieved a coefficient of
determination of 0.98 when using all data as input variables, the coefficient varied from
0.38 to 0.97 depending on the number of sEMG sensors used. Although the current study
presented a lower coefficient of determination (0.85) than previous work, the present model
showed higher accuracy when predicting lumbar moments without the use of sEMG sensor
data (coefficient of determination: 0.38). In another study, Koopman et al. (2019) estimated
torque for lumbar compression force control and obtained results like those obtained in
the current study [31]. Thus, the lumbar moments predicted in this study are expected to
be appropriate for use as a parameter for control strategies requiring information on the
necessary net moment near joints.

To enhance lumbar moment prediction performance, a transfer learning strategy was
employed wherein knowledge was transferred from a source domain (Pedar-X device data)
to a target domain (low-cost insole data). The heterogeneous transfer learning technique
that was used here, which involved different feature areas, demonstrated a performance
difference of about 7% between the source and target domains. This performance difference
is comparable to that obtained in a prior study by constructing a model (8.50–11.20%) that
predicted sagittal plane lumbar moments using Pedar-X device pressure data [20]. Despite
having certain limitations, such as computational considerations and the data’s limited
laboratory environment, the current study emphasizes the potential for real-time model
application in future working environments, thus paving the way for the model’s use in
active-waist exoskeleton devices.

The transfer learning approach employed in this study is a heterogeneous technique
that involves transferring knowledge across different feature areas. Specifically, the weights
were transferred to a low-cost insole model, which was trained based on data obtained from
the Pedar-X commercial device. Unlike homogeneous transfer learning, this method offers a
broader range of applications, since the features used in the source and target domains may
differ [32]. However, due to the distance between the source and target domains, which can
potentially be considerably large, there is a higher likelihood of success for negative transfer
learning compared to homogeneous transfer learning [33]. To investigate this, a case study
was conducted to examine whether the LSTM layer weight values were updated or frozen
during transfer learning. In the case of target #1, similar results were observed compared to
the conventional model (which was used as the control group). Target #2 exhibited lower
performance than the control group, thus indicating a negative transfer learning example,
as it showed a decrease in rRMSE by about 3.6% compared to the conventional model. By
contrast, target #3, the proposed model, demonstrated higher performance than the control
group, specifically, achieving a 7% improvement in rRMSE compared to the conventional
model. While it is common to empirically update the last layer during fine-tuning [34],
the selection of a fine-tunable layer is not always a straightforward task, as evidenced by
cases where selecting the last layer does not necessarily yield high performance [34,35].
Therefore, it is essential to carefully consider which layers to update and freeze during
fine-tuning.
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The present study has several limitations. Firstly, the model was constructed on a
workstation without computational or capacity constraints, thus neglecting considerations
of model capacity or computational requirements. When applying the lumbar estimation
model constructed in this study to real-world working environments, the model’s capacity
and computational demands should be considered in relation to accuracy to strike an
appropriate trade-off. Secondly, this study only utilized an architecture based on LSTM
for constructing the lumbar estimation model. Further research utilizing various models
to evaluate model performance is necessary. Secondly, there are several limitations from
the perspective of deep learning models. The use of only LSTM models for estimating
lumbar moments is a limitation. The rapid advancements in the field of deep learning
have introduced various validated architectures, such as attention modules based on
CNNs [36,37]. Additionally, when configuring transfer learning, the study did not consider
the biased errors of the source model due to the limited dataset. Some previous research
has revealed the existence of biases in the transferred target model when utilizing a biased
source model [38]. Therefore, for future research, evaluating the bias in model datasets
and exploring diverse state-of-the-art architectures is deemed necessary to enhance the
prediction performance of lumbar moments. Thirdly, the model was constructed based
on data obtained in a controlled laboratory environment. When applied to actual work-
ing conditions, the proposed accuracy might be lower. Therefore, incorporating various
operational scenarios (e.g., lifting objects from uneven ground) in future data collection
efforts is essential to build a more robust model. Lastly, this study developed a model
utilizing data from specific groups and specific pressure sensors. The workplace includes
various groups, such as diverse genders and age groups. Additionally, there may be various
types of pressure measurement settings, ranging from precise force plates to low-cost FSR
sensors. Nevertheless, this study proposes a generalized process that operates with data
only from areas where pressure is concentrated on the foot, estimating lumbar moments
using pressure signals. In the future, to further enhance generalizability, it will be necessary
to apply this process to various population groups and diverse environmental settings.

7. Conclusions

This study proposes a machine learning model that can predict lumbar spine moments
using low-cost sensor data, with the aim of developing a control strategy for waist-active
exoskeleton devices. To enhance the model’s performance, a training method using high-
precision commercial insole data and fine-tuning with low-cost insole data was employed.
Compared to the conventional model, this approach resulted in a 7% performance im-
provement, achieving an rRMSE of approximately 12% and a correlation coefficient of
0.9 in torque prediction. If the model can secure real-time performance and demonstrate
effectiveness across various operations in future applications, it could hold substantial
potential for deployment as an active exoskeleton device for the waist.
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