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Abstract: Given the continual rise in mission diversity and environmental complexity, the adept
integration of a robot’s aerial and terrestrial locomotion modes to address diverse application sce-
narios has evolved into a formidable challenge. In this paper, we design a reconfigurable airframe
robot endowed with the dual functionalities of rolling and flying. This innovative design not only en-
sures a lightweight structure but also incorporates morphing capabilities facilitated by a slider-crank
mechanism. Subsequently, a land-to-air transformation strategy for the robot is introduced, achieved
through the coordinated movement of the robotic arm and the servo motor. To ensure stable control
of the robot amid external wind disturbances, we leverage the collaboration between a Generative
Adversarial Network (GAN)and a Nonlinear Model Predictive Control (NMPC) controller. After
the wind force magnitude is predicted through the neural network, the robot’s adeptness in flexible
trajectory tracking is verified. Under simulated wind conditions of 12.1 m/s, the trajectory error
consistently remains within the range of 10–15 cm, affirming the effectiveness of this control method.

Keywords: reconfigurable robot; umbrella mechanism; rolling and flying locomotion; Generative
Adversarial Networks; external wind disturbances

1. Introduction

In recent years, advances in autonomous navigation and computer vision technologies
have greatly promoted the development of quadrotors. Characterized by their light weight,
reliability and flexibility, robots have been used in a variety of fields such as search and res-
cue, military reconnaissance, agricultural inspection and power equipment inspection [1–6].
Due to their portability, ability to navigate in tight spaces and cost-effectiveness, micro
robots have become increasingly popular in the market. However, as missions and environ-
ments become more complex, the adaptability of robots is challenged [7], especially with
the requirement of a compact size with the ability to fly extended distances and be able to
carry payloads. The limited flight efficiency of quadrotors, especially micro robots, not only
limits the range of tasks they can perform, but also hinders the continued development
and wider use of this robot category [8,9].

For the robots that need to perform a wide range of tasks, mixing aerial and terrestrial
locomotion is necessary, which allows the robots to fly over obstacles normally and save
energy by rolling on the ground [10–12]. The advantage is ground robots is that they can
handle complex terrains, but the disadvantage of having complex linkages and multiple
actuators, and having difficulty in crossing gullies that are several times as long as them-
selves, or reaching the heights of the terrain [13]. However, the combination in terrestrial
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and aerial modes has led to a significant enhancement of the robot’s range of motion [14,15],
and it has been experimentally verified that the energy consumption of wheel-tracked
actuation is about 5–10% that of a pure flight quadrotor.

In fact, some hybrid aerial and terrestrial locomotion robots have been developed. For
example, JIA et al. [16] proposed a quadrotor with a passive reconfigurable mechanism. By
using passive joints instead of additional actuators and servo motors, the design allows
the robots to remain compact and lightweight, and in the ground motion modes, it is still
supplied with propulsion through the propellers used in aerial locomotion. The FCSTAR
robot [17] arranges a belt and gear reduction device at the end of a quadrotor arm to form a
drive wheel system, and realizes the controllable folding of a deformable fuselage through a
propeller arm mechanism to adjust the fuselage size during ground motion. However, these
hybrid modal robots have the following problems: redundant mechanical structure [18],
a small range of tasks, poor obstacle surmounting ability of ground mode [19], and easy
damage of propellers exposed outside the fuselage. Table 1 illustrates the motion modes
and rotor protection strategies of some existing multimodal robots.

Table 1. Summary of Hybrid Aerial-Ground Robots [13–17].

Mode Descriptions Rotor Protection

Baxter
Two modes of operation, aerial and terrestrial.
Employs two novel hardware mechanisms: the
M-Suspension and the Decoupled Transmission

Spherical Cage Protection

Hybrid aerial/terrestrial robot

A quadcopter with a mechanism for ground movement.
Not use power dedicated to ground movement, and
instead uses the flight mechanism of the quadcopter to
achieve ground movement as well.

Rotor exposed outside
None close mechanism

LEONARDO

Flying and walking.
Using synchronized control of distributed electric thruster
and a pair of multi-jointed legs, the two modes of flight
and walking are interchanged.

Rotor exposed outside
None close mechanism

Hybrid Terrestrial Ouadrotor

Flying and rolling.
The transitions between flight and rolling are
accomplished with a highly dynamic maneuver, the robot
remains compact and lightweight.

Rotor exposed outside
None close mechanism

FCSTAR
Climbing walls and flying.
By using thrust reversal and its 4-wheel drive, the robot
can drive over steep slopes.

Rotor exposed outside
None close mechanism

Therefore, this paper designs a hybrid robot with high adaptability to the external
environment, compact structure, long endurance, and a wide range of executable tasks,
which has two kinds of motion modes: aerial and rolling. The physical representation of
the robot is shown in Figure 1. In the rolling mode, its two-side wheeled structure can
realize the ground-air mode change through the umbrella-like closing mechanism. The
mechanism keeps the robot’s paddles protected inside when not in use, effectively reducing
the risk of damage to the fragile paddles.

However, in order to realize the switching of the two motion modes, the design of
the umbrella retracting mechanism makes the center of gravity of the proposed robot shift
upward significantly. This leads to the fact that the proposed robot is more prominently
affected by wind and other external disturbances than a normal quadrotor robot in actual
flight [20–22], which not only makes it difficult to ensure that the robot accurately tracks
the reference trajectory, but also may cause the robots to lose control of flight, resulting
in incalculable consequences. Therefore, a high-performance controller with strong anti-
jamming capability is needed.
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Figure 1. Motion modes of the robot. (A): aerial mode; (B): rolling mode.

Considering the existing controllers, such as cascade controllers [23], linear quadratic
regulator controllers [24], and model predictive control (MPC) controllers [25], a majority
of them do not meet expectations for quadrotor control in wind-disturbed environments.
To address the above challenges, this paper introduces a novel flight control system called
GAN-NMPC, which combines Nonlinear Model Predictive Control (NMPC) with Genera-
tive Adversarial Networks (GAN) [26–28]. The GAN is able to estimate the wind force in
the wind field environment based on the robot’s attitude, which subsequently provides the
aerodynamic rationale for the NMPC controller.

The structure of this paper is as follows. We introduce the mechanical structure and
modal switching principle of this robot in Section 2. In Section 3, we present the motion and
dynamics modeling analysis of this robot. In Section 4, an anti-interference performance
good controller is proposed, which is applicable to the reconfigurable robot designed in
this paper. It consists of an NMPC controller and GAN. In addition, Section 5 describes
the wind farm environment construction and GAN training experiments, on the basis of
which simulation experiments for robot trajectory tracking are conducted and results are
presented. The conclusions and suggestions for future work are shown in Section 6.

2. Design of the Reconfigurable Robot
2.1. Mechanical Design

The robot is composed of a quad-rotor aircraft and a wheel ground-driven robot. Its
3D models are shown in Figures 2 and 3. It consists of two symmetrical wheel mechanisms,
four symmetrically placed “X” shaped arms and a main body. In ground mode, the wheels
are symmetrically distributed on both sides of the fuselage and are controlled by two
independent drive motors. In aerial mode, the flight components, namely the blade plane
of the propeller, are placed vertically on the fuselage. When the linear motor drives the
arm to fold upwards, both the propeller and the drive motor can be cleverly stored inside
the U-shaped slot of the arm, making the folded body of the robot more compact and able
to easily maneuver in narrow channels.
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Figure 3. The 3D model of the robot in rolling state layout.

Table 2 lists the physical parameters of the robot. The four symmetrical arms of the
robot can freely swing within the x-z plane, with a swinging range of 0–90◦, without
interference with other components during the swinging process. To achieve flight stability,
we have chosen the reliable PX4 flight controller control system to ensure the robot operates
stably in various motion modes.

2.2. Mode Switching

The innovative robot introduced in this paper achieves mode switching through the
arm-retracting mechanism. During the transition from ground to air, the four arms unfold,
forming a quadcopter configuration. Conversely, when transitioning from air to ground,
the arms retract to a position parallel to the robot’s Z-axis. This mode switching not only
addresses the challenge of carrying a traditional quadcopter but also establishes a rotor
protection mechanism. Folding the arms shields fragile flight components from external
collisions and interference. The switching process between rolling and flying modes is
illustrated in Figure 4. In a rolling state, the arms automatically expand. Upon ground
contact, the main body of the robot is supported. When the arms are fully deployed, the
center of gravity shifts to the other side of the landing point. Under the influence of gravity
and inertia forces, the main body automatically stands upright, transitioning to the flying
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state. When the robot in flight needs to switch to the ground state, the arm will start to close
under the drive of servo motors after receiving the corresponding command. Controlling
the rotation of one side propeller generates lateral thrust, causing the main body to tilt
to one side. During the tilting process, all arms simultaneously fold. When the center
of gravity moves to the other side of the landing point, the propellers immediately stop
rotating and hit the limit block under the influence of inertia to cease motion, while the
arms continue to fold. Under the force of gravity, the main body continues to descend until
the arms are fully rotated into place, completing the transition to the rolling state.

Table 2. Physical parameters of the hybrid robot.

Component Parameters

Mass (with battery) 1.86 kg
Folded size 284 × 168 × 168 mm3

Unfolded size 410 × 410 × 284 mm3

Propeller size (maximum boundary) 170 mm × 20 mm
Minimum pass size 390 mm × 200 mm

Battery of robot 6 S, 22.2 V, 2700 mAh
Path planning and decision response time ≤200 ms

Maximum flight time ≥15 min
Mode switching time ≤5 s

Rolling speed 1.86 m/s
Creep speed 0.87 m/s
Flight speed 10.66 m/s
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A sliding link mechanism similar to the umbrella closing mechanism is used to achieve
the folding and expansion of the four arms, as shown in Figure 5. In this mechanism, the
upper linear servo set on a fixed plane drives the lower moving plane to move up and
down in the guide column to realize the retraction and extension of the arm. The moving
plane is connected to the short and long connecting rods through a rotating shaft, and the
long connecting rod is also connected to the fixed plane through a rotating shaft. When the
moving plane moves downwards, an integral part of the arm and short connecting rod will
rotate upwards and retract. On the contrary, when the moving plane moves upwards, the
arm will unfold downwards. The design of this slider linkage mechanism enables the arm
to automatically retract and unfold during mode switching, providing convenience and
flexibility for the robot’s multiple functions.

2.3. Control Scheme

There are two different modes for the robot: a regular flight mode and a ground mode.
In flight mode, the flight controller uses its accelerometer and gyroscope sensors to provide
closed-loop correction commands, controlling the robot’s flight. In ground mode, the flight
controller disconnects the motor arms of the robot through pulse-width modulation (PWM)
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switches, and the wheel motors receive instructions directly from a programmable remote
controller through a secondary receiver, enabling the robot to roll. Additionally, a linear servo
is controlled by the programmable controller to achieve mode switching of the robot. The
remote controller can program the PWM for mixing motor commands, allowing the robot to
perform multiple functions. The control system scheme is shown in Figure 6. Commands for
movement and deformation control of the robot are given by a human operator.
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Figure 6. The control scheme of the hybrid drone. In flight mode, switch 1 is closed and switch 2 is
opened, the flight controller only controls the arm motors, and in the diagram, ESC 4in1 represents
the electronic speed controller for the four arm motors. In ground mode, switch 1 is opened and
switch 2 is closed, the flight controller only controls the wheel motors and the servo motor, with
ESC 2in1 representing the electronic speed controller for the two wheel motors, and BEC being the
depicted battery eliminator circuit. Note that in the diagram that the solid lines represent electrical
signals, while dashed lines represent wireless signals.
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3. Robot Modeling

In order to conduct more extensive research on the proposed robot in this paper, it
is necessary to gain a deeper understanding of the flight characteristics of the quadrotor
robot and a more precise description of its spatial motion. First, in this section, we establish
corresponding coordinate systems and further investigate the flight principle, motion rules,
and forces and torque applied to the proposed robots in this paper. Its dynamic model
is illustrated in Figure 7. These elements serve as the groundwork for formulating the
dynamic equations and designing the control system for the robot.
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3.1. Robot Kinematics

Coordinate systems need to be established to better describe the conversion relation-
ship between various variables in the quadrotor robot control system, providing a basis for
subsequent dynamic modeling of the robot. The coordinate systems used in this paper are
as follows:

1. Body Coordinate System

The origin of the body coordinate system is located at the geometric center of the robot,
with the XA axis defined as the direction of robot flight velocity, the YA axis determined
by the right-hand rule, and the ZA axis being perpendicular to the horizontal plane and
pointing upwards.

2. World Coordinate System

The world coordinate system, also known as the inertial frame, is mainly used to
represent the motion state of the quadrotor robot relative to the ground. It is usually
centered on a point on the ground, with the XW axis indicating east direction, the YW axis
determined by the right-hand rule, and the ZW axis being perpendicular to the ground and
pointing upwards.

The following variables are used to describe the dynamics and kinematics of a quadcopter:

η1 =
[
x y z

]T—position of the origin of {A} measured in {W};

η2 =
[
ϕ θ ψ

]T—angles of roll (ϕ), pitch (θ) and yaw (ψ) that parametrize locally the
orientation of {A} with respect to {W};
v1 =

[
u v w

]T—linear velocity of the origin of {A} relative to {W} expressed in {A}
(i.e., agent-fixed linear velocity);
v2 =

[
p q h

]T—angular velocity of {A} relative to {W} expressed in {A} (i.e., agent-
fixed angular velocity);
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hW =
[
xW yW zW

]T—distance from the origin of {A} to the robot’s center of mass.

Because the robot’s position and attitude are constantly changing during flight, the
coordinates of the robot’s body coordinate system and the ground coordinate system
are continuously evolving. This paper uses roll angle, pitch angle, and yaw angle to
represent the angles of three-axis rotation in the process of transforming the body coordinate
system to the ground coordinate system. First, rotate φ angle around the XA axis of the
body coordinate system to obtain a new coordinate system OXA1YAZA. Then, rotate θ
angle around the YA axis in the newly obtained coordinate system to obtain another new
coordinate system OXA1YA1ZA. Finally, rotate ψ angle around the ZA axis in the most
recent coordinate system to align with the ground coordinate system.

First, the basic rotation axis formulas are provided:

Rx(φ) =

1 0 0
0 cosφ −sinφ

0 sinφ cosφ

 (1)

Ry(θ) =

 cosθ 0 sinθ

0 1 0
−sinθ 0 cosθ

 (2)

Rz(ψ) =

cosψ −sinψ 0
sinψ cosψ 0

0 0 1

 (3)

Then, based on the above rotation sequence, the transformation matrix from body
frame to inertial frame was obtained:

W
A R = Rz(ψ)Ry(θ)Rx(φ)

=

 cθcψ −cφsψ + sφsθcψ sφsψ + cφsθcψ

cθsψ cφcψ + sφsθsψ −sφcψ + cφsθsψ

−sθ sφcθ cφcθ

 (4)

where c = cosands = sin.
The transformation matrix between the two reference systems is obtained by matrix

multiplication of the basic orthogonal rotation matrix. The agent-fixed linear velocity vector v1
and the position velocity vector

.
η1 can be related through the transformation matrix W

A R(η2):

.
η1 =

dη1

dt
= W

A R(η2)v1 =

cθcψ −cφsψ + sφsθcψ sφsψ + cφsθcψ

cθsψ cφcψ + sφsθsψ −sφcψ + cφsθsψ

−sθ sφcθ cφcθ


u

v
w

 (5)

The Agent-fixed angular velocity vector v2 and Euler rate vector
.
η2 are connected

through a transformation matrix Q(η2))

.
η2 = Q(η2)v2, Q(η2) =

1 sϕtθ cϕtθ
θ cϕ −sϕ

0 sϕ
cθ

sϕ
cθ

 (6)

The simple expression of system kinematics is as follows:[ .
η1
.

η2

]
=

[
W
A R(η2) 0

0 Q(η2)

][
v1
v2

]
,

.
η = JR(η)v (7)
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3.2. Robot Dynamics

For the six degrees of freedom (DOF) motion of a robot, factors that affect this motion
mainly include body and propeller deformation, rigid structure of the robot, and changes
in the center of gravity. Here, we make the following assumptions to simplify the system
model of the robot:

1. The center of gravity of the robot coincides with the centroid, and the mass of the
robot remains unchanged during the dynamic process.

2. The rotational inertia of the quadcopter is assumed to be zero.
3. The robot body does not deform and is structurally symmetrical during motion.

In the inertial coordinate system, the following equations are established using New-
ton’s laws for the translation and rotation motions of the robot:

m
..
X = F (8)

I3×3
..
ω +

.
ω × I3×3

.
ω = M (9)

where m represents the mass of the robot, F represents the net external force acting on the
robot,

..
X represents the linear acceleration of the robot in the three axes, I3×3 represents the

moment of inertia of the robot,
..
ω represents the angular acceleration of the robot in the

three axes,
.

ω represents the angular velocity of the robot in the three axes, and M represents
the net external torque acting on the robot.

Then, this paper presents a set of rigid body motion equations derived from Euler’s
theorem. Consider the aircraft-fixed coordinate system frame {A} rotating with angular
velocity ω =

[
ω1 ω2 ω3

]
about the ground- fixed coordinate system frame {W}.

IA =

Ixx 0 0
0 Iyy 0

0 0 Izz

, IA = IT
A > 0 (10)

Since the main axis of the fuselage’s fixed coordinate system is aligned with the robot’s
center axis, Ixy = Iyx = Ixz = Izx = Izy = Iyz = 0.

Therefore, we present the robot dynamics equations in the body frame as follows:

Fx = m[
.
u − vh + wq − xW(q2 + h2) + yW(pq −

.
h) + zW(ph +

.
q)]

Fy = m[
.
v − wp + uh + xW(qp +

.
h)− yW(p2 + h2) + zW(qh − .

p)]

Fz = m[
.

w − up + vp + xW(hp − .
qt) + yW(hq − .

p)− zW(q2 + p2)t]
Tϕ = Ixx

.
p + (Izz − Iyy)qh + m[yW(

.
w − uq + vp)− zW(

.
v − wp + uh)]

Tθ = Iyy
.
q + (Ixx − Izz)qh + m[zW(

.
u − vh + wq)− xW(

.
w − up + vp)]

Tψ = Izz
.
h + (Iyy − Ixx)qh + m[xW(

.
v − wp + uh)− yW(

.
u − vh + wq)]

(11)

Next, nonlinear dynamic equations in the inertial frame of the quadrotor’s six DOF
can be expressed in a compact form as follows:

M
.
v + C(v)v + Me(η) + gW(η) = τ (12)

where η =
[
η1 η2

]T, is a vector representation of position and direction, v =
[
v1 v2

]T

is the vector of linear and angular velocities, M is the mass and inertia matrix of the
robot, matrix C(v) consists mainly of Coriolis and centripetal terms, Me(η) represents the
vector of wind forces and moments, gW(η) represents the vector of gravitational forces and
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moments, and control inputs are given as vector τ. The mass and inertia matrix of the robot
M is defined as follows:

M =



m 0 0
0 m 0
0 0 m

0 mzW −myW

−mzW 0 mxW

myW −mxW 0

0 −mzW myW

m 0 −mxW

−myW mxW 0

Ix 0 0
0 Iy 0
0 0 Iz


, M = MT > 0 (13)

The above matrix representation is unique. For the matrix C(v), there are a large
number of parameters, and using mathematical methods, it is parameterized so that C(v)
is skew-symmetric.

C(v) =



0 0 0
0 0 0
0 0 0

m(yW
.
θ + zW

.
ψ) −m(xW

.
θ − .

z) −m(xW
.
ψ +

.
y)

−m(yW
.
ϕ +

.
z) m(zW

.
ψ + xW

.
ϕ) −m(yW

.
ψ − .

x)

−m(zW
.
ϕ − .

y) −m(zW
.
θ +

.
x) m(xW

.
ϕ + yW

.
θ)

m(yW
.
θ + zW

.
ψ) −m(xW

.
θ − .

z) −m(xW
.
ψ +

.
y)

−m(yW
.
ϕ +

.
z) m(zW

.
ψ + xW

.
ϕ) −m(yW

.
ψ − .

x)

−m(zW
.
ϕ − .

y) −m(zW
.
θ +

.
x) m(xW

.
ϕ + yW

.
θ)

0 0 0
0 0 0
0 0 0



(14)

Then, gravity and its moments gW(η) are shown as follows:

fW(η2) =
W
A R−1(ϕ, θ)

 0
0

−mg

 (15)

gW(η2) = −
[

fW(η2)

hW × fW(η2)

]
(16)

Fe =
[
Fex Fey Fez

]T represents the wind force,

fe(η2) =
W
A R−1(ϕ, θ, ψ)

Fex

Fey

Fez

 (17)

Me(η2) = −
[

fe(η2)

hW × fe(η2)

]
(18)
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where g denotes the gravitational constant and the control input the vector τ is represented
as follows:

fτ(η2) =
W
A R−1(η2)

 0
0

U1



τ(η2, U) =


fτ(η2)

U2

U3

U4


(19)

where U =
[
U1 U2 U3 U4

]T represents the position system input control variables,
including the robot’s altitude, roll, pitch, and yaw control values,

U1 = k
(

Ω2
1 + Ω2

2 + Ω2
3 + Ω2

4

)
U2 = k

(
Ω2

4 − Ω2
2

)
U3 = k

(
Ω2

1 − Ω2
3

)
U4 = kd

(
Ω2

1 − Ω2
2 + Ω2

3 − Ω2
4

)
(20)

where Ω represents the rotor speeds for each rotor, and Ω = Ω1 − Ω2 + Ω3 − Ω4.

3.3. Turbulent Wind Field Modeling

Generally speaking, the turbulent wind field of the atmosphere can be derived from
conditions such as continuity equations, Navier-Stokes equations, and so on. However,
the method of calculating the turbulent wind field model by the previous way is very
computationally intensive and difficult to realize in practice. Therefore, a suitable stochastic
model is needed to simulate the turbulent wind field model.

In this paper, we choose to design the turbulent wind field through the Dryden model.
First of all, the numerical simulation of the model is conducted. Through the generation of
Gauss-distributed random signals, in accordance with the known spectrum design filter, the
use of filters will be converted from white noise signal to atmospheric turbulence signals,
to complete the simulation of the turbulent wind field.

The working principle is shown in Figure 8. G(s) denotes the shaping filter transfer
function, mi(r) is defined as the Gaussian distributed white noise signal, u(r), v(r) and w(r)
denotes the velocity components of the turbulent signal in the three directions, respectively.
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Next, the turbulent wind field is described by using the Dryden model, where the
velocity of the turbulent flow is the main factor affecting the motion of the vehicle, and
the relationship between spatial and temporal frequencies is Ω = ω/V, when the flight
velocity of the quadrotor is V; Lu, Lv and Lw represent the turbulence scale and σu, σv and σw
indicate the turbulence intensity.
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From the relation Φ(ω) = 1
V Φ(Ω) = 1

V Φ
(

ω
V
)
, the time spectrum of the velocity is

given as follows: 

Φu(ω) = σu
2 Lu

πV
1

1+(Lu
ω
V )

2

Φv(ω) = σv
2 Lv

πV
1+12(Lv

ω
V )

2[
1+4(Lv

ω
V )

2]2

Φw(ω) = σw
2 Lw

πV
1+12(Lw

ω
V )

2[
1+4(Lw

ω
V )

2]2

ΦVx (ω) =
( ω

V )
2

1+( 3b
πV ω)

2 Φv(ω)

ΦWx (ω) =
( ω

V )
2

1+( 4b
πV ω)

2 Φw(ω)

ΦWy(ω) = σw
2

LwV
0.2( πLw

2b )
1/3

1+( 4b
π Ω)

2

(21)

Since the movement region of the quadrotor belongs to low altitude and the flight
altitude is low, the relationship between the turbulence intensity and the turbulence scale
under the condition of low altitude can be expressed as follows [29]:

2Lw = h (22)

Lu = 2Lv =
h

(0.177 + 0.000823h)1.2 (23)

σw = 0.1u20 (24)

σu

σw
=

σv

σu
=

1

(0.177 + 0.000823h)0.4 (25)

where in, u20 denotes the wind speed at a height of 6 m, and h denotes the height.
The white noise signal is output through a filter with G(s) as the transfer function, and

the spectral function of the output sequence x(t) can be expressed as follows:

Φ(ω) = |G(iω)|2 = G∗(iω)G(iω) (26)

After decomposing the turbulence spectral function to obtain the transfer function of
the filter used to generate the given spectrum, the simplified turbulent velocity transfer
function is as follows:  Gu(s) = Ku

Tus+1

Ku = σu

√
Lu
πV , Tu = Lu

V

(27)

 Gv(s) = Kv
Tvs+1

Kv = σv

√
Lv
πV , Tv = 2√

3
Lu
V

(28)

 Gw(s) = Kw
Tws+1

Kw = σw

√
Lw
πV , Tw = 2√

3
Lw
V

(29)

4. Control Design

From the dynamics and kinematics analysis in Section 3, it can be observed that, for
the underdriven quadrotor model with six degrees of freedom and four control inputs,
there exists a strong coupling relationship between the control quantities of the vehicle.
Therefore, the designed controller should effectively control the position of the quadrotor
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during flight and simultaneously ensure stable control of its attitude under the influence of
wind. To achieve this goal, this paper utilizes the GAN-NMPC augmentation controller, and
the flowchart is presented in Figure 9. Due to the limited data of wind training samples in
real environments, a turbulent wind field model is constructed in Simulink to supplement
the training samples. Then, we import the data into the GAN network for wind prediction.
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Figure 9. The control flowchart of the GAN-NMPC controller. Input the reference trajectory to the
NMPC controller and introduce the robot’s position, velocity and attitude of the previous moment
and feed it back to the NMPC, Input the robot state to the trained generator network to estimate the
wind force, and then add the aerodynamic effects to the dynamics and kinematics model. The NMPC
will carry out the next moment of control.

In the turbulent wind field, the intensity and direction of the wind force acting on a
robot undergo frequent variations. Conventional nonlinear control techniques, such as
adaptive control, are primarily suited for scenarios where state variables change gradu-
ally or remain constant, posing challenges in identifying rapidly fluctuating wind forces
affecting a robot. Hence, this study employs a data-driven machine learning approach
to predict the wind force magnitude on the robot. The GAN is employed to train a wind
force network generator, subsequently integrated into the NMPC framework. This method-
ology enables effective robot control in a turbulent wind field, distinguishing itself from
traditional nonlinear control methods.

The GAN-NMPC controller described in this paper primarily employs GAN for the
offline training of the predictive model in NMPC, essentially adopting the inherent control
architecture of NMPC. It also possesses closed-loop stability [30].

The GAN is trained offline, and the generator network of the GAN serves as the wind
force generator within the NMPC prediction model. The training dataset, encompassing
diverse wind conditions, is generated through the utilization of the robot dynamics model
and turbulent wind field model as elucidated in Sections 3.2 and 3.3. Subsequently, lever-
aging the GAN’s generator network, wind forces acting on the reconfigurable robot can be
predicted based on the robot’s state and control input. The NMPC, integrated with the wind
force predictor derived from GAN’s offline training, is proficient in real-time control of the
reconfigurable robot. This efficacy has been substantiated through simulations detailed
in Section 5.
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4.1. Generative Adversarial Network

In this section, we present information about the dataset and experimental platform
and discuss the structure and key concepts of our neural network, GAN.

4.1.1. Data Collection and Platform

To learn an effective representation of the aerodynamic effects, we have a custom-
built robot follow a randomized trajectory for 2 min each in six different static wind
conditions, with speeds ranging from 0 km/h to 22.0 km/h through the simulation in
Matlab. However, in experiments, we used wind speeds up to 43.6 km/h (12.1 m/s) to
study how our methods extrapolate to unseen wind conditions. The data is collected at
50 Hz with a total of 10,000 data points.

Our experiment was implemented based on Python 3.8.10 and successfully ran in
Pycharm and Jupyter Notebook.

4.1.2. The Principle of Generative Adversarial Networks

The GAN is a powerful deep learning model, which is composed of two neural
networks: generator and discriminator. The generator is responsible for generating new
data samples, and the discriminator is responsible for determining whether the input data
was generated by the generator. Through the interaction of these two networks, GANs
are able to learn the potential distribution of the generated data to generate high-quality
data samples.

The structure diagram of the GAN neural network is shown in the Figure 10. In this
structure, we use the speed, the attitude of the robot and the PWM as the input of f networks,
and the wind speed as the input of c networks. Wherein, the f network is also called the
generator network, which is used to generate data for different wind conditions. The f
network performs better in offline training, and it does not change with wind conditions; it
is only related to the flight state of the robot, such as the robot’s speed. The c network is also
called the discriminator network, which is used to generate the probabilities of different
wind speed to discriminate the output of the f network and help it obtain a better result.
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The principle of the f network is shown in the following equation:

min
f ,a1,...,ak

K

∑
k=1

Nk

∑
i=1

∥∥∥y(i)k − f
(

x(i)k

)
ak

∥∥∥2
(30)
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where in, y represents the label quantity, a represents the weight matrix, which is obtained
by performing least squares on the f network and the data in the dataset, and x represents
the input. From the formula, it can be seen that the closer the product of f and a approaches
the label quantity y, the better.

The principle of the c network is shown in the following equation:

max∑
i∈B

loss
(

c
(

f
(

x(i)k

))
, k
)

(31)

where in, the input of the c network is the output of the f network, k is the wind condition
index, and (i) is the input-output pair index. The goal of c is to predict the index k from f(x).
And the output of c is a K-dimensional vector for the classification probabilities of K wind
condition. The larger the output result of the c network, the better.

The entire training process involves first calculating a through least squares and
normalizing it, then fixing c and a to calculate f, and finally fixing f and a to calculate c. The
two networks play games with each other to obtain the result, improving the interpretability
of the network.

4.2. NMPC Formulation

A quadratic optimization problem is constructed by a multi-objective optimization
scheme and the following discrete nonlinear optimal control problem is solved with time
discretization by the Runge-Kutta methods of fourth order.

min
u

xT
NQxN +

N−1

∑
k=0

xT
k Qxk + uT

k Ruk (32)

subject to : xk+1 = fRK4(xk, uk, δt) (33)

x0 = xinit umin ≤ uk ≤ umax

We discretize the action process of the robots into N steps through time and restrict
the constraints between 0 ≤ uk ≤ umax. The optimal control problem is implemented using
open-source software.

5. Simulation and Results
5.1. Turbulent Wind Field Environment Construction

From the turbulent velocity transfer function mentioned above, the atmospheric
turbulence generator module can be designed in Simulink. The turbulence generator is
utilized to carry out the simulation experiment of a turbulent wind field, which is located
at a height of 6 m with a wind speed of 10 m per second. With the help of this simulation,
the data set and training set required for the training of the neural network is generated.
The internal structure of the atmospheric turbulent wind field modeling module built in
the Simulink environment is shown in Figure 11.

By generating random signals following a Gaussian distribution, designing filters
based on known spectra, and utilizing shaping filters to transform white noise signals into
atmospheric turbulence signals, we accomplish the simulation and modeling of a turbulent
wind field. This involves establishing a model for atmospheric turbulent wind fields.
Subsequently, integrating this wind field model as a disturbance term into the dynamics
equation of the robot allows us to describe the dynamic characteristics of the aircraft under
the influence of wind disturbances.
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5.2. GAN Training Experiment

The parameter settings for the simulation verification phase are shown in Table 3.

Table 3. Parameters of GAN.

Parameters Value

Number of adaptive sampling points: K 32
Number of sampling points for network

training: B 256

Adversarial loss coefficient: α 0.01
Network learning rate 5 × 10−4

Network update probability: h 0.5
The maximum binomial γ of a 10

Epochs 1000

The convergence of f and c networks is as follows. From Figures 12 and 13, it can
be seen that the loss of the f network decreases and converges; The loss of the c network
has almost not decreased and has not successfully converged, which are all in line with
experimental expectations.
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The prediction of aerodynamic effects under five wind conditions is shown in the
following Figure 14. The experiment uses trained models to predict specific aerodynamic
interference. It can be seen that the experimental results of the x-axis and z-axis are generally
in line with expectations.

Actuators 2024, 13, x FOR PEER REVIEW 18 of 25 
 

 

 
Figure 13. The loss curve of the c network. 

The prediction of aerodynamic effects under five wind conditions is shown in the 
following Figure 14. The experiment uses trained models to predict specific aerodynamic 
interference. It can be seen that the experimental results of the x-axis and z-axis are gen-
erally in line with expectations. 

 
Figure 14. Wind disturbance dynamics prediction effect of the Generative Adversarial Network in 
a wind speed environment with a true value of 2.5 m/s, 4.9 m/s and 6.1 m/s. Wherein, ground truth 
represents the true value, which is the label quantity, predicted values represents values in the gen-
erated data that meet the true condition. 

Figure 14. Wind disturbance dynamics prediction effect of the Generative Adversarial Network in
a wind speed environment with a true value of 2.5 m/s, 4.9 m/s and 6.1 m/s. Wherein, ground
truth represents the true value, which is the label quantity, predicted values represents values in the
generated data that meet the true condition.
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We also collected MSE values before and after training under different wind speeds,
as shown in the Table 4. It can be observed that as the wind speed increases, the MSE
decreases more, and the improvement effect becomes more apparent. Figure 15 displays the
confusion matrix for the GAN, which is mainly used to compare the predicted values and
true values under five different wind conditions of 1.3 m/s, 2.5 m/s, 3.7 m/s, 4.9 m/s and
6.1 m/s. Among them, the abscissa represents the predicted value, the ordinate represents
the true value, the sum of each row represents the real number of samples for this wind
condition, and the sum of each column represents the number of samples predicted for this
category. The numbers in the picture, such as “815” in the first row and column, represent
the number of predicted values when the true value is also 1.3 m/s. Both probability and
color depth represent accuracy. The higher the probability, the darker the color, and the
higher the accuracy. It can be seen from the figure that the probability of correct judgment
decreases from 69.39% to 81.58% as the wind force increases, which shows that the wind
force has an impact on the predicted value.

Table 4. Error values after neural network training under six wind speed conditions.

Situation Before Learning (N) After Learning Error (N)

1.3 m/s 1.20 0.54
2.5 m/s 2.17 0.85
3.7 m/s 3.58 0.89
4.9 m/s 6.69 1.00
6.1 m/s 11.41 1.08
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5.3. Simulation Experiment

We begin by implementing several state-of-the-art controllers in simulation including
PID, NMPC, and the GAN-NMPC controller that we used for the above configuration
robot. As shown in Figure 16, the simulation is performed using the physical model of
Webots and controlled by Simulink, and the physical parameters of the robots are known
in the simulation experiments.
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Figure 16. The physical model of the hybrid robot in Webots.

In this section, a simulation case of a robot flying around a spatial Figure 8 in a windy
environment is used to verify that the use of the GAN-NMPC controller has good trajectory
tracking performance and robustness, which can inhibit the effect of the interference of the
wind field on the flight of the robot as well as overcome the flip phenomenon caused by
the center of gravity offset to satisfy the expectation that the flight trajectory is closer to the
reference trajectory. In the simulation case, the wind field modeling presented in Section 3
was used as the wind field environment, and the ability of each controller to resist wind
interference under the state of the robot’s center of gravity shift is judged by comparing
the position error with the reference trajectory under the action of each controller, and the
comparison concludes that the tracking performance and wind interference resistance of
the GAN-NMPC controller applicable in this paper are optimal and have better stability.

To verify the effectiveness of the proposed GAN-NMPC controller, the classical PID
Controller and NMPC controller which have been widely used in the field of stand quadro-
tors had been used as the comparative simulation. The control flowchart of the three
controllers in the simulations are shown in Figures 17–19.
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Figure 19. Control flowchart of PID controller in simulation.

The purpose of this simulation experiment is to test the tracking performance and
wind interference rejection performance of the robot when flying a figure8 trajectory in x-y-
z three-dimensional space. The flight trajectory in three-dimensional space can effectively
improve the difficulty of robot trajectory tracking, so as to test whether the controller
proposed in this paper can realize excellent trajectory tracking effect and maintain good
tracking performance and interference suppression performance. The reference trajectory
is a Figure 8 located in a 10 m × 10 m × 10 m space. The average speed range during flight
is 3–6 m/s. The initial position of the robot is set to [0 0 0], and the robot is specified to fly
continuously within 6.2 s. The control effect expected to be achieved in this experiment
is to achieve flight stabilization of the quadrotor during straight ahead and steering and
accurate tracking of the reference trajectory in the unstable situation of the center of gravity
being upward.

The results from Figures 20 and 21 indicate that, the presented quadcopter is unable to
maintain stable trajectory tracking under PID or NMPC control when affected by external
wind disturbances. It significantly deviates from the intended figure8 trajectory.

Figure 22 shows the effectiveness of the NMPC controller enhanced by wind esti-
mation through the neural network. It adeptly manages the robot amid turbulent wind
disturbances, avoiding sudden velocity changes and notably minimizing tracking errors.

Table 5 compares the deviation values of tracking trajectories under the influence of
three different controllers. It can be concluded that the PID control, which only relies on the
feedback device of the control loop to regulate all the process variables, can neither adjust
the model uncertain parameters nor add the constraints, will expose great control defects
when subjected to uncertain disturbances, and is far worse than the other two controllers
in trajectory tracking performance. The NMPC control, due to its own capacity limitations,
cannot correct the disturbances brought by the model, and maintains a certain steady state
error in the z-axis. At the same time, from the displacement deviation in the x-y axis, it can be
seen that this controller is not as effective as the GAN-NMPC in resisting the turbulent wind.
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Table 5. Tracking error statistics in cm for different wind conditions. Two metrics are considered:
root mean square (RMS) and mean.

Wind

Model PID NMPC GAN-NMPC

RMS MEAN RMS MEAN RMS MEAN

12.1 m/s 63.7 59.4 31.4 28.7 13.9 11.2
8.5 m/s 31.6 27.2 16.3 13.9 7.3 6.3
4.2 m/s 16.2 14.6 10.7 9.9 3.7 2.9

As can be seen from Figure 23, the motor speed of the robot flying the preset trajectory
is within the normal range when it is controlled by the GAN-NMPC, and there is no
uncontrolled state.



Actuators 2024, 13, 27 22 of 24

Actuators 2024, 13, x FOR PEER REVIEW 23 of 25 
 

 

Table 5. Tracking error statistics in cm for different wind conditions. Two metrics are considered: 
root mean square (RMS) and mean. 

Model 
Wind 

PID NMPC GAN-NMPC 
RMS MEAN RMS MEAN RMS MEAN 

12.1 m/s 63.7 59.4 31.4 28.7 13.9 11.2 
8.5 m/s 31.6 27.2 16.3 13.9 7.3 6.3 
4.2 m/s 16.2 14.6 10.7 9.9 3.7 2.9 

As can be seen from Figure 23, the motor speed of the robot flying the preset trajec-
tory is within the normal range when it is controlled by the GAN-NMPC, and there is no 
uncontrolled state. 

The GAN-NMPC control is able to compensate for the internal model uncertainty 
parameter interference in real time, and at the same time, reduce the tracking error when 
wind exogenous interference is introduced, and it always maintains a good tracking per-
formance. All these results show a clear trend: the GAN-NMPC control is significantly 
better than the PID control and the NMPC control. 

 
Figure 23. Motor speed in simulation. 

6. Conclusions 
In this paper, we first conducted a comparative analysis of existing reconfigurable 

quadrotors with land-air motion capabilities. The multimodal design enhances the robot’s 
obstacle-crossing ability and expands its range of motion. Building upon this, we pro-
posed a novel umbrella retracting mechanism that simplifies the deformation structure 
and incorporates a lightweight design, demonstrating a high degree of integration. The 
robot, weighing only 1.8 kg, achieves a flight endurance of 15 min. Additionally, we de-
scribed the mechanical structure of the robot and modeled the kinematics and dynamics 
of the quadrotor using Newton-Euler equations. Subsequently, we conducted controller 
simulation experiments on the robot. By comparing the control effects of 
PID/NMPC/GAN-NMPC, we verified the effectiveness of the controller in stabilizing at-
titude and position control under the influence of wind field disturbances. In the simu-
lated wind field environment with a speed of 12.1 m/s, the GAN-NMPC control strategy 
effectively maintained the error in the robot’s flight trajectory within the range of 10–15 

Figure 23. Motor speed in simulation.

The GAN-NMPC control is able to compensate for the internal model uncertainty
parameter interference in real time, and at the same time, reduce the tracking error when
wind exogenous interference is introduced, and it always maintains a good tracking perfor-
mance. All these results show a clear trend: the GAN-NMPC control is significantly better
than the PID control and the NMPC control.

6. Conclusions

In this paper, we first conducted a comparative analysis of existing reconfigurable
quadrotors with land-air motion capabilities. The multimodal design enhances the robot’s
obstacle-crossing ability and expands its range of motion. Building upon this, we proposed
a novel umbrella retracting mechanism that simplifies the deformation structure and in-
corporates a lightweight design, demonstrating a high degree of integration. The robot,
weighing only 1.8 kg, achieves a flight endurance of 15 min. Additionally, we described the
mechanical structure of the robot and modeled the kinematics and dynamics of the quadro-
tor using Newton-Euler equations. Subsequently, we conducted controller simulation
experiments on the robot. By comparing the control effects of PID/NMPC/GAN-NMPC,
we verified the effectiveness of the controller in stabilizing attitude and position control
under the influence of wind field disturbances. In the simulated wind field environment
with a speed of 12.1 m/s, the GAN-NMPC control strategy effectively maintained the
error in the robot’s flight trajectory within the range of 10–15 cm. The results indicate that
GAN-NMPC has significant advantages over PID or NMPC, enabling the robot to perform
stable high-maneuver operations in windy conditions while meeting tracking error expecta-
tions. It boasts the advantages of fast adjustment speed, minimal overshooting, and strong
robustness. In future work, we plan to integrate computer vision technology with the robot,
enabling it to autonomously select modes and seamlessly transition between them when
navigating complex terrains. Improving the physical prototype of the reconfigurable robot
and verifying the proposed algorithm on the prototype are our next main focus of research.
At the same time, to ensure the robot maintains its mobility in challenging environments,
such as high temperatures and humidity, we intend to incorporate a protective shell made
of 3D printing material between the main components of the robot.
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