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Abstract: This study provides simulation and experimental results on techniques for avoiding static
and dynamic obstacles using a deep Q-learning (DQL) reinforcement learning algorithm for a two-
wheel mobile robot with independent control. This method integrates the Q-learning (QL) algorithm
with a neural network, where the neural networks in the DQL algorithm act as approximators
for the Q matrix table for each pair (state–action). The effectiveness of the proposed solution was
confirmed through simulations, programming, and practical experimentation. A comparison was
drawn between the DQL algorithm and the QL algorithm. Initially, the mobile robot was connected
to the control script using the Robot Operating System (ROS). The mobile robot was programmed
in Python within the ROS operating system, and the DQL controller was programmed in Gazebo
software. The mobile robot underwent testing in a workshop with various experimental scenarios
considered. The DQL controller displayed improvements in computation time, convergence time,
trajectory planning accuracy, and obstacle avoidance. As a result, the DQL controller surpassed the
QL algorithm in terms of performance.

Keywords: autonomous mobile robot; ROS; DQL; QL

1. Introduction

Mobile robots play a crucial role in societal advancement, undertaking perilous or
challenging tasks for humans, such as search and rescue operations, and aiding in epidemic-
stricken areas and the exploration of remote planets. Consequently, designing such robots
necessitates meticulous trajectory planning—a pivotal aspect [1]. This planning emphasizes
creating the shortest distance, minimizing time, conserving energy, and circumventing
obstacles enroute to the target [2]. Mobile robot trajectory planning encompasses global
path planning, local path planning, static path planning, and dynamic path planning [3,4].

Recent research has seen an increase in trajectory-planning studies for mobile robots to
evade obstacles in their operational surroundings. These studies involve linear, nonlinear,
and intelligent algorithms. In one study [5], mobile robots utilized an artificial potential
field (APF) algorithm for path planning. Another study explored the checkerboard method,
with the researchers frequently employing a simulation algorithm to determine the optimal
trajectory for mobile robots [6]. Additionally, various pathfinding algorithms for static
obstacle avoidance have been utilized, such as the A* algorithm [7], the D algorithm [8], the
DWA algorithm [9], the random tree algorithm (RRT) [10], the genetic algorithm (GA) [11],
particle swarm optimization (PSO) [12], ant colony optimization [13], the gravity search
algorithm (GSA) [14], and pigeon-inspired optimization [15]. A robot is moved according
to the trajectories set based on the PID-FLC controller [16], and intelligent control for
mobile robots based on a fuzzy logic controller [17] has gained popularity. Upon analyzing
the aforementioned research findings, it is evident that mobile robots can swiftly and
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accurately operate in static environments (where comprehensive knowledge of the area
exists) by adjusting their movement speed and trajectory to avoid obstacles. However,
orbital navigation planning for mobile robots proves effective in dynamic environments
(characterized by complexity and numerous variables) [18]. Consequently, AI algorithms
are recommended for planning mobile robot trajectories in dynamic environments, such as
the GA-fuzzy method [19], ANFIS [20], reinforcement learning (RL), and machine learning
(ML). These AI algorithms allow mobile robot trajectories to be trained and updated online
in real time [21].

Building on a previous investigation [22], researchers have extensively utilized the RL
algorithm in gaming and IT. However, many scholars have also applied this algorithm’s
advantageous features, such as simple controller design and orbital navigation planning,
to mobile robots [23,24]. Despite this, the RL algorithm only marginally improves pathing
and increases computation time for convergence. With reference to studies [25–27], the
Q-learning (QL) algorithm charts the mobile robot’s trajectory by learning from past
environmental observations. The QL algorithm has improved computation speed and
convergence. However, it computes the Q values of states to expand the action values of the
neural network. Since accessing all action–state pairs in complex, dynamic environments
are necessary, planning the mobile robot’s trajectory takes a substantial amount of time.

Consequently, several studies have proposed various solutions to mitigate the draw-
backs of traditional QL algorithms. Nakashima and Ishibashi [28] utilized a fuzzy set to
moderate the appropriate Q-value initialization, hastening convergence. In a separate study,
Jiang and Xin [29] introduced a QL algorithm that generates undefined state variables using
a new technique for continuous space division and learning planning in an unknowable
dynamic environment.

Additionally, researchers have recommended an integrated learning strategy based on
spatial allocation to expedite the learning process. When combined with the QL method,
the state–action–reward–state–action (SARSA) technique enabled Wang et al. [30] to achieve
rapid convergence, with the study results indicating reduced learning time. Das et al. [31]
devised an alternative to QL to address the convergence rate issue. To update the Q
table in a more organized manner with reduced time and space complexity, Goswami
et al. [32,33] enhanced the basic QL algorithm. The Q values are preserved in the Q table at
the best action values for each state, resulting in significant time savings. The researchers
established a distinct field for the operation of each table. Numerous QL algorithms have
lessened the computation and convergence times for planning mobile robot trajectories in
intricate and dynamic environments. However, to enhance navigation control in both static
and dynamic environments for mobile robots, this study developed a deep Q-learning
(DQL) algorithm. DQL contains neural networks that are Q-value estimators for each pair
(state-action).

This paper makes several key contributions:

- Successful studies on the navigation controller of mobile robot paths based on the DQL
algorithm based on the ROS operating system through simulation and experimental
results.

- Simulation and experimental results for mobile robots using the DQL algorithm
compared to the QL algorithm have demonstrated the efficiency and superiority of the
proposed algorithm in terms of (1) the proposed DQL algorithm being able to quickly
and safely generate optimal and near-optimal paths; (2) the mobile robot moving
quickly to the required location and avoiding obstacles; (3) the DQL algorithm not
needing a defined environment and lacking a good trade-off between convergence
speed and path length and the algorithm requiring a few milliseconds to compute
a good solution in terms of length and safety; (4) the proposed DQL performance
being improved compared with the performance of the latest related work; and (5) the
suggested DQL increasing the route quality with regard to the length, computation
time, and robot safety.
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The remainder of this paper is organized as follows. The path planning control
problems for mobile robots are described in Section 1. The mathematical modeling of the
operating system for a mobile robot is described in Section 2. The design of the optimal path
for mobile robots using the DQL algorithm is described in Section 3. Finally, the solution’s
effectiveness is tested, compared, and analyzed through simulations and experiments with
the QL algorithm in Section 4.

2. Mathematical Modeling of an Operating System for a Mobile Robot
2.1. Obstacle Modeling in the Mobile Robot Operating Environment

The obstacle model was built on a rectangular box. Among the static and dynamic
path optimization techniques that collect obstacle estimates, the optimal geometry allows
for the easy estimation of any obstacle shape. The obstacles formed using cubes are shown
in Figure 1. In Figure 1a, by using this geometry to plan the robot in 2D, blocks can be
replaced while avoiding 3D obstacles. A realistic scene with 3D blocks (chairs, tables, etc.)
is shown in Figure 1b. A binary map of the modeled environment is shown in Figure 1c.

2.2. Mathematical Model

The mobile robot moves from the start point (xs, ys) to the destination point target
(xT , yT); the purpose of robot path planning is to find the optimal path from the start point
to the target point. This path is connected by n nodes (Ni, i = 1 . . . n), and (n − 1) each
segment is two consecutive nodes connected to each other. We assume that the robot
moves in an environment with m known obstacles, as shown in Figure 1. Each obstacle
is modeled surrounded by a rectangle with four vertices p1(x1, y1) . . . p4(x4, y4) and four
edges obs_segtj(t ∈ {1 . . . 4}, j ∈ {1 . . . m{}}, where p1 is the bottom left corner of the
rectangle. Similar to obstacles in the environment, the mobile robot is also estimated by
a rectangle of four points, and their coordinates change according to the robot’s current
position. The mathematical equation of each segment defined by the two points (pk, pl) of a
rectangle enclosing an obstacle is given by Equation (1):

seg(pk, pl) =

{
y− yk =

yl−yk
xl−xk

(x− xk)

Min(xl , xk) ≤ x ≤ Max(xl , xk)
(1)

The following notation describes the indices and parameters used in the mathematical
model:

N: number of nodes on the trajectory created from the starting point to the destination.
m: number of obstacles in the environment.

• i(i ∈ {1 . . . n{}}: fragment index generated by the node i and i + 1.
• j(j ∈ {1 . . . m}): index of the jth obstacle in the navigation environment.
• k, l(k, l ∈ {1 . . . 4}): indices of the point that defines an obstacle.
• r(r ∈ {1 . . . 4}): index of segment r from the rectangle approximating the mobile robot.
• t(t ∈ {1 . . . 4}): index of the segment r that defines the rectangle of an obstacle.
• Ni : ith node of the path.
• obsj(j ∈ {1 . . . m}) : jth obstacle.
• path_segi(Ni, Ni+1)(i ∈ {1 . . . n− 1}) : ith segment of the path defined by two nodes

(Ni, Ni+1).
• obs_segl j(pk, pl)(k, l ∈ {1 . . . 4})j(j ∈ {1 . . . m}) : lth segment of the jth obstacle defined

by two points (pk, pl).
• CurrentPos: current location of the robot.
• Rob_segr(pk, pl)(r, k, l ∈ {1 . . . 4}) : rth segment of the rectangle approximating the

robot.
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The mathematical model’s decision variables are computed as follows:

Bi,t,j =


1i f∃P1, P2

∣∣{P1, P1} ∈ (path_segi) ∧ {P1, P1} ∈
(
obs_segtj

)
∀j(j ∈ {1 . . . m}, ∀t(t ∈ {1 . . . 4}), ∀i(i ∈ {1 . . . n{}}

0 Otherwise
(2)

Ai,t,j =


1i f∃P1, P2

∣∣{P1, P1} ∈ (path_segr) ∧ {P1, P1} ∈
(
obs_segtj

)
∀j(j ∈ {1 . . . m}, ∀r, t(t ∈ {1 . . . 4}),

0 Otherwise
(3)
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The objective function is to find the shortest path according to Equation (4):

Minimize
(

∑i=n−1
1=1

√
(xi+1 − xi)

2 + (yi+1 − yi)
2, ∀ ∈ {1 . . . n− 1}

)
(4)

Equation (5) requires each node to be unique:

(xi+1 ̸= xi) ∨ (yi+1 ̸= yi), ∀i ∈ {1 . . . n− 1} (5)

The path segments do not overlap in the environment with Equation (6):

∑i=n−1
i=1 ∑j=m

j=1 Bi,t,j = 0, ∀i ∈ {1 . . . n}, t ∈ {1 . . . 4}, j ∈ {1 . . . m{}} (6)

The way for nodes of the robot to overcome obstacles is calculated by Equation (7).

∑j=m
j=1 Ar,t,j = 0, ∀r, t ∈ {1 . . . 4}, j ∈ {1 . . . m{}} (7)

All variables A and B must be binary to satisfy the requirement of Equation (8):

Bi,t,j ∈ {0, 1}, Ar,t,j ∈ {0, 1}∀i ∈ {1 . . . n}, r, t ∈ {1 . . . 4}, j ∈ {1 . . . m{}} (8)

3. Deep Q-Learning and Q-Learning Algorithms in Path Planning for Mobile Robots
3.1. Q-Leaning

The Q-learning (QL) algorithm uses the concept of reward and punishment as created
in the environment in Figure 2. Figure 2 illustrates how a mobile robot selects an action
based on the appropriate policy, executes that action, and receives status (s) and rewards
(r) from the navigation environment. A state contains the robot’s current position in its
workspace while optimizing paths, while an action is a movement whereby the robot
transitions from one state to another.
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The Q value was built for the robot to decide to earn the greatest reward. This is
calculated as follows in Equation (9):

Q(st, at) + α

[
r(st, at) + γmax

aϵA
Q((st+1, a)

]
−Q((st, at) (9)

where α represents the learning rate, γ is the discount factor, and stmax
a∈A

Q(st+1, a) signifies

the maximum Q-value among all feasible actions in the new state at, and denotes the
immediate reward/penalty earned by the agent after executing a move at state st+1.

Based on Equation (9), it is a state matrix which acts as a lookup table. From there, for
each state of the robot, we found the action with the most significant Q value (Figure 3).
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Reinforcement learning is a random process; therefore, the Q values will differ before
and after the action. This is called a temporary difference, based on Equation (10).

TD(a, s) + r(st, at ) + γmax
aϵA

Q((st+1, a)]−Q((st, at ) (10)

Thus, the matrix Q(st, at) needs to update the weights based on Equation (11):

Qt(st, at) = Qt−1(st, at) + αTDt(at, st) (11)

where α is an arithmetic coefficient. Through the times the robot performs actions, Q(st, at)
will gradually converge.

The programming program for the Q-learning algorithm for robot pathfinding is
expressed as follows (Algorithm 1):

Algorithm 1: Classical Q-learning algorithm begins

Initialization:
Q(st, at)← {0} , (states and m actions)
for (each episode):
(1) Set st ← a random state from the states set s;

while (st ̸= goal stage)
(2) Choose at in st by using an adequate policy (ε -greedy, etc.);
(3) Perform action at and receive reward/penalty and st+1;
(4) Update Q(st, at) using Equation (9);
st ← st+1
end-while
end-for
end

The size of the Q table increases exponentially with the number of states and actions
in an environment with conditions.

In this situation, the process becomes computationally expensive and requires consid-
erable memory to hold the Q values. Imagine a game in which each state has 1000 actions.
A table with one million cells is required. Given the vast amount of computational time [31],
one of the main problems when using the QL algorithm in path optimization is that access-
ing all of the action–state pairs during the mining process is complex, which affects orbital
convergence.

3.2. Deep Q-Leaning

The DQL algorithm replaces the regular Q table with a neural network. Instead of
mapping a (state–action) pair to a Q-value, the neural network maps the input states to
(action and Q-value) pairs, as shown in Figure 4.
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Figure 4. Deep Q-learning in Q value assessment.

State evolution data were used for the neural network input, and the Q value corre-
sponded to each separate output node of the neural network. Therefore, each predicted Q
value of an individual action is in state.

The proposed model for deep learning neural networks has four layers: one input layer,
two hidden layers, and one output layer (Figure 5). There were 1856 training parameters
in the first hidden layer, comprising architecture neurons that are entirely associated with
28 laser sensor inputs. A total of 4160 parameters were trained in the second hidden layer,
including 64 neurons and 64 inputs from the first.
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A programming program for the DQL algorithm is as follows (Algorithm 2):
The robot makes decisions and performs actions according to the Q-based (ε-greedy)

policy. A mobile robot must successfully consider more than short-term gains over the long
term. It is necessary to mention any prizes it might win in Class 1, Class 2, and Class L-1
future class. In addition, because the environment is unpredictable, the mobile robot can
never be sure to receive the same reward the next time it carries out the same activities.
Robots can diverge further as they advance in the future. Therefore, we employed a future
discount reward in this study. The following formula is used to calculate the return on the
future dilution factor at time t:

Rt = rt + γrt+1 + γ2rt+2 + . . . + γT−trT , 0 ≤ γ ≤ 1 (12)

where rt is the direct reward, and T is the time step at which the robot action ends; the
further in the future the reward, the less the robot considers it.



Actuators 2024, 13, 26 8 of 18

Algorithm 2:

Input : data X = (x1, x2, . . . , xN), learning factor α, discount factor, epsilon-greedy policy ∈,
robot pose, safety constraints
Output : Q(s, a; θ), states’ s ∈ S, actions a ∈ A, weight θ

Begin
Initialize replay memory D to capacity N
Initialize Q(s, a; θ) with random weights
Initialize Q(s, a′; θ′), with random weights

for episode = 1, M do
Randomly set the robots pose in the scenario Observe initial states of robots s
for t = 1, T due to:
Select an action at

With probability, select a random action at
Otherwise select at = argmaxa′Q(st, a′; θ)
Execute action at, observer state st+1, compute reward Rt

Store training (st, at, Rt, st+1) in relay memory EASY
Sample random minibatch of transition (st, at, Rt, st+1) from EASY

Calculate the predicted value Q
(

sj, aj; θ
)

Calculate the target value for each minibatch transition
If st+1 is the terminal state, the yj = Rj

Otherwise yj = Rj + γmaxa′j
Q′

(
s′j, a′j; θ′

)
Train neural networks using (yj −Q

(
sj, aj; θ

)
)

2

end for

The goal of the robot is to interact with the environment by choosing actions that
maximize future rewards. We used a technique called experience replay, in which we record
the robot’s experience at each time step, et = (st, at, Rt, st+1), in a data set Dt = {e1, . . . , et},
which is pooled over many learning cycles (episodes) at the end of the learning cycle into
replay memory.

It is necessary to update the weights of neural networks. We first sampled random
transitions from replay memory D with finite memory size N. For each given transformation,
the algorithm performs the following steps:

- Step 1: Transition through the neural network for the current state to obtain the
predicted value Q(sj, aj; θ).

- Step 2: If the transition sampled is a collision sample, then the evaluation for this
pair (sj, aj) is directly set as the termination reward. Otherwise, forward neural
networks are performed for the next state s’, the maximum overall network output
is calculated, and the target for the action is computed using the Bellman equation
(r + maxa′j

Q′
(

s′j, a′j; θ′
)

). For all other activities, the target value is set to be the same

as that initially returned in step 1.
- Step 3: The Q-learning update algorithm uses the following loss function:

L(θ) =
1
N ∑n

i=1 (yj −Q
(
sj, aj; θ

)
)

2 (13)

The neural network weights were changed using a loss function through backpropaga-
tion and stochastic gradient descent. The mobile robot stores the learned neural networks
in its brain when the training is over and uses them for future testing and work.

4. Simulation and Experimental Results

This study proposes a DQL-based obstacle avoidance trajectory planning strategy for
a mobile robot operating in an unexplored area using a LIDAR sensor. The LIDAR sensor
acquires the distance value in the system and decides what steps to take next based solely
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on the distance of the obstacle to the mobile robot. Our proposed framework is depicted in
Figure 6.
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Figure 6. Robot Operating System (ROS) model.

Our navigation framework consists of two main stages: (1) In the Offline stage, trajec-
tories are sampled using the robot’s kinematic model. A 3D map structure is created around
the robot by a LIDAR sensor and a hector SLAM algorithm. The voxels are categorized as
“Priority” or “Support” based on their proximity to the nearest sampling point. (2) During
the online stage, sensor data are translated into categorized voxels to compute occupancy
values for each trajectory. The neural network generates a discrete action based on these
observations. The online stage continues until a terminal state (goal or collision) is reached.

Action Space: In this paper, we utilize a 2D vector space to depict our actions as
a = [v ω] ∈ R2 as we conduct simulations on a differential drive robot controlled by linear
v and angular ω velocity commands.

Reward function: The reward function is calculation is Equation (12).

Reward =


rgoal i f dtarget

t < τtarget

r f ail else i f nt > nmaxstep or dobs
t < τ f ail

rstep
t = rtarget

t + rstep
t else

(14)

where:
rtarget

t = βtarget
(

dtarget
t−∆t − dtarget

t

)
(15)

rstep
t =

βtarget

nmaxstep (16)

We set a positive reward goal rtarget for the robot when the mobile robot reaches
the target. Suppose the episode ends by exceeding a threshold τ f ail , reaching the closest
obstacle’s distance value dobs

t , or reaching the maximum number of steps nmax per episode.
In that case, we penalize it with a negative reward r f ail . To reduce the training time spent
by the robot in inefficiently exploring its state space, we introduce a step reward function
rstep

t to evaluate states other than the end cases.
The step function target rtarget

t is calculated by finding the difference between the
current and previous time steps’ target distance. This difference is then multiplied by
the user-defined scalar beta target to adjust the reward/penalty weight on the navigation.
Depending on the distance difference’s sign, the function penalizes or rewards the current
state. The step function rstep

t penalizes the robot for not reaching the goal. The penalty
value µstep pen remains constant for each time and is determined by the user-defined
scalar βtarget step and nmaxstep. Including the previous action in observations helps the
robot escape dead spots by compelling it to choose different activities. To address the
potential issue of local minima, we introduce a mechanism to encourage exploration. By
incorporating the previous action in the observations, we compel the robot to diversify its
activities, thus mitigating the risk of getting stuck in unproductive states. This approach
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promotes a more adaptive and exploratory behavior, enabling the robot to navigate more
effectively through complex environments. Moreover, using a user-defined scalar β step
pen and nmaxstep allows for fine-tuning the penalty for not reaching the goal, providing
flexibility in adjusting the learning process to specific task requirements. Combining these
strategies contributes to a more robust and efficient navigation system, enhancing the
robot’s ability to overcome challenges and achieve its objectives.

In this process, the unnatural acceleration or deceleration actions of the system are
required during resonance. The action value frequently fluctuates, physically shocks the
robot, and reduces path performance. Therefore, the action values are returned to the input
in the order of the network action after being held in memory.

In addition, reinforcement learning was simulated on the Robot Operating System
and Gazebo simulator (ROS–GAZEBO), and the experiments were conducted on actual
mobile robots by using scenarios and analyzing the experiment.

In this study, a mobile robot was experimentally built with specific specifications and
a steel body size of 70 cm × 50 cm × 38 cm. Its 10 cm diameter wheels handle nearly
any surface in the home. The two motor shafts hold 1200-tick encoders. This differential
drive platform is comprehensive and can rotate in place. The wheels move only on one
side, with two DC motors attached to the encoder. The robot was equipped with a Jetson
Nano 4G embedded computer processor. ROS programming software specifications, motor
encoder information, and other I/O via packets from the Jetson Nano 4G walker server all
micro-control to the personal computer (PC) client and return control commands. Signals
were obtained for power from the Linda 3600 A2 sensors, camera, and inertial measurement
unit (IMU). ROS software provides library functions for navigation, path planning, obstacle
avoidance, and many other robotic tasks. Figure 7 displays the experimental model of the
mobile robot.
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Figure 7. In the diagram, 0 is the left (−90◦), 1 is the left front (−45◦), 2 is the front (0◦), 3 is the right
front (45◦), and 4 is the right (90◦); a mobile robot’s actions are directed.

4.1. Set Status for a Mobile Robot

This state is an environment that observes and describes the current position of the
robot. The state size is 28, with 24 values for the laser distance sensor, the distance to the
target, and the angle to the target.

4.2. Set Action for a Mobile Robot

The robot could perform actions only in each state. The linear speed of the mobile
robot in this situation was always 0.15 m/s. This is the act of determining the angular rate.
The authors used a mobile robot model (Figure 8) that could only perform the five possible
tasks listed in Table 1.
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Table 1. Action and angular velocity.

Action Angular Velocity

0 −1.5
1 −0.75
2 0
3 0.75
4 1.5

4.3. Setup of a Reward for a Mobile Robot

The mobile robot performs an action in this state. It then receives a reward. Reward
design is crucial to learning. Rewards can be either positive or negative. When the robot
achieves its goal, it receives a sizeable positive compensation. When the robot collides with
an obstacle, it receives a large negative reward.

4.4. Parameter Setting for the Controller

Parameter setting for the controller is listed in Table 2.

Table 2. Action and angular velocity.

T 6000 (s) Time step of one cycle

γ 0.99 The discount factor

α 25 × 10−5 Learning speed

ξ 1.0 Probability of choosing a random action

ξreduce 0.99 Reduction rate of epsilon. When a cycle ends,
epsilon decreases

ξmin 0.05 Minimum stats of epsilon

Batch size sixty-four Activate a group of training templates

Train start Sixty-four Start of input training

Memory 106 Memory size
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4.5. Simulation Results on ROS-GAZEBO

In this study, the control robot system created a scenario similar to that of a simulated
factory in ROS-Gazebo to bridge the gap between the simulated environment and the
natural world.

In this environment, various obstacles were built to test the proposed QL and DQL
navigation algorithms. The territory includes walls, static blocks, mobile people, targets,
and mobile robots. The mobile robot must reach the target while avoiding static and
dynamic obstacles, as illustrated in Figure 9.
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Figure 9. Path planning simulation environment for mobile robots in ROS-Gazebo.

The training process for a robot can undergo several cycles. Each cycle ended when
the robot acquired the target position, hit an obstacle in its path, or when the time for each
cycle ended.

In this environment, various types of obstacles, including pedestrians, static blocks,
and walls, were randomly placed to test the performance of the proposed mobile robot
navigation algorithm. The task of the robot is to avoid static and dynamic barriers by
maintaining a safe distance from them and reaching the target positions in the shortest
distance and fastest time.

The path planning results of mobile robots using two algorithms, QL and DQL, in
dynamic environments were assessed in this study. Figure 10 shows a realistic environment
for path planning for a mobile robot, where the workspace is 12 m × 12 m with obstacles
and the minimum distance between blocks is 0.6 m. For all tests, the robot starts from
position (1, 1) and finds the path to the target (11, 11). Table 3, below, presents the results.

The results in Table 3 show that both controllers effectively guide the mobile robot
in planning the most efficient path. Specifically, with the DQL controller, the trajectory
is enhanced, resulting in a shorter distance traveled, although the improvement is not
considered significant. At the same time, the computational time needed to determine the
optimal rotation and motion is notably improved. In the dynamic environment mirroring
that of the QL algorithm in case 1, the distance covered is 17.758 m over 12.314 s. In
contrast, with the DQL algorithm, the system covers a distance 0.629 m shorter in almost
half the time, taking only 7.927 s. In case 2, the distance covered is 18.416 m over 14.637 s.
Conversely, with the implementation of the DQL algorithm, the system covers a distance
1.181 m shorter in almost half the time, taking only 8.324 s. These findings suggest that the
DQL algorithm produces superior outcomes compared to the QL algorithm.
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Table 3. Simulation results in ROS-GAZEBO.

No. Algorithm
Case 1 Case 2

Distance (m) Run Time (s) Distance (m) Run Time (s)

1 QL 17.758 12.314 18.416 14.637
2 DQL 17.129 7.927 17.235 8.324

4.6. Experiment Results

The experimental studies on robots with the two proposed algorithms involved many
obstacles in this environment, including walls, tables, chairs, and students walking. The mo-
bile robot must reach the target while avoiding the static and dynamic barriers (Figure 11).
In this study, the robot was subjected to the following experimental cases:
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Case 1: The actual environment for mobile robot path planning, where the workspace
is a 4.5 m × 6.8 m robot club room with obstacles. The experimental study in Case 1 is
presented in Figure 12.
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Case 3: The mobile robot runs along the hallway with 20 kg of weight, as shown in
Figure 13. The obstacles in this environment are pillars in the corridor and a cargo box that
blocks the middle of the way. The experimental study in Case 3 is presented in Figure 14.

As shown in the Figures 12–14 test results, the mobile robot starts at the door position
(1, 1) and finds the path to the target (red, 5.5 m from the door). The experimental results of
the two algorithms are listed in Table 4.
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hallway with 20 kg of weight.

Table 4. Simulation results in ROS–GAZEBO.

No. Algorithm
Case 1

Distance (m) Run Time (s)

1
QL 6.271 72.132

DQL 5.753 47.853

2
QL 6.314 74.097

DQL 5.958 51.845

3
QL 6.264 72.124

DQL 5.386 45.734

Case 2

Distance (m) Run time (s)

1
QL 20.123 57.372

DQL 21.235 32.735

2
QL 20.123 57.375

DQL 21.235 33.738

3
QL 20.123 57.379

DQL 19.235 30.735

Case 3

Distance (m) Run time (s)

1
QL 27.682 92.132

DQL 25.638 87.867

2
QL 27.682 92.132

DQL 25.638 87.656

3
QL 27.682 92.132

DQL 26.338 60.853

Based on the results presented in Table 4, it is evident from the experimental data that
across all three cases, the DQL algorithm consistently outperforms the QL algorithm in the
context of orbital planning for mobile robots, particularly concerning time efficiency. For
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instance, in Case 1, the DQL algorithm reduces the orbit length by 0.878 m and demonstrates
a shorter duration of 26.390 s compared to the QL algorithm. Similarly, in Case 2, the DQL
algorithm shortens the orbit by 0.88 m, with a reduced time of 26.644 s, in comparison
to the QL algorithm. Finally, in Case 3, the DQL algorithm demonstrates a reduction of
1.344 m in orbit length and a shorter time of 31.279 s compared to the QL algorithm.

These outcomes strongly indicate the effectiveness of the DQL algorithm in trajec-
tory planning for mobile robots within uncertain and dynamic environments. The DQL
algorithm is adept at establishing an optimal trajectory and consistently invests more time
in generating high-quality solutions. Furthermore, the execution time variability of the
proposed DQL method increases as the number of barriers rises, highlighting its adapt-
ability. In contrast, the DQL technique consistently delivers robust results within a short
timeframe.

5. Conclusions

The deep Q-learning (DQL) algorithm is introduced in this study as a solution to create
an optimal path for mobile robots in complex and dynamic environments. The algorithm
helps the robot select the best action, speed up the learning process, find the ideal trajectory,
and provide the Q table’s most favorable value for each action–state pair in a complex
environment. The simulations and experiments show the proposed algorithm’s efficiency
and superiority compared to the QL algorithm. Additional control functions such as classi-
fication, identification using image processing, voice control, and lane identification using
intelligent control algorithms must be designed to improve the mobile robot’s trajectory
further. This is the future research direction of the authors’ research group. Implementing
these additional control functions will require a thorough understanding of the robot’s
environment and the ability to adapt to changing conditions in real-time. Developing
robust and reliable algorithms that can handle dynamic environments’ complexities and
ensure mobile robots’ safety and efficiency is essential. Additionally, integrating advanced
sensor technologies and machine learning algorithms will play a crucial role in enhancing
the capabilities of mobile robots and enabling them to navigate complex and unpredictable
environments with ease and precision. Furthermore, integrating advanced sensor tech-
nologies and machine learning algorithms will be pivotal in enhancing the capabilities of
mobile robots. This integration will enable them to navigate complex and unpredictable
environments quickly and precisely. Developing robust and reliable algorithms that can
handle the complexities of dynamic environments and ensure the safety and efficiency
of mobile robots is essential for their widespread adoption. As mobile robots become
increasingly prevalent in various industries, the ability to adapt to changing conditions in
real time and navigate through challenging environments will be crucial for their successful
deployment.
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