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Abstract: Currently, most control systems of the aero-engines possess a central controller. The core
tasks for the control system, such as control law calculations, are executed in this central controller,
and its performance and reliability greatly impact the entire control system. This paper introduces a
control system design named Software Defined Control Systems (SDCS), which features a controller-
decentralized architecture. In SDCS, a network composed of a set of nodes serves as the controller, so
there is no central controller in the system, and computations are distributed throughout the entire
network. Since the controller is decentralized, there is a need for decentralized control tasks. To
address this, this paper introduces a method for designing decentralized control tasks using periodic
linear iteration. Each node in the network periodically broadcasts its own state and updates its
next-step state as a weighted sum of its current state and the received current states of other nodes in
the network. Each node in the network acts as a linear dynamic controller and maintains an internal
state through information exchange with other nodes. We modeled the decentralized controller and
obtained the model of the entire control system, and the workload of each obtained decentralized
control task is balanced. Then, we obtained a parameter tuning method for each decentralized
controller node based on Linear Matrix Inequalities (LMI) to stabilize the closed-loop system. Finally,
the effectiveness of the proposed method was verified through digital simulation.

Keywords: decentralized controller; linear iterative; aero-engines; dynamic controller; Linear Matrix
Inequalities (LMI)

1. Introduction

The traditional aero-engine control system uses a centralized control scheme, and the
controller is connected to the analog sensors and actuator through cables and connectors.
The controller executes most of the tasks of the control system, such as control law calcula-
tion, digital-to-analog conversion (D/A), analog-to-digital conversion (A/D), and so on,
and the workload of the controller is large. Meanwhile, the centralized control scheme in-
creases the difficulty and cost of upgrading and maintaining aero-engines throughout their
entire life cycle. In addition, the presence of rotating components results in a large amount
of cables within the system, which reduces the thrust-to-weight ratio of the aero-engines.
To overcome the drawbacks of centralized control schemes, researchers have introduced the
design concept of distributed control into the design of aero-engine control systems [1–5].

The Distributed Control System (DCS) first appeared in industrial process control [6,7],
and it has been widely adopted in many fields [8–10]. The core design concept of the
distributed control system for aero-engines is functional decentralization, which means
that some functions of a centralized control system, such as signal conditioning and state
monitoring, are executed by intelligent sensors and actuators, while the central controller
focuses on the core tasks of the control system, such as control law calculation [11]. In a
DCS, the controller, intelligent sensors, and intelligent actuators are connected through a
common and standardized digital bus [12,13]. Compared to centralized control, DCS has
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the following advantages: (1) digital intelligent sensors and actuators reduce the control
tasks of the central controller. (2) The digital bus reduces the weight of the aero-engine
control system. (3) Modular design solutions lower the difficulty and cost of system
upgrades and maintenance processes.

In addition to the above advantages, DCS also has some disadvantages:

1. As the performance of aircraft and aero-engines gradually improve, the functionality
and complexity of central control tasks also rapidly increase, which requires high-
performance, multi-core microprocessors as controllers, and it places high demands
on the thermal management system of the aviation engine.

2. Due to the increasing functionality and complexity of core control tasks, the amount of
software code in the control system rapidly increases, reducing the software reliability
of the control system.

3. Control tasks are centralized on the central controller. The central controller deter-
mines the performance of the aero-engine’s control system, and its damage or failure
have a significant impact on the control system.

The analysis of the DCS for aero-engines mentioned above shows that the drawbacks in
the system are caused by the central controller present in the system. The drawbacks of DCS
suggest that a feasible scheme is to make the controllers in the control system decentralized.
This involves using a network of decentralized nodes as the system controller, where
multiple microprocessors work together to execute the control tasks of the central controller
of DCS. As a result, the workload of each decentralized node is significantly reduced.
With the decrease in workload, the software code volume for each node also decreases,
thereby improving the software reliability of the control system. Additionally, several low-
performance, but highly reliable microprocessors, can be used as decentralized controllers,
which enhances the reliability of individual nodes.

The origin of the decentralized control design scheme dates back to the 1970s, and
its concept was mainly proposed to solve the control problem of large-scale systems.
Large-scale systems are characterized by extensive spatial distribution, numerous external
signals, or dynamic changes in control structure. The core problem is that the control
system is too large, and the control problem is too complex [14]. It is generally difficult
to achieve control objectives by using more powerful microprocessors and larger storage
space for large-scale systems. Due to the characteristics of large-scale systems, it is usually
necessary to analyze and process the controlled plants, divide the system control problems
into independent sub-problems, and handle signal delays caused by large spaces [15].
Distributed control in the industrial process control field adopts this design concept. This
includes the later network control systems (NCS) and wireless networked control systems
(WNCS). In WNCS, wireless communication is used to transmit data between system
components. Compared with wired communication, wireless communication has its
advantages and disadvantages. Its advantages include flexibility in installation, easy
configuration, and strong adaptability; disadvantages include communication delays, data
packet loss, etc. Ref. [16] conducted a study on the decentralized control system for the
autonomous guided vehicles (AGVs) path planning problem, proposing two decentralized
control methods to solve the AGV control problem: task allocation for AGVs through
consensus method and path planning coordination through decentralized control strategy.
In this design scheme, the microprocessors of several vehicles form the controller for the
AGV problem, specifically targeting path optimization in a large spatial range. However, for
each vehicle, there still exists a central controller in its control system. Ref. [17] researched
the decentralized control of automation systems, such as smart factories and smart cities.
In addition to data related to control tasks, there is also data interaction, such as images
and voices, resulting in high communication requirements for the system. Inspired by
concepts, such as software-defined networking (SDN), a decentralized data interaction
control method was designed for large space and large data flow systems through extending
Lyapunov drift-plus-penalty (LDP) control to a new queuing system to adjust the data
flow within the system. Ref. [18] studied the decentralized control problem of two coupled
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power systems, including wind turbines and diesel generators. In this paper, the system
was not decoupled and treated as a whole, and a decentralized controller was designed
consisting of two PI-lead controllers. This scheme mainly focused on the research of PI
controllers and parameter tuning, but the application of this scheme is limited for cases
where the control effect of some PI controllers is poor. Ref. [19] proposed a decentralized
control scheme for aero-engines, which replaced the central controller in traditional aero-
engine control systems with multiple controllers to control different subsystems of the
aero-engine. However, in this scheme, the controllers are fixedly mapped to the subsystems,
and this means that there exists a central controller for each subsystem, and the control
system structure is relatively inflexible. In the aforementioned studies, each decentralized
controller can independently complete specific control tasks.

Ref. [20] proposed a controller decentralized design method, namely, the Software-
Defined Control System (SDCS). In SDCS, the network composed of decentralized nodes
serves as the controller to execute control tasks, such as control law execution. Therefore,
the control tasks executed by the decentralized nodes are also decentralized, and each
decentralized control task is a part of the core control tasks. The core control tasks are the
sum of these decentralized control tasks in a specific way, no individual decentralized node
can complete the system control task alone. The aero-engine is a safety-critical system that
requires high reliability of the control system. When applying SDCS to the aero-engine
control system, highly reliable but low-performance microprocessors should be used as
decentralized nodes. This requires that the workload and software code volume of each
decentralized control task are low, and complex control functions need to be executed.

The contributions of this paper are as follows. A linear iterative-based decentralized
design scheme for control tasks was introduced. In this scheme, a network composed
of several decentralized nodes act as the controller to undertake the system control task.
Each decentralized node broadcasts its own state information to other decentralized nodes
in each cycle period. Other nodes receive the broadcasted state information, and when
all decentralized nodes have completed broadcasting their state information, all nodes
update their own states as a weighted sum of their current state and the received states
from other nodes. Therefore, each task node can act as a small dynamic controller. Through
the linear iterative process, a model of the decentralized controller was constructed, which
obtained the task executed on each decentralized node and the model of the entire control
system. Due to the controller being located in the forward path and the linear iterative
process introducing new internal state variables, conventional state feedback or output
feedback design schemes cannot be used for decentralized controller node parameter
tuning. Additionally, since the parameters with respect to the Lyapunov condition are
nonlinear, conventional Lyapunov methods and LMI methods cannot be directly applied
to parameter tuning of decentralized controller nodes. A parameter tuning method for
decentralized controller nodes based on LMI was presented for the designed decentralized
control task to ensure that the control system is Schur stable.

The remainder of this paper is organized as follows.
Section 2 describes a linear model for aero-engines. Section 3 presents the structure of

the Software Defined Control System for aero-engines and a periodic linear iterative-based
decentralized controller implementation scheme, along with control system modeling.
Section 4 introduces a parameter tuning method for the controller based on LMI. Section 5
conducts simulation verification of the designed scheme. Section 6 is the final chapter of
this paper, which summarizes and discusses the future outlook.

2. Aero-Engine Model

The mathematical model of aero-engines is crucial for the design of aero-engines
control systems. As aero-engines are complex, time-varying, and strongly nonlinear sys-
tems, their mathematical models should be nonlinear [21–24]. The current controllers are
designed based on linear systems for aero-engines [25,26]. The decentralized controller
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proposed later in this paper is designed based on a periodic linear iterative scheme and is
linear, hence requiring a linear model of the aero-engines.

The modeling methods for aero-engines generally include two types: identification
method and analytical method. The identification method requires corresponding exper-
imental conditions, has high costs, and some of its algorithms have large computational
consumption. Moreover, the resulting model may lose certain characteristics of the engine.
The analytical method is based on the principles of aero-engines to build models. Firstly,
the components of the aero-engines are modeled; then, a series of nonlinear equations
that describe the working process of the aero-engines by following the aerodynamic and
thermodynamic principles during their operation are utilized to obtain the mathematical
model of the aero-engines [27,28].

In this section, we analyze the case of a turbofan engine using the method described
in Refs. [27,28]. This section first introduces the nonlinear model of turbofan engines and
then describes the linearization method for the nonlinear model of turbofan engines.

2.1. Nonlinear Model of Turbofan Engines

In this sub-section, the models of various components of turbofan engines are pre-
sented, including the inlet, fan, compressor, combustor, turbine, bypass duct, mixer, and
exhaust nozzle.

(1) Intake

When air enters the aero-engines, it first flows through the intake. The intake’s inlet
parameters are:

When H ≤ 11 km,

T1 = 288.15− 0.0065H

P1 = 101, 325×
(

1− H
44,331

)5.25588 (1)

When H > 11 km,
T1 = 216.5
P1 = 22, 632× e

11,000−H
6342

(2)

where; T1 and P1 are the total temperature and the total pressure at the inlet of the intake,
respectively.

(2) Fan

The inlet parameters of aero-engines fan are:

T2 = T1

(
1 + k1−1

2 Ma
2
)

P2 = σ1P1

(
1 + k1−1

2 Ma
2
) k1

k1−1
(3)

where; T2 and P2 are the total temperature and the total pressure at the inlet of the fan,
respectively, Ma is Mach number, σ1 is the total pressure recovery coefficient of the intake,
and k1 is the air adiabatic index.

The outlet parameters of aero-engines fan are:

T21 = T2

1 + πF

kF−1
kF −1
ηF


P21 = πFP2

(4)

where; T21 and P21 are the total temperature and the total pressure at the outlet of the fan,
respectively, kF is the air adiabatic index, πF is the fan pressure ratio, and ηF is the efficiency
of the fan.



Actuators 2023, 12, 259 5 of 21

(3) Compressor

The inlet parameters of aero-engines compressor are:

T22 = T21
P22 = σ2P21

(5)

where; T22 and P22 are the total temperature and the total pressure at the inlet of the
compressor, respectively, σ2 is the total pressure recovery coefficient of the fan.

The outlet parameters of aero-engines compressor are:

T3 = T22

1 + πC

kC−1
kC −1
ηC


P3 = πCP22

(6)

where; T3 and P3 are the total temperature and the total pressure at the outlet of the
compressor, respectively, πC is the pressure ratio of the compressor, ηC is the efficiency of
the compressor, and kC is the air adiabatic index.

(4) Combustion chamber

According to the energy conservation law, the simplified energy balance equation for
the combustion chamber is:

Wm f Huηr + WmacpT3 = WmacpT4 (7)

where; T4 is the temperature at the outlet of the combustion chamber, Wm f is the fuel flow,
Hu is the calorific value of the fuel, ηr is the combustion efficiency, Wma is the air flow at
the inlet of the combustion chamber, and cp is the specific heat capacity of air at constant
pressure. The outlet pressure P4 of the combustion chamber can be calculated using the
above equation.

P4 = σ3P3 (8)

where; P4 is the pressure at the outlet of the combustion chamber, and σ3 is the total pressure
recovery coefficient of the combustion chamber.

(5) High-pressure turbine

The outlet parameters of aero-engines high-pressure turbine are:

T41 =
qmg,TH T4+CHPTCoolqmaC,totalTcool

qmg,TH,total

(
1−

(
1− π

1−kTH
kTH

TH

)
ηTH

)
P41 = P4

πTH

(9)

where; T41 and P41 are the total temperature and the total pressure at the outlet of the
high-pressure turbine, respectively, qmg,TH is the gas flow of the high-pressure turbine,
CHPTCool is the proportion coefficient of the high-pressure compressor bleed air used to
cool the high-pressure turbine, qmaC,totalTcool is the total flow of added air, qmg,TH,total is the
outlet air flow of the high-pressure turbine, πTH is the high-pressure turbine pressure ratio,
ηTH is the efficiency of the high-pressure turbine, and kTH is the gas adiabatic index.

(6) Low-pressure turbine

The outlet parameters of aero-engines low-pressure turbine are:

T5 =
qmg,TLT42+CLPTCool qmaC,totalTcool

qmg,TL,total

(
1−

(
1− π

1−kTL
kTL

TL

)
ηTL

)
P5 = P42

πTL

(10)
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where; T5 and P5 are the total temperature and the total pressure at the outlet of the low-
pressure turbine, respectively, qmg,TL is the gas flow converted by the high-pressure turbine,
and T42 is the inlet temperature of the low-pressure turbine, which is approximately equals
to the outlet temperature of the high-pressure turbine T41. P42 is the inlet pressure of the
low-pressure turbine, which is approximately equals to the outlet pressure of the high-
pressure turbine P41. CLPTCool is the proportion coefficient of the high-pressure compressor
bleed air used to cool the low-pressure turbine, qmg,TL,total is the outlet air flow of the
low-pressure turbine, πTL is the low-pressure turbine pressure ratio, ηTL is the efficiency of
the low-pressure turbine, and kTL is the gas adiabatic index.

(7) Bypass duct

The outlet parameters of aero-engines bypass duct are:

T6 = T21
P6 = σ4P21

(11)

where; T6 and P6 are the total temperature and the total pressure at the outlet of the bypass
duct, respectively, and σ4 is the total pressure recovery coefficient of the bypass duct.

(8) Mixer

The gas flow qmg,7 at the outlet of the mixer is the sum of the air flow qma,6 at the outlet
of the bypass duct and the gas flow qmg,5 at the outlet of the low-pressure turbine, let σ5
denotes the total pressure recovery coefficient of the mixer, then the physical parameters at
the outlet of the mixer are:

qmg,7 = qmg,5 + qma,6

h7 =
h5qmg,5+h6qma,6

qmg,7

P7 = σ5·
P5qmg,5+P6qma,6

qmg,7

(12)

where: h5, h6, and h7 are the specific enthalpy of the gas at the outlet of the low-pressure
turbine, air at the outlet of the bypass duct, and gas at the outlet of the mixer, respectively.
From h7, it is easy to obtain the temperature T7 at the outlet of the mixer.

(9) Nozzle

The outlet parameters of aero-engines nozzle are:

P8
PS

= πNZ

qmg,8 = Kq
P8 A8q(λ8)√

T7

(13)

where; P8 are the pressure at the outlet of nozzle, A8 is the sectional area of the nozzle, Kq is
the state coefficient of the nozzle, q(λ8) refers to the function related to the characteristics
of the bypass duct and the core duct, πNZ is the available pressure drop of the nozzle, and
PS0 denotes the standard atmospheric pressure.

2.2. Common Working Equations

In this paper, the high-pressure turbine and high-pressure compressor form the high-
pressure rotor in the turbofan engine. The high-pressure compressor is driven by the
high-pressure turbine. The low-pressure turbine and fan form the low-pressure rotor. After
passing through the inlet duct and fan, the gas flow is divided into two parts, with one
entering the bypass duct and the other entering the core flow. Based on the flow rate,
pressure and power balance between each engine component and the principle of constant
rotational speed, the following common working equation can be obtained.

(1) Power balance equation of the high-pressure rotor:

PH = PCH + Pex,H + DH

(
dnH
dt

)
(14)
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where; PH is the power of high-pressure turbine, PCH is the power of high-pressure com-
pressor, Pex,H is the power lost by transmission friction force, DH

(
dnH
dt

)
is the acceleration

power of high-pressure rotor, and DH = (π/30)2 JHnH , JH is the moment of inertia of the
high-pressure rotor, and nH iss the speed of the high-pressure rotor.

When the aero-engine is in stable state, dnH/dt = 0, and ignore the power lost by
transmission friction force Pex,H , that Equation (14) is simplified into:

PH = PCH (15)

(2) Power balance equation of the low-pressure rotor:

When the engine is in a stable state, dnL/dt = 0. Ignoring the power loss Pex,L caused
by transmission friction, a simplified power balance equation for the low-pressure rotor
can be obtained, similar to that of the high-pressure rotor.

PL = PCL (16)

where; PL is the power of low-pressure turbine, and PCL is the power of low-pressure
compressor.

(3) Flow balance equation of the fan:

After passing through the fan, the gas is divided into two parts: one enters the bypass
duct and the other enters the high-pressure compressor. Ignoring loss of gas flow, we have:

qmaF = qmaC + qma6 (17)

where; qmaF denotes the air flow from the fan, qmaC denotes the air flow into the high-
pressure compressor, and qma6 denotes the air flow into bypass duct.

(4) Flow balance equation of the high-pressure turbine:

The gas flow of the high-pressure turbine satisfies the following equation.

qmg,4 = qmaC + qm f (18)

where; qmg,4 denotes the air flow into the high-pressure turbine, qmaC denotes the air flow
from the high-pressure compressor, and qm f denotes the fuel flow.

(5) Flow balance equation of the low-pressure turbine:

The air flow at the inlet of the low-pressure turbine is equal to the air flow at the outlet
of the high-pressure gas turbine qmg,42, then:

qmg,42 = qmg,4 + CHPTCoolqmaC,totalTcool (19)

where; CHPTCool is the proportion coefficient of the high-pressure compressor bleed air
used to cool the high-pressure turbine, and qmaC,totalTcool is the total air flow into the high-
pressure turbine.

(6) Flow balance equation of the nozzle:

The gas flow of the nozzle qmg,8 satisfies the following equation.

qmg,8 = qmg,5 + qma,16 (20)

where; qmg,5 is the gas flow at the low-pressure turbine outlet, and qma,16 is the gas flow
into the bypass duct.

2.3. Linearization of Nonlinear Models

The current design of control systems is mainly linear, so it is necessary to obtain a
linear model of aero-engines. Aero-engines have strong non-linear characteristics. The
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common method is to select several operating points within the flight envelope and es-
tablish a linear model at these points, thus obtaining a segmented linear model of the
aero-engine [29].

The partial derivative method is a common method for obtaining the linear model of
aero-engines [30]. This method first perturbs a given state variable with a small disturbance,
while keeping all other control variables and state variables constant. The partial derivatives
of the state variables with the perturbation are then calculated to obtain the state matrix
and output matrix of the state space model of the aero-engine. Then, a small perturbation
is given to a given control variable, while keeping all other control variables and all state
variables constant. The input matrix of the state space model is obtained by taking the
partial derivatives of the control variable with the perturbation. This method only has
theoretical significance because most state variables and control variables are coupled, and
it is difficult to change only a single state variable or control variable without affecting other
state variables or control variables. This leads to large modeling errors in this method.

This section briefly introduces the fitting method of linearization for aero-engines [31].
Firstly, a small perturbation state variable model of the aero-engine is obtained based on
the selected state variables, control variables, and output variables. The linear dynamic
response is calculated by giving a small step input to each control variable. Similarly,
the nonlinear dynamic response is obtained by giving the same step input to the control
variables of the nonlinear model of the aero-engine. Using the nonlinear dynamic response
data as a reference, the matrices in the linear model are fitted to make the linear dynamic
response data as close as possible to the nonlinear dynamic response data, thus obtaining
the linear model of the aero-engine.

Here, taking the bivariate state-space model of aero-engines as an example, the state-
space model is given below: { .

x = Ax + Bu
y = Cx

(21)

where; the state variables are selected as the low-pressure rotor speed nL and high-pressure
rotor speed nH , the output variables are selected as the low-pressure rotor speed nL and
the turbine pressure ratio PiT = πTLπTH , the control variables are selected as the fuel
flow Wm f , and the area of the nozzle A8. That is, x =

[
nL nH

]T , u =
[
Wm f A8

]T , and

y =
[
nL PiT

]T .
Let,

A =

[
a11 a12
a21 a22

]
, B =

[
b11 b12
b21 b22

]
, C =

[
c11 c12
c21 c22

]
From the selected output variables and state variables, c11 = 1, c12 = 0.
Giving a small step to the fuel flow while keeping the nozzle area constant, then:

∆nL
∆Wm f

(
Wm f

)
0

(nL)0
=

a12b21 − a22b11

a11a22 − a12a21
+

(λ1 − a22)b11 + a12b21

λ1(λ1 − λ2)
eλ1−t − (λ2 − a22)b11 + a12b21

λ2(λ1 − λ2)
eλ2−t

∆nH
∆Wm f

(
Wm f

)
0

(nH)0
=

a21b11 − a11b21

a11a22 − a12a21
+

(λ1 − a11)b21 + a21b11

λ1(λ1 − λ2)
eλ1−t − (λ2 − a11)b21 + a21b11

λ2(λ1 − λ2)
eλ2−t

c21
∆nL

∆Wm f

(
Wm f

)
0

(nL)0
= −c22

∆nH
∆Wm f

(
Wm f

)
0

(nH)0

where; λ1 and λ2 are the eigenvalues of the state matrix A.
At the same steady-state point, by keeping the nozzle area and fuel flow constant, re-

spectively, small steps are applied to the nozzle area and fuel flow to obtain the component-
level nonlinear model’s small step response data for aero-engines.
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Linear and nonlinear models are given the same amplitude of control variable step
at the same steady-state point; the target is to make the linear and nonlinear dynamic
responses as close as possible. By establishing and fitting the equation group, the state–
space model of aero-engines at that steady-state point can be obtained.

3. Aero-Engines’ Linear Iterative Controller
3.1. Software Defined Control Systems of the Aero-Engines

Ref. [32] proposed the Software Defined Control Systems (SDCS) for aero-engines. The
SDCS for aero-engines is based on the DCS for aero-engines, and it has been proposed along-
side advancements in computer technology, communication technology, sensor technology,
data storage technology, and other related support technologies. First, a brief introduction
to the DCS for aero-engines will be provided. The DCS for aero-engines was developed
based on a centralized control system. In the centralized control system for aero-engines,
the controller is connected to the engine’s sensors, actuators, and other devices via cables.
These devices do not have signal processing or control capabilities and interact with the
controller through cables. The controller undertakes all control functions of the control
system, including signal acquisition and processing, control law calculation, and control
signal output. The structure of the DCS for aero-engines is shown in Figure 1 [33]. In the
aero-engine DCS, signal conditioning, A/D, D/A, and other functions are delegated to the
sensors and actuators, while the controller only performs core control tasks, such as control
law calculations [34,35]. The sensors and actuators integrate microprocessors internally,
making them intelligent sensors and intelligent actuators. Communication between the
controller, intelligent sensors, and intelligent actuators is performed through a digital bus.
Intelligent sensors convert measurement signals into digital signals and provide them to
the controller. The functions performed by intelligent sensors include A/D, redundancy
management, and interface with the digital bus. Intelligent actuators receive control com-
mands from the controller and control the actuator. The functions performed by intelligent
actuators include D/A, closed-loop feedback, redundancy management, and interface with
the digital bus. The controller sends control commands to intelligent actuators at a fixed
rate through the digital bus. The bus structure of the aero-engine DCS is generally divided
into circle structure and linear structure. The circle bus connects each node through a
circular structure and has a simple structure. The linear bus uses fewer cables but has
a more complex structure. Commonly used buses in aero-engine DCS research include
MIL-STD-1553, Field Bus, CAN, and others. Currently, the tasks of controllers are becoming
increasingly complex and require new, high-performance microprocessors as controllers.
Therefore, this has a certain impact on the reliability of the control system.

Actuators 2023, 12, x FOR PEER REVIEW 10 of 21 
 

 

 
Figure 1. Overview of a traditional aero-engine DCS. 

The feature of SDCS is that the controllers are decentralized. In an SDCS, a decentral-
ized network is formed by a set of low-cost, highly reliable, but low-performance, micro-
processor nodes. As shown in Figure 2, each microprocessor node has computing, storage, 
and communication functions, and data can be transmitted between nodes. Aero-engines 
SDCS replaces the central controller in aero-engines’ DCS with this decentralized net-
work, and the entire decentralized network acts as the controller of the aero-engine con-
trol system. Some microprocessors in the network possess bus communication capabili-
ties, allowing the entire decentralized network to communicate directly with intelligent 
sensors and actuators in the aero-engine control system. In Figure 2, green circles repre-
sent conventional nodes, and blue circles represent nodes with bus communication capa-
bilities. 

 
Figure 2. Overview of an aero-engine SDCS. 

With the structure of aero-engines, the SDCS requires decentralized control tasks to 
be performed on each decentralized node. The process of obtaining decentralized control 
tasks from core control tasks is named control task virtualization, and each decentralized 
task is called a virtual control task (VCT). It can be seen that the core control tasks of the 
control system are the sum of these VCTs, and each VCT is mapped to a decentralized 
node in the network. Since each VCT is a subtask of the core control tasks of the control 

Figure 1. Overview of a traditional aero-engine DCS.



Actuators 2023, 12, 259 10 of 21

The feature of SDCS is that the controllers are decentralized. In an SDCS, a decen-
tralized network is formed by a set of low-cost, highly reliable, but low-performance,
microprocessor nodes. As shown in Figure 2, each microprocessor node has computing,
storage, and communication functions, and data can be transmitted between nodes. Aero-
engines SDCS replaces the central controller in aero-engines’ DCS with this decentralized
network, and the entire decentralized network acts as the controller of the aero-engine
control system. Some microprocessors in the network possess bus communication capabili-
ties, allowing the entire decentralized network to communicate directly with intelligent
sensors and actuators in the aero-engine control system. In Figure 2, green circles represent
conventional nodes, and blue circles represent nodes with bus communication capabilities.
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With the structure of aero-engines, the SDCS requires decentralized control tasks to
be performed on each decentralized node. The process of obtaining decentralized control
tasks from core control tasks is named control task virtualization, and each decentralized
task is called a virtual control task (VCT). It can be seen that the core control tasks of the
control system are the sum of these VCTs, and each VCT is mapped to a decentralized
node in the network. Since each VCT is a subtask of the core control tasks of the control
system, the task load on each decentralized node is effectively reduced, which allows for
the use of low-cost, high-reliability, and low-performance microprocessors as decentralized
nodes of the control system. At the same time, the amount of software code on each node is
effectively reduced, which can improve the software reliability of each decentralized node.

3.2. Linear Iterative Controller Design Scheme

For the structure of a SDCS, nodes in the network act as controllers to execute system
control tasks. Sensors, actuators, and nodes in the network can exchange information
with each other, and each node maintains its own internal state. Let γ = {v1, v2, · · · , vn}
denote the set of all nodes, γD = {vd1, vd2, · · · , vdd} denote the set of all error tracking
nodes, γA = {va1, va2, · · · , vaa} denote the set of nodes that send data to the actuators,
γC = {vc1, vc2, · · · , vcc} denote the set of nodes that execute VCTs, and γCi represent the
neighboring node set of node vci in γC.

The linear iterative working mechanism of the nodes in the network is that each VCT
node in the network broadcasts its own state information to other nodes in the network at
each cycle. Other task nodes receive the broadcasted state information. After all, the VCT
nodes have completed their state broadcasting, and each VCT node updates its own state
as a weighted sum of its previous cycle state and the received state information of other
VCT nodes. Thus, each task node can act as a small dynamic controller.

Consider the example of the linear iterative network shown in Figure 3, where each
node maintains a scalar state. Nodes broadcast their own states to other nodes in the
network in a certain order (it is known from the analysis process below that the broadcast
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order has no effect on the iteration solution model). In each cycle, node vc4 broadcasts
its state first, then node vc5 broadcasts its state, and so on, with node vc2 being the last
node to broadcast its state in each cycle. Any node vci ∈ γC receives the states of other
nodes in γC, and updates its own state as a weighted sum of its previous cycle state and the
received states of all other nodes. Let zi[k] denote the state of node vci ∈ γC in the kth cycle.
Taking the example of placing a decentralized controller in the forward path to complete
unity feedback control, where u1 is the tracking error between the output and input, and
u2 is the output of the decentralized controller, based on the linear iterative process of the
decentralized controller, we have:

zi[k + 1] = wiizi[k] + ∑
vj∈γCi

(
wijzj[k]

)
+ hiu1[k] (22)
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The actuator input u2 is obtained as a linear combination of the tracking error value
u1 and the node states zi in γC:

u2[k] = ∑
vj∈γC

(
gjzj[k]

)
(23)

The vector z[k] =
[
z1[k] z2[k] · · · zN [k]

]T , which is a concatenation of all node
states in γC (where N is the number of internal state variables maintained by the node in
γC), we obtain the iteration process of the entire network as:

z[k + 1] =


w11 w12 · · · w1N
w21 w22 · · · w2N

...
...

. . .
...

wN1 wN2 · · · wNN

z[k] +


h1
h2
...

hN

u1[k] (24)

u2[k] =
[
g1 g2 · · · gN

]
z[k] (25)

Let, 
w11 w12 · · · w1N
w21 w22 · · · w2N

...
...

. . .
...

wN1 wN2 · · · wNN

 = W


h1
h2
...

hN

 = H

[
g1 g2 · · · gN

]
= G

Then,
z[k + 1] = Wz[k] + Hu1[k]
u2[k] = Gz[k]

(26)

This sub-section describes the working process of the linear iteration strategy for
nodes in the network and obtains the system model of the linear iteration strategy. From
the above analysis, it can be concluded that the broadcasting order of nodes in Figure 3
has no impact on modeling the linear iteration strategy of the network, and the tasks of
each node are balanced. The key to designing the linear iteration strategy is to determine
the link weights (i.e., W, H, and G in Equation (26)). A simple method for obtaining link
weight parameters will be introduced in the following sub-sections of this paper.

3.3. Control System Modeling

As shown in Figure 4, this is a schematic diagram of the control system structure for
aero-engines, with the controller placed in the forward path. In Figure 4, u represents the
system input, y represents the system output, u1 represents the tracking error between
the output and input, and u2 represents the output of the controller. The control system
adopts unity negative feedback design. The controller calculates the control signal using
the difference between the system reference input and output and sends the control signal
to the actuator to complete the system control task. The system control task is centralized
at a specific controller node.

For SDCS, the system feature is that the controller is decentralized, that is, a controller
is composed of several decentralized nodes in the network with computing, storage, and
communication capabilities. The corresponding SDCS control system structure diagram
is shown in Figure 5. In the figure, u is the system input, y is the system output, u1 is the
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tracking error between the output and input, u2 is the output of the decentralized node
based controller, the dashed box represents the decentralized nodes, the blue lines represent
communication between nodes, and for simplicity, not all data transmission relationships
between decentralized nodes are shown. Each decentralized node has computing, storage,
and communication capabilities. The node used to calculate the tracking error between the
output and input is called the error tracking node, which is isomorphic to other nodes in
the network.
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The general time-discrete linear time-invariant model of the aero-engine in Figure 5 is:

x[k + 1] = Ax[k] + Bu2[k]
y[k] = Cx[k]

(27)

From the control system structure in Figure 5,

u1[k] = u[k]− y[k] (28)

Based on the periodic linear iterative strategy derived from Equations (24) and (25),

the state–space model of the control system can be represented as
∼
x[k] =

[
x[k]T z[k]T

]T
.
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In Figure 5, when the nodes in the network adopt the linear iterative strategy shown in
Figure 3, the state equation of the closed-loop system is:

∼
x[k + 1] =

[
A BG
−HC W

]
∼
x[k]−

[
0
H

]
u[k] (29)

Let, [
A BG
−HC W

]
=
∼
A

[
0
H

]
=
∼
B

Then,
∼
x[k + 1] =

∼
A
∼
x[k]−

∼
Bu[k] (30)

From the above analysis, it can be concluded that the control-related computing
tasks performed by the decentralized controller nodes responsible for system control are
described by Equation (22), which is a linear weighted sum process. The linear weighted
sum of a single node is equivalent to a VCT. It can be seen that, for each VCT, only
simple addition and multiplication operations are required, with minimal computational
requirements and low utilization of node computing resources. Each VCT actually uses its
own state and the state of other task nodes to perform linear iterations in order to maintain
its own state.

Based on the running process and mathematical description of the linear iterative
SDCS closed-loop control system presented in this section, the following advantages of this
method can be identified:

1. Low resource consumption

In the linear iteration scheme proposed in this section, the task of each VCT is a linear
weighted sum of the node’s own state and the states of other task nodes. The computation
is simple and requires minimal resources, resulting in low computational overhead for the
nodes. As aero-engines are safety-critical systems that often use mature and stable but
low-performance electronic devices, the SDCS control system design based on the linear
iteration scheme is suitable for aero-engine control systems. It can use limited computing
resources to perform simple periodic tasks and complete system control tasks.

2. Balanced resource consumption

As mentioned earlier, the task of each VCT is a linear weighted sum of multiple node
states, resulting in equal task loads for each task node and balanced resource consumption
across the nodes.

3. Good software performance

Since the tasks of each task node are the same, with only different link weights, there
is no need to design the software system for each VCT separately. In addition, the simple
weighted summation task of each VCT results in less code and simpler tasks, making it less
likely to affect the control system due to software system failures during operation.

4. Easy to develop

This solution does not require homogeneous hardware nodes, as long as the nodes
meet the basic requirements of computing, communication, and storage performance, they
can be easily added to the control system for system expansion.

In this section, a SDCS model based on the linear iterative strategy was obtained,
and a fully distributed decentralized controller was implemented, where VCT represents
the linear weighted combination process executed on a single task node. Not every node
needs to directly exchange data with sensors and actuators, as data exchange mainly occurs
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between decentralized nodes in the network. The tuning of link weights in the linear
iteration process of this scheme will be described in detail in the next section.

4. Controller Parameter Tuning Method Based on LMI

To ensure the normal running of the control system, it is essential to ensure that the
control system is stable. For the design scheme in this paper, since the linear iterative
process of the decentralized controller is discrete, it is required that the system be Schur
stable.

The most intuitive method is to use the Lyapunov method [36], which involves finding
a matrix P that satisfies the following equation.

P > 0
∼
A

T
P
∼
A− P < 0

(31)

However, since the linear iterative method of the decentralized controller in this paper
does not impose any restrictions on the network topology of the nodes, and the parameters

P and
∼
A(W, H, G) in Equation (31) are nonlinear with respect to the Lyapunov condition,

it is difficult to solve using general Linear Matrix Inequality (LMI) methods. Here, the
following lemma is introduced,

Lemma 1. System
∼
A is Schur stable if and only if there exist matrices P and Q, such that the

following equation holds:
P > 0
Q > 0
Q = P−1

∼
A

T
Q−1

∼
A− P < 0

(32)

Proof. From Equation (31), according to the Schur complement theorem, we can conclude
that, P

∼
A

T

∼
A P−1

 > 0

Let, Q = P−1, then, P
∼
A

T

∼
A Q

 > 0

According to the Schur complement theorem, we can obtain that,

∼
A

T
Q−1

∼
A− P < 0

Additionally, P and Q are positive definite matrices. �

From Refs. [37,38], we can obtain the following lemma.

Lemma 2. For positive definite matrices P and Q, P and Q are the optimal solutions to the following
optimization problem, if and only if Q = P−1:

min trace(PQ)

s.t.


P > 0
Q > 0
P > Q−1
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By Lemma 1 and Lemma 2, we can easily derive the following conclusion:

System
∼
A is Schur stable, if and only if the following optimization problem has a

solution.
min trace(PQ)

s.t.


P > 0
Q > 0
P > Q−1

∼
A

T
Q−1

∼
A− P < 0

(33)

In the above optimization condition, the four constraint conditions are linear, but the
objective function min trace(PQ) is nonlinear. In order to facilitate solving the problem
using LMI method, the objective function can be linearized at any P0 and Q0 [38], that is:

trace(PQ)|P0,Q0
= trace(P0Q + PQ0) + c (34)

In Equation (34), c is a constant. Therefore, the optimization objective can take
trace(P0Q + PQ0) as the objective function. Since trace(P0Q + PQ0) is linear, the LMI
method can be used to solve the above optimization problem. Based on this conclusion,

the following
∼
A(W, H, G) parameter tuning algorithm is given. First, the LMI problem is

presented:
min trace(PkQk+1 + Pk+1Qk)

s.t.


Pk+1 > 0
Qk+1 > 0
Pk+1 > Q−1

k+1
∼
A

T

k+1Q−1
k+1

∼
Ak+1 − Pk+1 < 0

(35)

The flowchart for the parameter tuning algorithm is shown in Figure 6.
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In the above algorithm, during each iteration, Pk and Qk are equivalent to P0 and Q0
in Equation (34), and the matrix variables Pk+1 and Qk+1 to be solved are equivalent to P
and Q in Equation (34). Therefore, the optimization objective function in Equation (35),
min trace(PkQk+1 + Pk+1Qk), is linear. The parameters Wk+1, Hk+1, and Gk+1 obtained
from the above algorithm are the required parameters W, H, and G for the decentralized

controller. Under this control parameterization, the control system
∼
A is Schur stable.

5. Simulation Analysis

The previous sections introduced a decentralized controller design based on linear
iteration, provided the mathematical model of the control system, and presented a controller
parameter tuning method based on LMI. The purpose of this simulation is to verify the
feasibility of the proposed decentralized controller design of the aero-engines SDCS and
parameter tuning algorithm in this paper.

By using the modeling method in Section 2, we obtain the discrete-time state space
model of a turbofan engine under the conditions of 0 altitude and 0 Mach number, which is
given by: [

nL[k + 1]
nH [k + 1]

]
= A

[
nL[k]
nH [k]

]
+ B

[
Wm f [k]
A8[k]

]
[

nL[k]
PiT[k]

]
= C

[
nL[k]
nH [k]

]
where,

A =

[
0.9561 −0.0139
−0.0168 0.9721

]

B =

[
0.0152 0.0117
0.0104 0.0081

]

C =

[
1 0

−3.7430 6.8260

]
nL and nH are the low-pressure and high-pressure rotor speeds of the turbofan engine,

respectively, PiT = πTLπTH is the turbine pressure ratio, Wm f is the fuel flow, and A8 is
the area of the nozzle.

Using the LMI based algorithm designed in Section 4 and the MATLAB YALMIP
toolbox, with “sdpt3” solver, the parameters W, H, and G of the decentralized controller
are calculated as follows:

W =

[
2.0579 1.6296
1.6139 1.2523

]
× 10−5

H =

[
4.0930× 10−4 −5.9683× 10−5

−5.9683× 10−5 −7.7824× 10−5

]

G =

[
−0.1846 0.2545
0.2545 −0.3239

]
It can be verified that

∼
A(W, H, G) is Schur stable. Therefore, it can be seen that only

two nodes are required to form a decentralized controller of the aero-engine’s control
system.

Figure 7 shows the schematic diagram of the low-pressure rotor speed response of
an aero-engine under corresponding inputs. Figure 8 shows the schematic diagram of the
turbine pressure ratio response of an aero-engine under corresponding inputs.

From the simulation results of Figures 7 and 8, it can be seen that the response of the
low-pressure rotor speed and turbine pressure ratio under the corresponding input is stable.
In the design scheme proposed in this paper, a decentralized controller design scheme is
first presented to obtain the VCT of the SDCS. The model of the control system is obtained
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through the model of the decentralized controller. A control parameter tuning scheme is
given using LMI, which obtains the parameters of each VCT. For the parameter tuning
scheme, the objective is to ensure the stability of the control system. By analyzing the result

of the parameter tuning scheme, the system
∼
A(W, H, G) is Schur stable, meanwhile, the

simulation results show that the system is stable, demonstrating the effectiveness of the
proposed design.

Actuators 2023, 12, x FOR PEER REVIEW 18 of 21 
 

 

𝑛 [𝑘 + 1]𝑛 [𝑘 + 1] = 𝐴 𝑛 [𝑘]𝑛 [𝑘] + 𝐵 𝑊 [𝑘]𝐴 [𝑘]𝑛 [𝑘]𝑃 𝑇[𝑘] = 𝐶 𝑛 [𝑘]𝑛 [𝑘]  

where, 𝐴 = 0.9561 −0.0139−0.0168 0.9721  

𝐵 = 0.0152 0.01170.0104 0.0081  

𝐶 = 1 0−3.7430 6.8260  𝑛  and 𝑛  are the low-pressure and high-pressure rotor speeds of the turbofan en-
gine, respectively, 𝑃 𝑇 = 𝜋 𝜋  is the turbine pressure ratio, 𝑊  is the fuel flow, and 𝐴  is the area of the nozzle. 
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In the design process of this paper, a decentralized controller can be composed using
only a small number of nodes, making the design of the control system simple. Furthermore,
because the internal nodes of the controller use periodic broadcasting for linear iteration,
the communication resources consumed by the controller increase as the number of nodes
executing the VCT increases. From the simulation results, it can be seen that using a
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decentralized node with the same number as the system order can complete the control
task well.

The proposed design scheme makes the application of SDCS in aero-engine control
systems simple. From the perspective of control system design, existing aero-engine
models can be used to obtain the control tasks of decentralized controller nodes through the
algorithm introduced in this paper, simplifying the system design. From the perspective of
software design, the control tasks executed by each decentralized node in the controller
are simply linearly weighted sums of the node’s own state and the states of other nodes.
Different VCTs executed on different nodes only have different weights on the state, and the
software structure is the same, making software code writing and development easy and
short. From the perspective of hardware development, since the consumption of computing,
storage, and communication resources between different VCTs is indistinguishable, and
homogeneous nodes can be used for hardware system design, making hardware design
easy without requiring specific designs for different VCTs, effectively reducing the difficulty
and cycle of the hardware design process.

6. Conclusions

This paper briefly introduces the architecture of SDCS for aero-engines. The SDCS
is composed of a network of low-cost, low-performance, and highly reliable nodes that
serve as the controller for the aero-engine control system. The characteristic of SDCS is
that the controller is decentralized, and there is no central controller node in the control
system. In order to meet the decentralized characteristic of the SDCS controller, this
paper introduces a virtualization scheme for control tasks based on node linear iteration,
obtaining the virtual control tasks executed on each node. The linear iterative scheme
for decentralized controllers is modeled, and the mathematical model of the aero-engine
control system is obtained. In the proposed scheme, the control tasks executed on each
node have balanced workloads, and the workloads of the decentralized nodes are small,
making it easy to use low-cost, low-performance, and highly reliable microprocessors as
decentralized controllers of the control system. To stabilize the control system with the
designed controller, a controller parameter tuning scheme based on the LMI method is
introduced. Finally, the feasibility of the proposed design scheme is verified through digital
simulation.
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