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Abstract: A multi-head-attention-network-based method is proposed for effective information extrac-
tion from multidimensional data to accurately predict the remaining useful life (RUL) of gradually
degrading equipment. The multidimensional features of the desired equipment were evaluated
using a comprehensive evaluation index, constructed of discrete coefficients, based on correlation,
monotonicity, and robustness. For information extraction, the optimal feature subset, determined
by the adaptive feature selection method, was input into the multi-head temporal convolution
network–bidirectional long short-term memory (TCN-BILSTM) network. Each feature was individu-
ally mined to avoid the loss of information. The effectiveness of our proposed RUL prediction method
was verified using the NASA IMS bearings dataset and C-MAPSS aeroengines dataset. The results
indicate the superiority of our method for the RUL prediction of gradually degrading equipment
compared to other mainstream machine learning methods.

Keywords: adaptive feature selection; multi-head attention; temporal convolutional network;
bidirectional long short-term memory; remaining useful life

1. Introduction

With the rapid development of the industrial economy, the maintenance cost of ma-
chinery and ensuring equipment safety and reliability is an important issue. An accurate
prediction of the remaining useful life (RUL) can reduce equipment maintenance downtime,
increasing productivity and lowering production costs. In general, the theoretical failure
models for mechanical equipment are based on degradation due to performance failure.
However, in practical engineering applications, it is often difficult to accurately predict the
RUL of gradually degrading equipment.

From the research point of view, several models exist for RUL predictions. These can
be classified into three main categories, namely physical [1], data-driven [2–4], and hybrid
models [5]. Traditional prediction techniques require accurate theoretical and physical
models to characterize the degradation process. However, often it is quite difficult to estab-
lish such universal models for the actual production of the equipment, resulting in a loss of
time and labor. With the development of data storage technologies, there is an increasing
demand to evaluate the health of machinery according to their historically available work-
ing status data. The data-driven model uses the sensor monitoring parameters to effectively
mine information. It extracts useful feature information through data analysis and charac-
terizes the health status of the equipment to achieve high-precision RUL prediction. The
hybrid model offers better accuracy theoretically, owing to the combined advantage of both
physical and data-driven models. However, to function properly, it requires a reasonably
well-constructed physical model. This is often the most challenging task in RUL prediction,
at times even impossible for complex mechanical systems. Therefore, data-driven models
are the most extensively applied models in the present age.
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Generally speaking, data-driven equipment RUL prediction for equipment consists of
two important steps: (1) extracting features that can characterize the equipment’s degrada-
tion state; and (2) building appropriate predictive models using machine learning methods,
such as support vector machine (SVM) [6], grey forecasts model (GM (1, 1)) [7], hidden
Markov model (HMM) [8], and so on.

It is necessary to extract features that conform to the equipment degradation trend
to characterize the degradation process and predict the RUL. Guo et al. [9] used statistical
features extracted from the original vibration signal of a rolling bearing to characterize its
degradation state. However, some features unrelated to the bearing degradation process
also tend to be extracted in practical applications. Such features need to be screened and
rejected to simplify the prediction model and reduce errors, improving the calculation
accuracy and efficiency. Mi et al. [10] proposed a double-layer feature selection method
to screen out a subset from the candidate features and improve the sensitivity of the
degradation trend by eliminating redundancy. Based on this method, it is necessary to
build an appropriate model for the time-series RUL prediction. Saufi et al. [11] built a
long short-term memory (LSTM) model by integrating the Laplacian score (LS), random
search optimization, and LSTM to achieve an accurate RUL analysis for the rolling bearings.
Behera et al. [12] proposed a novel RUL prediction method based on a multiscale deep
bidirectional gated recurrent neural network (MDBGRU) for large and complex equipment.
This method overcomes the pre-expertise requirement on multiple subcomponents of the
system and realizes automatic learning both local and global information. Zhang et al. [13]
proposed a dual-task network structure based on bidirectional gated recurrent unit (BiGRU)
and multigate mixture-of-experts (MMoE), which simultaneously evaluates the HS and
predict the RUL of aeroengines. In order to well mine the degradation trend in aeroengines
in different levels, Xiang et al. [14] constructs a novel variant LSTM called multicellular
LSTM (MCLSTM), which is used to extract the health indicators of aeroengines from
raw data.

In order to accurately characterize the degradation process, the characteristic features
of the equipment operation process should be extracted to the fullest extent. Feature
extraction in practical applications can have several problems such as large dimensions, data
redundancy, and high time costs due to manual screening. Consequently, a comprehensive
evaluation index was constructed to screen multidimensional features. For improved
information mining of the selected features, we propose a prediction method based on a
multi-head attention mechanism for improved accuracy and enhanced generalization.

Initially, for multidimensional features, the noise was reduced through exponential
smoothing. Subsequently, based on correlation, monotonicity, and robustness, a comprehen-
sive evaluation index J was constructed using the discrete coefficients. The optimal feature
subset was obtained by replacing manual screening with adaptive feature selection to
improve the working efficiency. Finally, a temporal convolution network–bidirectional long
short-term memory (TCN-BILSTM) network, based on the multi-head attention mechanism,
was applied to effectively mine and extract information from the optimal feature subset.
Different features were modeled individually to realize parallel processing and maximize
data integrity preservation, while improving the network’s computational efficiency. The
results demonstrated higher prediction accuracy and better generalization of our proposed
method compared to other mainstream machine learning methods.

The rest of this paper is organized as follows: Section 2 introduces the model construc-
tion and the related theory; Section 3 describes the experimental results and analysis; and
Section 4 presents the conclusions.

2. Methodology

As mechanical equipment operates over time, depending on its health status, dif-
ferent sensor monitoring signals are produced. Different sensor signals can be regarded
as different features. Based on the RUL analysis incorporated with the adaptive fea-
ture selection method, we constructed a multichannel prediction network to analyze
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and process the different features and retain the useful information of the multidimen-
sional features to the highest possible extent. The framework of the method is shown in
Figure 1. This method is divided into two main steps: (1) data processing and (2) prediction
model construction.
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Figure 1. RUL prediction process.

2.1. Data Preprocessing
2.1.1. Exponential Smoothing

Since the correlation between the current parameters of the equipment features and
their surrounding values decreases with the increase in the number of sample groups, it
is feasible to use the exponential smoothing method for noise reduction [15]. The current
value is expressed as the weighted average of the actual current value and the parameter
value at the previous moment.{

St = α·yt + (1− α)·St−1
S1 = y1

, t ≥ 2
, t = 1

(1)

where St is the observed value at the t moment, St represents the observed value at the
moment of t− 1, yt is the true value of the t moment, and α is a smoothing constant in the
range of 0 to 1.

2.1.2. Adaptive Feature Selection

(I) Feature evaluation indices

The equipment degradation process is essentially a random process of continuous
change. An excellent feature should basically meet three particular conditions:

• There exists a correlation between the features and the time series of the RUL; features
change with the degradation of the equipment.

• Features should be monotonical owing to degradation being an irreversible process.
• Features should have good anti-interference properties against random noise.

In this study, correlation, monotony, and robustness [16] are taken as the feature
evaluation indices for the adaptive feature selection process. With performance degradation
being a random process, good degradation features can be broken down into the actual
trend and the residual parts. The exponential weighted moving average method is used to



Actuators 2023, 12, 158 4 of 23

decompose the features into the stationary trend fT(tk) and the random margin term fR(tk):

f (tk) = fT(tk) + fR(tk) (2)

where f (tk) represents the feature value obtained at the time tk, and k = 1, 2, . . . , K repre-
sents the instance of time.

Correlation, monotony, and robustness are calculated as shown in Equations (3)–(5).
Corr represents the linearity between the measured feature and time; Mon represents the
monotonous trend in the evaluated feature; and Rob represents the tolerance of the feature
to outliers. The values of the aforementioned features evaluation indices range from [0,1];
the larger the index value, the better the performance of the feature.

Corr(F, T) =
|K ∑k fT(tk)tk −∑k fT(tk)·∑k tk|√[

K ∑k fT2(tk)− (∑k fT(tk))
2
][

K ∑k(tk)
2 − (∑k tk)

2
] (3)

Mon(F) =
1

K− 1

∣∣∣∣∣∑K δ( fT(k + 1)− fT(k))−∑
K

δ( fT(k)− fT(k + 1))

∣∣∣∣∣ (4)

Rob(F) =
1
K ∑

k
exp

(
−
∣∣∣∣ fR(k)

f (k)

∣∣∣∣) (5)

where fT(tk) represents the stationary trend, fR(tk) represents the random margin term,
f (tk) represents the feature value obtained at the time tk, k = 1, 2, . . . , K represents the
instance of time, and δ is a unit step function.

(II) Feature selection

Individual indices can only provide a one-sided measurement of the health of alterna-
tive features. In order to compute the three evaluation indices of each alternative feature, a
linear combination can be constructed as the final comprehensive evaluation criterion

J
F ∈ Ω

= ωcCorrF, T + ωm Mon(F) + ωrRob(F) (6)

where J belongs to [0,1] represents a comprehensive criterion, Ω represents a set of alter-
native features, and ωi represents the weight of each performance evaluation metric. The
features with high J-values should be retained in order to effectively predict the RUL.

For the selection of weights in Equation (6), we used the dispersion coefficient (CV) to
evaluate the degree of dispersion of the three features indices

CV =
σ

X
(7)

where CV is dispersion coefficient, σ is standard deviation, and X is the average value.
Using Equations (3)–(5), the weights of the three evaluation indices were calculated as

ωc =
Corr

Corr + Mon + Rob
(8)

ωm =
Mon

Corr + Mon + Rob
(9)

ωr =
Rob

Corr + Mon + Rob
(10)

where ωc, ωm, ωr, are the weights of Corr, Mon and Rob in Equation (6), and Corr, Mon and
Rob the mean values of the CVs for the Corr, Mon and Rob, respectively.
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If the comprehensive evaluation index J of all the alternative features is sorted in
decreasing order, and the first m number of features with the larger J-value are directly
selected as the optimal feature subset, it may lead to feature redundancy. With increased
redundancy, the RUL prediction model gradually becomes more complex with reduced
prediction efficiency. Therefore, the adaptive optimal order search algorithm can be used
to improve the search efficiency, and automatically determine the optimal feature subset.
The algorithm screens out an optimal feature from k alternative features each time and
introduces a random Gaussian white noise ε to keep the original number of features
unchanged. This process reiterates until the screened optimal feature subset is nothing
but the introduced Gaussian white noise (process explained in Section 2.1.3). The specific
process is shown in Figure 2:
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Figure 2. adaptive sequential optimal feature selection.

2.1.3. RUL Target Function

When mechanical equipment first begins to operate, due to negligible wear of its
mechanical components, it is said to be in a healthy state. The RUL target function for the
equipment is defined as follows:

RUL =

{
R, x < a− R
a− x, x ≥ R

(11)
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where x is the number of cycles of the measured point, a is the maximum number of cycles,
and R is the critical degradation value.

2.2. Prediction Model Construction
2.2.1. Basic Theory

(I) Temporal Convolutional Network

TCN combines dilated causal convolution (DCC) and residual connections (RC) to
solve timing problems [17]. Causal convolution is a time-constrained model that is unable
to obtain future information. This increases the training costs while enhancing the memory
of historical information on the network. On the other hand, by using dilated convolution
with RC, the model enables a large, efficient receptive field. This field is able to accept
more historical data while avoiding the problem caused by the very deep network. For the
multidimensional features in this study, TCN can not only solve the problem that traditional
convolutional neural networks (CNNs) are limited by (due to convolutional kernels), but
also avoid the problem of gradient disappearance or explosion of recurrent neural networks
(RNN). The RC is a constituent unit of the TCN and is illustrated in Figure 3.

Actuators 2023, 12, x FOR PEER REVIEW 6 of 24 
 

 

where 𝑥 is the number of cycles of the measured point, 𝑎 is the maximum number of 

cycles, and 𝑅 is the critical degradation value. 

2.2. Prediction Model Construction 

2.2.1. Basic Theory 

(I) Temporal Convolutional Network 

TCN combines dilated causal convolution (DCC) and residual connections (RC) to 

solve timing problems [17]. Causal convolution is a time-constrained model that is unable 

to obtain future information. This increases the training costs while enhancing the 

memory of historical information on the network. On the other hand, by using dilated 

convolution with RC, the model enables a large, efficient receptive field. This field is able 

to accept more historical data while avoiding the problem caused by the very deep net-

work. For the multidimensional features in this study, TCN can not only solve the prob-

lem that traditional convolutional neural networks (CNNs) are limited by (due to convo-

lutional kernels), but also avoid the problem of gradient disappearance or explosion of 

recurrent neural networks (RNN). The RC is a constituent unit of the TCN and is illus-

trated in Figure 3. 

 

Figure 3. TCN residual block structure. 

(II) Bidirectional Long Short-Term Memory 

In order to extrapolate the health status of the equipment from the degradation law 

of the signal over time, the BILSTM algorithm is used to concatenate the hidden front and 

back layer vectors. This model fully considers the bidirectional information of the features, 

while improving the validity of time series prediction. 

The BILSTM network (Figure 4) adds a reverse layer to the (LSTM) network, allowing 

fuller use of the effective information from the optimal feature subset. This network com-

bines the output of the front and back layers at each moment to obtain the final output as 

ℎ𝑡
𝑅 = 𝑓𝑅(𝑤1𝑥𝑡 + 𝑤2ℎ𝑡−1

𝑅 ) (12) 

Dropout

ReLU

Normalization of weights

DCC

CNN

ReLU

Normalization of weights

DCC

Dropout
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(II) Bidirectional Long Short-Term Memory

In order to extrapolate the health status of the equipment from the degradation law of
the signal over time, the BILSTM algorithm is used to concatenate the hidden front and
back layer vectors. This model fully considers the bidirectional information of the features,
while improving the validity of time series prediction.

The BILSTM network (Figure 4) adds a reverse layer to the (LSTM) network, allowing
fuller use of the effective information from the optimal feature subset. This network
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combines the output of the front and back layers at each moment to obtain the final
output as

hR
t = f R

(
w1xt + w2hR

t−1

)
(12)

hL
t = f L

(
w3xt + w5hL

t+1

)
(13)

ht = f
(

w4hR
t + w6hL

t

)
(14)

where x represents the input layer, hR represents the forward layer, hL represents the
backward layer, h represents the output layer, w represents the weights, and f represents
the function.

Actuators 2023, 12, x FOR PEER REVIEW 7 of 24 
 

 

ℎ𝑡
𝐿 = 𝑓𝐿(𝑤3𝑥𝑡 +𝑤5ℎ𝑡+1

𝐿 ) (13) 

ℎ𝑡 = 𝑓(𝑤4ℎ𝑡
𝑅 + 𝑤6ℎ𝑡

𝐿) (14) 

where x represents the input layer, hR represents the forward layer, hL represents the back-

ward layer, h represents the output layer, w represents the weights, and f represents the 

function. 

 

Figure 4. BILSTM loop structure diagram. 

(III) Multi-head Attention 

To account for the independent multidimensional equipment features, we utilized a 

multi-headed attention mechanism to process the different features parallelly (model 

structure shown in Figure 5). 

 

1th − th 1th +

1

L

th −

L

th 1

L

th +

1

R

th −
R

th 1

R

th +

1tx − tx 1tx +

6w 6w 6w

5w5w

4w 4w 4w

2w
2w

1w 1w 1w3w
3w

3w

Input layer

Forward layer

Backward layer

Output layer

Linear Linear Linear
Linear Linear Linear

Linear Linear Linear

Concat

Scaled Dot-Product Attention

Linear

V K Q

h

Figure 4. BILSTM loop structure diagram.

(III) Multi-head Attention

To account for the independent multidimensional equipment features, we utilized
a multi-headed attention mechanism to process the different features parallelly (model
structure shown in Figure 5).

The multi-head attention mechanism, based on the transformer, simultaneously at-
tended to different parameters. The obtained results were stitched together to realize the
final attention as

Multihead (Q, K, V) = Concat (head1, head2, · · · , headn)W (15)

headi = Attention
(

QWQ
i , KWK

i , VWV
i

)
(16)

where Q is a query matrix, K is a key matrix, and V is a values matrix, and WQ
i , WK

i , and
WV

i represent the weight matrices containing the weights of Q, K, and V in the ith attention
head, respectively. The output of the multi-head attention mechanism is spliced by the
merge layer.
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2.2.2. Metrics

In this study, we evaluate the proposed method using 3 indices, namely root mean
square error (RMSE), mean absolute percentage error (MAPE), and SCORE:

• RMSE: It is a commonly used metric for evaluating prediction models in various fields,
including machine learning, statistics, and engineering. It measures the differences
between predicted values and actual values by computing the square root of the
average squared difference between them. This metric provides a way to quantify the
magnitude of the errors in the predictions and can be used to compare the performance
of different prediction models.

RMSE =

√
1
n

n

∑
i=1

(yi − ŷi)
2 (17)

where yi is the true value and ŷi is the predicted value.

• MAPE: It is another commonly used evaluation metric for predicting RUL. MAPE
measures the percentage difference between predicted values and actual values, which
makes it useful for assessing the accuracy of predictions when the scale of the data
varies widely.

MAPE =
1
N

N

∑
i=1

|yi − ŷi|
yi

(18)

• SCORE: Early prediction is often more important and effective than later prediction
for gradually degrading equipment, such as aircraft engines, bearings, etc., which
experience gradual deterioration within their operational life cycle, and their failures
typically develop gradually, causing progressive damage to the equipment over a
period of time. By setting a penalty for later predictions compared to early predictions,
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the score function can better capture the preference for early predictions. This is
particularly useful for capturing the early warning signs of equipment degradation
and preventing catastrophic failures.

score =


n
∑

i=1

(
e−

di
13 − 1

)
, di < 0

n
∑

i=1

(
e

di
10 − 1

)
, di ≥ 0

(19)

di = ˆRULi − RULi (20)

where ˆRULi is the RUL prediction value at moment i and RULi is the RUL true value
at moment i.

2.2.3. Proposed Model

In order to make full use of the optimal feature subset, we propose a multichannel pre-
diction model of TCN-BILSTM based on the multi-head attention mechanism. This model
introduces TCN to improve the computational efficiency of the network, while ensuring
the integrity of the long-term sequence. Further, BILSTM is used to extract bidirectional
sequence information, and achieve parallel processing of multiple features through the
multichannel network structure. The specific structure is shown in the following Figure 6.
The detailed model parameters are listed in Table 1.
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Figure 6. Network structure based on multi-head attention and TCN-BILSTM.
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Table 1. Network parameters based on TCN-BILSTM and multi-head attention.

Type Definition

Input Layer The input layer
TCN filters = 32, kernel size = 3

Batch Norm Batch normalization
TCN filters = 32, kernel size = 3

Batch Norm Batch normalization
Bidirectional(LSTM) Units = 32

Batch Norm Batch normalization
SeqSelfAttention Self-attentional layer
MaxPooling1D The pooling layer

Flatten Returns a 1D array
Concatenate Merge the channels

Dense Dense to 50
Dense Dense to 1

3. Case Studies
3.1. Case Study1: Intelligent Maintenance System (IMS) Bearing Dataset
3.1.1. Dataset Description

The experimental data were procured from the Rolling Bearing Life Cycle Experiment
of the Intelligent Maintenance System (IMS) at the University of Cincinnati, USA [18]. In
the experimental device (shown in Figure 7), the DC motor drives the rotation of the four
Rexnord ZA-2115 rolling bearings on the shaft. Each bearing is installed with a 353B33
high-sensitivity quartz acceleration sensor in both radial and axial directions. A constant
radial load of 26.67 KN was applied to each bearing at a constant speed of 2000 r/min. The
vibration signal was measured every 10 min during the experiment. The spindle speed
was kept at a constant 2000 r/min. The sampling frequency was 20 kHz, and each sample
contained 20,480 data points. Therefore, in order to maintain the internal information
integrity of a single training sample, while greatly reducing the amount of computation,
each sensor trains with an initial set of 10,240 data points, with the final set of 10,240 points
being the actual test data. This dataset contains the sub-datasets of the three experiments
(specific bearing data shown in Table 2).
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Table 2. Description of IMS datasets.

Test Number File Number Fault Bearing Symbol Fault Bearing

Test 1 2156 Bearing 3 Br1-3 inner race
Test 2 984 Bearing 1 Br2-1 outer race
Test 3 6324 Bearing 3 Br3-3 outer race

3.1.2. Data Preparation

In order to find the degradation law for the bearings and to improve the RUL prediction
accuracy, a variety of features were extracted on the basis of the original bearing vibration
signal. Fourteen features including the maximum, standard deviation, and root mean
square (RMS) values were extracted from the time domain range. Simultaneously, four
features, namely center of gravity frequency, average frequency, RMS frequency, and
frequency standard deviation, were extracted from the frequency domain range. As shown
in Figure 8, using the adaptive feature selection method, these 18-dimensional features
were extracted for three types of bearings: Br1-3, Br2-1, and Br3-3.

The value of α in the exponential smoothing method determines the degree of smooth-
ing. The larger the α, the greater the influence of the recent data on the prediction results;
the smaller the α, the smoother the data. When the data remain unchanged in the long
term, α can be taken within 0.1 to 0.5 [19]. We selected α-values of 0.1, 0.3, and 0.5 to treat
the 18-dimensional features of the three bearings separately. A random feature of each
bearing was selected to demonstrate the exponential smoothing (Figure 9). For all three
bearings, the effect of the different α-values on the RUL prediction results are compared
and displayed in Figure 10.

According to several studies, the early degradation points of Br1-3, Br2-1, and Br3-3
were determined to be 2015, 536, and 6074 [20], respectively. The critical degradation values
of R were found to be 142, 449 and 251, respectively. Figure 10 and Table 3 display the
significant impact of varying the α-value on the RUL predictions.

As shown in Figure 10, the use of different smoothing constants has varying effects on
the RUL prediction of bearings. The selection of smoothing constant significantly impacts
the prediction performance of Br1-3. When α = 0.1, a considerable amount of noise is
removed, but this also affects the network’s prediction accuracy, suggesting that excessive
noise removal can reduce the network’s robustness and, consequently, the prediction
accuracy. On the other hand, when α = 0.5, excessive redundant noise is retained, leading
to a decrease in the prediction accuracy. However, when α = 0.3, RMSE, SCORE, and MAPE
were optimized by 43.23%, 73.69%, and 57.14%, respectively.

For the prediction results of Br2-1, the original data contain a large number of en-
vironmental interference factors, and the introduction of exponential smoothing can ef-
fectively improve the prediction performance. The optimal prediction performance is
achieved when α = 0.3, with RMSE, SCORE, and MAPE optimized by 73.59%, 97.19%, and
58.33%, respectively.

Regarding the prediction results of Br3-3, it can be observed that the original data
perform well in predicting the bearing in a healthy state, while the prediction performance
of the bearing in a degraded state is poor. However, the introduction of exponential smooth-
ing significantly improves the prediction performance for the bearing in the degraded state.
The prediction performance for the Br3-3 in the healthy state decreases, whether α = 0.1 or
α = 0.5. Nonetheless, the optimal prediction performance is achieved when α = 0.3, with
RMSE, SCORE, and MAPE optimized by 57.71%, 99.99%, and 70.57%, respectively.
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Figure 8. (a) Feature extraction results of Br1-3; (b) feature extraction results of Br2-1; (c) feature
extraction results of r3-3.

3.1.3. Optimal Feature Subset

The Corr, Mon, and Rob of the 18-dimensional features of the three bearings were
obtained using Equations (3)–(5), and the weights of the three evaluation indices were
calculated to be ωc = 0.15, ωm = 0.64, and ωr = 0.21, using Equations (8)–(10) (Table 4).

Based on the adaptive selection method explained in Section 2.1.2, using Equation (6),
the 18-dimensional features of the three bearings were screened down to an 11-dimensional
optimal feature subset. To test the validity of this subset, we compared the effects of the
screened 11-dimensional features (subset 1), original 18-dimensional features (subset 2),
and the first 11-dimensional features with a large J-value (subset 3), on their bearing RUL
predictions (Figure 11 and Table 5).

From Figure 11, it can be seen that subset 1 shows a better RUL prediction for the three
bearings, displaying the highest and lowest impact on the prediction for bearings Br2-1 and
Br1-3, respectively. The quantitative analysis (Table 6) shows a superiority in the prediction
performance of subset 1 over that of subsets 2 and 3 for the three evaluation indices. This
indicates that the adaptive feature selection method can efficiently screen the features of
the bearings, and the optimal feature subset can effectively reduce prediction errors.
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Figure 9. (a) Performance of ES on peak-to-peak of Br1-3; (b) performance of ES on standard deviation
of Br2-1; (c) 3; (b) performance of ES on gravity frequency of Br3-3.

3.1.4. Discussion and Comparison

In order to verify the superiority of our model, we constructed several commonly used
deep learning models: CNN, TCN, LSTM, BILSTM, BIGRU, CNN-LSTM, TCN-BIGRU, and
TCN-BILSTM. To validate the comparison, the optimal prediction results of each model
were selected, implying possible variations in the datasets of the different models. The
prediction results of the different models are shown in Figure 12, and the error analysis is
displayed in Table 7.
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Table 3. Evaluation indexes for different α.

Bearings α RMSE SCORE MAPE

Br1-3

0 9.30 3.55 × 103 0.07
0.1 99.85 1.42 × 1012 0.74
0.3 5.28 9.34 × 102 0.03
0.5 66.28 8.45 × 106 0.56

Br2-1

0 99.13 4.34 × 106 0.36
0.1 56.41 1.27 × 106 0.23
0.3 26.18 1.22 × 105 0.15
0.5 62.36 3.46 × 105 0.19

Br3-3

0 25.61 8.01 × 109 0.17
0.1 14.41 2.40 × 105 0.04
0.3 10.83 1.23 × 105 0.05
0.5 11.45 1.65 × 105 0.05
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Table 4. Dispersion Coefficient.

Bearings Corr Mon Rob

Br1-3 8.46 39.34 8.28
Br2-1 5.33 13.11 9.31
Br3-3 5.17 29.93 10.16
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Table 6. Evaluation indexes for different feature subsets.

Bearings Subset RMSE SCORE MAPE

Br1-3
1 5.28 9.34 × 102 0.03
2 7.13 1.33 × 103 0.04
3 8.25 2.63 × 103 0.07

Br2-1
1 26.18 1.22 × 105 0.15
2 74.07 6.44 × 105 0.21
3 31.11 1.74 × 104 0.19

Br3-3
1 10.83 1.23 × 105 0.05
2 27.55 1.34 × 1010 0.19
3 17.85 3.38 × 106 0.10
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Table 7. Evaluation indexes for different models.

Bearings Model RMSE SCORE MAPE

Br1-3

TCN 17.51 1.17 × 105 0.11
CNN 21.06 6.61 × 105 0.07
LSTM 20.06 9.68 × 104 0.12

BILSTM 30.05 3.03 × 106 0.23
BIGRU 34.24 4.06 × 107 0.26

CNN-LSTM 18.47 2.54 × 104 0.19
TCN-BIGRU 28.27 7.41 × 106 0.11
TCN-BILSTM 16.93 5.12 × 104 0.08

Proposed model 5.28 9.34 × 102 0.03

Br2-1

TCN 45.63 5.24 × 106 0.42
CNN 28.48 1.07 × 105 0.25
LSTM 52.98 1.28 × 109 0.22

BILSTM 61.66 1.98 × 108 0.36
BIGRU 40.48 1.91 × 106 0.22

CNN-LSTM 44.93 9.44 × 106 0.34
TCN-BIGRU 36.31 3.53 × 105 0.14
TCN-BILSTM 29.62 4.16 × 105 0.12

Proposed model 26.18 1.22 × 105 0.15

Br3-3

TCN 20.59 5.81 × 109 0.19
CNN 16.06 2.51 × 108 0.13
LSTM 11.64 8.09 × 104 0.04

BILSTM 13.24 1.56 × 104 0.08
BIGRU 29.75 1.18 × 1013 0.22

CNN-LSTM 12.49 2.48 × 105 0.06
TCN-BIGRU 12.06 1.00 × 105 0.07
TCN-BILSTM 11.66 1.28 × 105 0.07

Proposed model 10.83 1.23 × 105 0.05

Based on the prediction results, the proposed model can accurately predict the re-
maining useful life (RUL) of the three bearings. Among them, the prediction performance
of Br1-3 is the best, and all three evaluation indices show good performance. For Br3-3,
it can be accurately predicted in both healthy and degraded stages, and the prediction
performance is good. As shown in Table 2, the life cycle of Br2-1 is the shortest among the
three bearings, which means that compared with the other bearings, there are less full-life
cycle data available for training on Br2-1. Therefore, the model has learned less relevant
information on Br2-1, resulting in relatively poor prediction performance for Br2-1.

3.2. Case Study2: C-MAPSS Aeroengines Dataset
3.2.1. Dataset Description

In this section, we discuss the use of NASA’s C-MAPSS dataset to generalize the
prediction effect of our proposed method for aeroengines. The dataset contains four sub-
datasets, each containing the training set, the test set, and the RUL true value. Both the
training and test datasets contain 21-dimensional feature parameters. For each engine,
the process goes through the initial healthy state to the final failure state. The test dataset
contains 100 engines that run a certain number of cycles before they fail [21,22]. The work
in this section is mainly based on the dataset under the FD001 operating conditions (shown
in Tables 8 and 9).
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Table 8. FD001 data description.

Dataset
FD001

Training Set Testing Set

Engines 100 100
Sensor measurements 21 21

Operation conditions
H = 0 kft
Ma = 0

TRA = 100◦

Fault modes Fault of high-pressure compressor

Table 9. C-MAPSS outputs to measure system response.

No. Symbol Description Units

1 T2 Total temperature at fan inlet (◦)
2 T24 Total temperature at LPC outlet (◦)
3 T30 Total temperature at HPC outlet (◦)
4 T50 Total temperature at LPT outlet (◦)
5 P2 Pressure at fan inlet Pa
6 P15 Total pressure in bypass-duct Pa
7 P30 Total pressure at HPC outlet Pa
8 Nf Physical fan speed r/min
9 Nc Physical core speed r/min
10 epr Engine pressure ratio (P50/P2) -
11 Ps30 Static pressure at HPC outlet Pa
12 Phi Ratio of fuel flow to Ps30 pps/psi
13 NRf Corrected fan speed r/min
14 NRc Corrected core speed r/min
15 BPR Bypass ratio -
16 FarB Burner fuel–air ratio -
17 htBleed Bleed enthalpy -
18 Nf_dmd Demanded fan speed r/min
19 PCNfR_dmd Demanded corrected fan speed r/min
20 W31 HPT coolant bleed lbm/s
21 W32 LPT coolant bleed lbm/s

3.2.2. Data Preparation

We chose 21 sensor detection features for the 100 engines. These were processed with
exponential smoothing coefficient (α-values of 0.1, 0.3, and 0.5, and two sensor detection
datasets were randomly selected for plotting. The processed data are shown in Figure 13.

From the above figure, we can observe that when (i) α = 0.1, it is not possible to
perform a good trend fitting in the later periods of the cycle; (ii) α = 0.5, the environmental
noise is not completely eliminated; and α = 0.3, the environmental noise interference is
avoided to the highest extent, while ensuring a good fit of the degradation curve of the
cycle. Therefore, when α = 0.3, we have the most optimal smoothing effect on the sensor
detection features of the aeroengine.

3.2.3. Optimal Feature Subset

Based on Equations (3)–(5) and (8)–(10), the weights of ωc, ωm, and ωr of the C-
MAPSS data were calculated as 0.29, 0.43, and 0.28, respectively. The 21-dimensional sensor
detection features of the C-MAPSS data were filtered using the adaptive feature selection
method (Section 2.1.2), and finally, an optimal feature subset consisting of 12-dimensional
features was obtained. As shown in Table 10, in order to verify the effectiveness of the
optimal feature subset, two other feature subsets were constructed (in the same manner as
Section 3.1.3) for the comparative testing of aeroengine RUL prediction (Figure 14).
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Table 10. Different feature subsets.

Feature Subsets Features

Subset 1 2,3,4,7,8,9,11,12,13,15,20,21
Subset 2 4,7,8,9,11,12,13,14,15,17,20,21
Subset 3 1–21
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Figure 14. RUL prediction of different feature subsets.

From Figure 14, we can observe that subset 1 achieves the most accurate prediction of
the aeroengine RUL. The comparison with the other subsets is based on two commonly
used evaluation indices of C-MAPSS, i.e., RMSE and SCORE. The prediction effect of subset
1 is seen to be significantly better than the other two subsets on the two evaluation indices
(Table 11).
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Table 11. Evaluation indexes for different feature subsets.

Subset RMSE SCORE

1 13.99 313
2 15.42 411
3 17.85 969

3.2.4. Discussion and Comparison

The NASA C-MAPSS data are a widely used public dataset for RUL prediction, by
which many researchers achieved exciting results. Thakkar et al. [23] developed a deep
layer recurrent neural network (DL-RNN) model to predict the RUL of aeroengines and the
results showed this DL-RNN model achieved high prediction accuracy. As to our model,
it aims to realize relatively satisfactory RUL prediction for various types of gradually
degrading equipment, with a focus on enhancing the generalization and versatility of the
prediction model. In order to verify the effectiveness of our proposed method for the RUL
prediction of aeroengines, we compared it with the mainstream machine learning methods
(Table 12). Our method improves on and vastly outperforms other methods tested on the
C-MAPSS dataset, with both RMSE and SCORE values reduced by 6%. The RUL prediction
comparison results are visually displayed by choosing 3 engines randomly out of the set of
100 engines (Figure 15).

Table 12. Evaluation indexes for different models.

Model RMSE SCORE

LSTMBS [24] 14.89 481
DBN [25] 15.04 334
LSTM [26] 16.14 338
CNN [27] 18.45 1286
RVM [28] 23.80 10,502

Proposed model 13.99 313
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Figure 15. (a) RUL prediction results for engine units #52 of FD001; (b) RUL prediction results for
engine units #81 of FD001; (c) RUL prediction results for engine units #100 of FD001.

4. Conclusions

Based on the multi-head attention mechanism, a novel RUL prediction method for
gradually degrading equipment was proposed, which uses discrete coefficients to con-
struct evaluation indices for obtaining the optimal feature subset. This method effectively
eliminates redundant features and improves the prediction accuracy of the model. The
TCN-BILSTM network based on the multi-head attention mechanism was used to perform
individual feature mining to maximize information integrity and avoid information loss.
In addition, the proposed method was verified using the IMS bearing dataset and the
C-MAPSS aeroengines dataset. The results indicate that the proposed method has a higher
prediction accuracy and greater generalization than other machine learning methods for
different types of mechanical equipment. With multidimensional features being generally
used to improve the RUL prediction accuracy, our method, in particular, demonstrates
great advantages in the case of such input features, providing an effective guide for future
mechanical equipment maintenance.
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