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Abstract: The accurate trajectory of the train ahead with more dynamic behaviour, such as train
position, speed, acceleration, etc., is the critical issue of virtual coupling for future railways, which
can drastically reduce their headways and increase line capacity. This paper presents an integrated
convolutional neural network (CNN) and long short-term memory (LSTM) hybrid model for the
task of trajectory prediction. A CNN–LSTM hybrid algorithm has been proposed. The model
employs CNN and LSTM to extract the spatial dimension feature of the trajectory and the long-term
dependencies of train trajectory data, respectively. The proposed CNN–LSTM model has superiority
in achieving collaborative data mining on spatiotemporal measurement data to simultaneously learn
spatial and temporal features from phasor measurement unit data. Therefore, the high-precision
prediction of the train trajectory prediction is achieved based on the sufficient fusion of the above
features. We use real automatic train operation (ATO) collected data for experiments and compare the
proposed method with recurrent neural networks (RNN), recurrent neural networks (GRU), LSTM,
and stateful-LSTM models on the same data sets. Experimental results show that the prediction
performance of long-term trajectories is satisfyingly accurate. The root mean square error (RMSE)
error can be reduced to less than 0.21 m, and the hit rate achieves 93% when the time horizon increases
to 4S, respectively.

Keywords: deep learning; CNN–LSTM model; virtual coupling; spatiotemporal data mining

1. Introduction

The increasing urban traffic congestion problem necessitates more rigorous require-
ments for train operation effectiveness. Railway transport is believed to have the potential
to improve the efficiency of passenger and cargo transportation and alleviate traffic conges-
tion. One efficient measure to improve the train operation capacity is to reduce the distance
of train separation, allowing more trains to be configured under a fixed railway network
structure.

The current principle, established in about 1870, is that the following train must
always be able to stop within the distance known to be clear ahead, assuming that the train
ahead might be stationary in its last know position. Therefore, the minimum headway
during train operation is designed as the emergency braking distance, which limits the
train operation density. The separation could be reduced on the assumption that the
leading train is unlikely to stop dead. The concept of virtual coupling is thus gaining
popularity because it builds on the principle that trains are separated by a relative braking
distance. This concept requires trains to maintain train-to-train communication and keep
the speed of the leading train and the following train synchronized and controlled within
the safety margin, as shown in Figure 1a, in which the V2I means vehicle-to-infrastructure
communication and V2V means comm vehicle-to-vehicle communication. Sm is the safety
margin to be maintained between two trains. For example, in the case of two trains with
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different characteristics, Sm is the safety distance to be maintained under the difference of
braking performance. Therefore, in the train operation scenario under this concept, it is
necessary to refer to the future state of train A at the time the follower train B has crossed
the entire coordination distance, as shown in Figure 1b. During the coupling operations,
the train shall therefore consider such a trajectory prediction and not the current position
and speed of the leading train [1].

In the past few decades, most of the research on trajectory prediction has been based
on traditional physical model-based and machine learning methods. In the first category,
the researchers focus on developing the moving object patterns and dynamic models [2–4].

(a)

(b)

Figure 1. virtual coupling train-following model. (a) Schematic system architecture for virtual
coupling. (b) virtual coupling with the prediction of position and speed of the leading train A.

Most of these methods are based on Newtonian mechanics models for squared mea-
surements, so their control performance depends on the accuracy of the models. However,
the actual train dynamics are pretty complex. For example, describing a conventional
seven-body train car requires a complete set of 84 differential equations in addition to
various uncertainties and disturbances in train operation [5]. These unmodeled dynamics
are challenging to obtain an accurate model of train dynamics, and the application of
model-based methods may lead to many unsafe severe events or other unsatisfactory situa-
tions [6–8]. Therefore, it is necessary and practical to design data-driven train trajectory
predictive methods that use only the input and output measurements of the system rather
than the physical model.

With the development of information technology, machine learning technologies such
as artificial intelligence have been used in time series data prediction, such as stock market
prediction [9], data mining [10], trajectory prediction [11], and spatial data mining [12].
Trajectory data also belongs to time series data, so deep learning methods are often used for
the trajectory prediction of robots and autonomous driving. In recent years, some scholars
have focused on the research of trajectory prediction algorithms based on data driving [13].
This paper deals with the trajectory prediction problem using classification and regression
algorithms. The most direct method is to use a three-layer feedforward neural network,
also known as multi-layer perceptron (MLP) [14]. The recurrent neural network (RNN)
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is also often used in trajectory prediction tasks [15,16]. Recurrent neural networks are
commonly used to process sequence data and have been applied to a wide range of fields,
such as speech recognition [17], text generation [18], and video subtitle [19]. The trajectory
data also belongs to the time series data, so it can be processed by the recurrent neural
network.

In this paper, inspired by the neural network in nonlinear model processing, we
introduce the deep learning model to the train trajectory prediction problem. Deep learning
has achieved remarkable results in trajectory prediction, but it usually requires a large
amount of CPU power or GPUs, which may be costly. We introduce CNN into the prediction
model to reduce the training time and computational overhead. We design five kinds of
deep neural networks: recurrent neural network (RNN), gated recurrent units (GRU),
LSTM, stateful-LSTM, and CNN–LSTM, to predict the trajectories of the train ahead. These
methods have been proved to be effective in time-series prediction [20–23].

The key contributions of this article are summarized as follows:

1. We focus on learning hidden patterns from the normal operation process characterized
by high repetition schedules. Therefore, we introduce the convolution layer used to
extract local interactions in our previous method [24].

2. We implement a modified version of the LSTM trajectory prediction model, which
combines the CNN algorithm to train and learn large numbers of trajectories accu-
rately and efficiently when the time horizon rised to 4 s, which means the proposed
model performs better in long-term prediction.

3. We compared our proposed algorithm with four trajectory prediction algorithms:
RNN, GRU, LSTM, and stateful-LSTM-based. Our experiments used seven real-life
train trajectory datasets from Chengdu Metro Line 6. To the best of our knowledge,
this is the first time such a comprehensive deep learning model has been tested and
compared on many real-life railway network trajectories.

The organizational structure of this paper is as follows. Section 2 summarizes two
kinds of trajectory prediction methods and mainly introduces the data-driven methods.
Section 3 introduces our CNN–LSTM hybrid model. Section 4 introduces the details and
results of our experiment in detail. Finally, in Section 5, we summarize our research results
and discuss the future direction.

2. Related Work

The moving objects in trajectory prediction research are divided into three categories
according to the spatial distribution characteristics: (1) the moving path is not limited,
such as aircraft, ships, etc; (2) the moving track is restricted, such as vehicles running on
roads; (3) the trajectory of the moving path is scattered, such as with mobile users. Location
prediction is mainly divided into the recurrence of the past trajectory and the prediction of
the current and future trajectory. The main research objects of this paper are the train with
the limited moving track and solving the problem of the future track-prediction of the train
simultaneously.

The core of data-driven trajectory prediction is to mine the trajectory characteristics of
moving objects, match the trajectory of moving objects with the historical trajectory, find
the most similar trajectory path, and predict the future trajectory.

2.1. Statistical Method-Based Trajectory Prediction

This kind of method regards the trajectory data as the sequence data that conforms to
the specific distribution and fits the trajectory data based on statistical methods to mine the
hidden trajectory patterns. The autoregressive integrated moving average (ARIMA) model
predicts the future trajectory of time series through the linear combination of historical
data values, data errors, and historical and current values of other time series. Yan et al.
extended the ARIMA model with a spatial dimension and applied it to trajectory data
constrained by network [25]. ARIMA is a time series analysis algorithm that can control the
difference order to deal with a nonlinear trajectory. However, its disadvantage is that it has
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a poor prediction effect for long-distance trajectory. The Kalman filter (KF) can estimate the
system’s state with uncertainties. The improved Kalman filter (IKF) algorithm proposed by
Wang et al. [26] can predict the 4D trajectory with high accuracy by estimating the system
noise in real-time. The KF model can accurately predict the short-term trajectory, but the
initial state and assumptions of the model are crucial for the prediction performance.

Gaussian process regression (GPR) is also an essential method of trajectory prediction.
The Gaussian mixture model is composed of several probability density functions based on
Gauss and takes the historical motion model as the input condition to predict the future
motion trajectory of the target [27,28]. Research [29] decomposes the ship motion into
transverse and longitudinal, uses the Gaussian process to model the motion uncertainty
in the transverse, estimates the longitudinal acceleration, and predicts the trajectory by
the evaluation mean and covariance matrix to describe the ship’s lateral position and its
uncertainty. Sean et al. [30] regard time and the trajectory as an independent variable
and a one-dimensional Gaussian process, respectively, and define a priori continuous time
through a nonlinear time-varying stochastic differential equation driven by white noise.
They use a dynamic model to smooth trajectory estimation. GPR has strong applicability
and is easy to understand, but the accuracy of prediction results will decline significantly
with the passage of prediction time. The hidden Markov model (HMM) can also model
time series data. In [31], HMM is used to describe the state transition between trajectory
points to predict the trajectory and dynamically change the speed of moving objects. In
this case, the model can automatically adjust important parameters to solve the problem of
the discontinuous hidden state chain and state retention.

2.2. Deep Learning-Based Trajectory Prediction

The concept of deep learning originates from the artificial neural network. A large
number of simulated neurons are combined into a complex system, and the self-learning
and adaptive abilities of the neural network are realized by training the weights between
neurons. In [32], an artificial neural network is constructed to predict the future trajectory
of vehicles. This model inputs the longitudinal and transverse relative speed of the target
vehicle and the vehicle position under different road conditions to realize the trajectory
prediction of vehicles. Chen et al. [33] use the BP neural network to model the driver’s
intention, identify the steering wheel angle corresponding to the driver’s intention, use the
obtained steering angle as the control matrix of the Kalman filter model, and predict the
vehicle trajectory through this matrix. The recurrent neural network (RNN) is a deep-seated
neural network model in which the directional cycle has a specific memory function for
input data. Min et al. [34] analyze sequential sensor data using RNN and predict short-term
and long-term paths. Lee et al. [35] proposed a future trajectory prediction framework
based on RNN, which combines the static and dynamic scene context with the deep inverse
optimal control framework to effectively solve the uncertainty in the prediction task and
realize the future prediction of multiple objects in complex scenes. RNN has a good effect on
the fitting processing and short-term prediction of sequence data, but due to its structural
characteristics, RNN has the problem of rapid memory decay. The growth of the input
sequence will cause gradient explosion or disappearance.

Long short-term memory (LSTM) has improved RNN to overcome the disadvantage of
rapid memory decay. Research [15,36] used an LSTM-based structure with time serial states
of the target and ego vehicles. Jinet al. proposed a novel prediction model based on plane
stream and a variational self encoder to process time series data [37]. Berenguer et al. [38]
extends the social-LSTM model with a context-pooling layer. Altche et al.predict the future
longitudinal and lateral trajectories of vehicles on the expressway by introducing long-
term and short-term memory (LSTM) neural networks [16]. Alexandre et al. [39] use the
LSTM model to predict the trajectory of pedestrians, which is outstanding in sequence
prediction. The model adds a “social” pool layer between each step of the LSTM. The
pooling layer integrates the hidden states of other pedestrians and passes them on as a
part of the hidden states, finally forming the model social LSTM. The gate recurrent unit
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(GRU) is a simplification of LSTM. The GRU network includes an update gate and resets
gate, which can also solve the ordinary RNN gradient disappearance or explosion problem.
The algorithm proposed by Duives [40] uses the derivation of the cell sequence to express
the discrete cell sequence as a spatial continuous GPS trajectory and then uses GRU to
train it to predict the future position of pedestrians. Adege et al. [41] proposed a hybrid
of the principal component analysis (PCA) and gated recurrent unit (GRU) algorithms for
mobility predictions in a wireless urban area.

Inspired by these papers, which focus on using convolutional LSTM to learn spa-
tiotemporal sequences, we proposed a spatial information representation for trains and a
CNN–LSTM hybrid model to generate a long-term prediction trajectory with high accuracy.

3. Methodology

This section combines CNN and LSTM to propose a hybrid model for train-trajectory
prediction, called hybrid CNN–LSTM. Before that, we give a brief overview of the fun-
damental theories of the LSTM and CNN model; these theories contain the essential
fundamental theory of data modelling .

3.1. Problem Formulation

We formulate train trajectory prediction as a temporal regression task. Unlike the
vehicle, the position on the track of the train is recorded by the odometer, transponder,
and other equipment, so the position will continue to increase. At the end of the data
sequence, the recorded train position is tens of thousands of times the initial position. In
the experiment, we found that the vast data difference hinders the learning of the model
and makes the learning effect poor. Therefore, we convert the original train trajectory data
into the distance travelled by train in the sampling time.

xi
t = oi

t − oi−1
t (1)

where oi
t is the raw trajectory data. A brief description of the symbols we use is given below.

At moment t, the i th train on the track is represented by an odometer as a one-dimensional
coordinate xi

t. The state of the train is expressed as
(

xi
t, vi

t, ui
t
)
, where v and u are the velocity

and control instruction, respectively. We observe the positions of all vehicles from t = 1
to t = Tobs, and our goal is to predict their positions from t = Tobs + 1 to t = Tobs + Tpred.
Thus, train trajectory prediction can be defined as a sequence generation problem:

Given:
Lobs

i = [
(

xi
t, vi

t, ui
t

)
, . . . ,

(
xi

Tobs
, vi

Tobs
, ui

Tobs

)
]∀i (2)

Objective:
Xpred

i = [xi
Tobs+1, . . . , xi

Tobs+Tpred
]∀i (3)

Considering the train characteristics of rail trains running strictly according to the
plan, we simplify the xi

t as xt, which is the coordinate of the first neighboring train ahead
on the same track as our train.

In actual applications, the input for one prediction is only the input of the selected
historical step length instead of all the input in the model training process. Therefore, the
equation is expressed as

Input:
Lobs =[

(
xTobs−M, vTobs−M, uTobs−M

)
, . . . ,(

xTobs , vTobs , uTobs

)
]

(4)

Output:
Xpred = [xTobs+1, . . . , xTobs+Tpred ] (5)
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3.2. CNN Network

The standard CNN network has four components: the data input layer, the pooling
layer, the convolution layer, and the full connection layer, as shown in Figure 2. The locally
connected convolutional layers enable CNNs to deal with spatial correlation problems [42]
efficiently. The pooling layer makes the CNN generalizable to large-scale problems.

Figure 2. Typical structure of CNN network.

Calculate the value w in the pathj dot product between and the value in kernel
matrix p:

cj = f
(
wj � p + b

)
(6)

where � denotes the eigenvectors multiplied element by element, b ∈ R is deviation, and f
is a nonlinear mapping function that can be set to RELU activation function as follows:

f (x) = max(0, x) (7)

In this paper, a one-dimensional convolution CNN is added to extract the local feature
of the trajectory data. Meanwhile, the convolutional layer can accelerate the training speed
of the network.

3.3. LSTM Network

The LSTM model was originally proposed by Hochreiter and Schemidhuber in 1997 in
the literature [43], which is a variant of the RNN model for addressing long-term dependent
information that RNNs cannot handle.

The structure of the LSTM model is shown in Figure 3. The key to LSTM is the state of
the cells, where there are only a few linear interaction processes between cells throughout
the processing link, and the flow of information can easily remain constant along the
processing link. In order to solve the problem of gradient explosion, the LSTM model
adds a gate structure to decide which data to remember or forget to change the current
unit’s output.

Figure 3. Standard structure of LSTM unit.



Actuators 2022, 11, 247 7 of 14

The processing of the data in LSTM model consists of four parts:

3.3.1. Forget

In this part, the LSTM model decides which information to discard using the forget
gate layer. The gate structure reads the input ht−1 generated by the previous cell and the
input Xt at the current moment and outputs the result ft ∈ [0, 1], which represents the
degree of reception of the current input(1 means fully retained and 0 means fully discarded).
The result represents the degree of reception of the current input data.

ft = σ
(

W f · [ht−1, xt] + b f

)
(8)

3.3.2. Remember

The second step determines which new information will be stored in the current cell’s
state information. The sigmoid layer, called the input gate layer, determines the updates
and outputs.

it = σ(Wi · [ht−1, xt] + bi) (9)

Then, the tanh function creates a vector of candidate values for the message:

C̃t = tanh(WC · [ht−1, xt] + bC) (10)

3.3.3. Update

This part updates the cell state information from Ct−1 to Ct state, and this step is
related to the output of the two previous steps

Ct = ft ∗ Ct−1 + it ∗ C̃t (11)

3.3.4. Output

Ultimately, determine which information will be output, which is based on the cell
state and also is a filtered version. Another sigmoid layer determines which part of the cell
state will be output and multiplies it by the output of the tanh function, that is, between
[0, 1]. Finally, the cell will only output the part that is determined to be output.

ot = σ(Wo[ht−1, xt] + bo) (12)

ht = ot ∗ tanh(Ct) (13)

where ∗ denotes the Hadamard product; σ denotes the standard logistics sigmoid function;
ft, it, ot are the output of different gates; Ct is the new state of memory cell; C̃t is the final
state of memory cell; and ht is the final output of the memory unit. W f , Wi, Wc, Wo denote
the weight matrices in each layer.

3.4. Hybrid CNN–LSTM Model

As mentioned above, CNN is a lightweight model that captures local features, while
LSTM is good at dealing with the long memory of time series data. Therefore, we propose a
hybrid neural network model integrating CNN and LSTM to solve the trajectory prediction
problem. Therefore, a novel idea combines the merits of these two models for better
accuracy and shorter time. The overall structure of this hybrid model is shown in Figure 4.
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Figure 4. The proposed hybrid model.

The model shows the process of train trajectory prediction: train historical trajectory
data input, data processing, model training, and final predicted trajectory output. We
need to perform preprocessing, such as data-anomaly detection and missing trapping, and
normalize it before the input. The input data of a traditional neural network constitute a
vector, while the input data of CNN and LSTM constitute a time series containing tensors.
Hence, we need to add a time step dimension.

We set the historical time steps as 50, and the future time steps Tpred are 20, which
means 50 consecutive train trajectory data are used to predict the following 20 trajectory
data. So, each of our samples is a 50 × 3 matrix. Data processing will be covered in detail in
the next section.

These 2n-dimensional input data composed of a series of trajectory points are first fed
to the CNN model. We use one-dimensional convolution to extract the spatial feature of
the trajectory. The process is shown in the Algorithm 1.

Algorithm 1 CNN–LSTM model

Input: observed trajectory data of trains: Lobs =
[
(

xTobs−M, vTobs−M, uTobs−M
)
, . . . ,

(
xTobs , vTobs , uTobs

)
], where M is the historical time

steps.
Output: A set of predicted trajectories Xpred = [xTobs+1, . . . , xTobs+Tpred ]

1: Initialization: Set the state the previous time steps M and future time steps Tpred

2: for i ≤ Len(Lobs)−M do // Len is the function to get the length of the input
3: Vi = {(xi, vi, ui), . . . , (xi+M, vi+M, ui+M)}
4: for i ≤ Len(V) do
5: Ci = ReLU(Vi � p + b)
6: Calculate the Ĉ = max(C)// MaxPooling operation
7: for i ≤ Len(Ĉ) do
8: Yi = LSTM(Ĉi) by (8), (9), (10), (11)
9: for i ≤ Len(Y) do

10: Oi = sigmod(Yi)// Dense layer with sigmoid function
11: return XM

In the convolution layer, the number of 1 × 3 kernels is 64. The data are sent to the
max-pooling layer with a pool size of 2. After a series of repeated convolution pooling
work, all of these data will be input to the LSTM model, which consists of three hidden
layers with 128 cells in each layer, and a dropout layer is added between the hidden layers.
Different activation functions and dropout layers are tested in this structure to get the best
results. Finally, the data processed by the CNN and LSTM models will be input to the full
connection layer that outputs 20 consecutive train trajectory data at future moments.
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4. Experiment and Discussions

In this section, we conduct a comprehensive experimental and comparative study
of the baseline and hybrid models proposed in Section 3. First, we introduce the train
trajectory data set used in the experiment and the evaluation index used to evaluate the
prediction effect. The second is the prediction effect of the RNN, GRU, LSTM, stateful-
LSTM, and CNN–LSTM models on different prediction time steps.

4.1. Datasets

We use seven datasets from Chengdu Metro Line 6 to examine whether the prediction
models can capture the embedded motion patterns. There are a total of 63,676 trajectories
points sampled every 200 ms, with an average speed of 9.00871659 m/s. Since these datasets
are sampled at different rates, we apply the existing data interpolation technique to fill the
missing data by the proximity data. Then, we perform abnormal data detection based on
the Z-score on the data. The Z-score is the standard score, and the distance between the data
point and the average value is measured. If the data point is two standard deviations from
the average value, the Z-score is 2. When Z-score = 3 is used as the threshold to eliminate
abnormal issues, it is equivalent to 3 sigma. We normalized the data to reduce the impact
of numerically large data on model learning. The most typical one is the normalization of
data, that is, the unified mapping of data to the [0, 1] interval.

yi =
xi −min1≤i≤n

{
xj
}

max1≤i≤n
{

xj
}
−min1≤i≤n

{
xj
} (14)

where yi is the normalized data, min1≤i≤n
{

xj
}

denotes the minimum value of the feature
data, and max1≤i≤n

{
xj
}

denotes the maximum value of the feature data.
Our data include 12 different data sets with 187-dimensional features, and each data

set has an average of 9000 pieces of data. In the learning and testing of the model, we
use different data sets to ensure that the model has a strong generalization ability on the
unexpected data set of the training set.

4.2. Evaluation Metrics

We evalute the accurcy of trajectory prediction from two perspectives. The first one is
an RMSE that root mean square averages the Euclidean distance between the predicted
location and truth location:

RMSE(y, ŷ) =

√
1
n

n

∑
i=1

(yi − ŷi)
2 (15)

where yi is the truth trajectory point and ŷi is the predited locations by the model.
Another performance metric is hit rate. Set the tolerable predition error σ, which

represents the prediction error acceptability we set. If the absolute error between yi and ŷi
is smaller than σ, we call the prediction is a hit.

HitRate =
hits
N

(16)

where hits represent the hit number in the total times and N is the total number of the raw
trajectory data.

4.3. Evaluation Setup

In our experimental parameter setting, we use the historical data information of
50 steps to predict the position in the next N time steps, where N changes from 1 to 20. We
set σ to 20 cm to measure the hit rate. All experiments were carried out under the same
experimental conditions.
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4.4. Comparative Analysis of Experimental Results

The experimental results presented in Figures 5 and 6 are the predicted trajectory
comparison of these five models. Tables 1 and 2 are the RMSE and hit rate, respectively.
Given 50 historical points, we report the RMSE and hit rate for the future n steps. We
compare the performance of our model with state-of-art methods as well as multiple
control settings.

(a) (b)

Figure 5. Field data and predicted position. (a) Train position curve in the 0.2 s. (b) Train position
curve in the 2.0 s.

Table 1. The RMSE performance comparison of trajectory prediction.

Time Steps RNN GRU LSTM State-LSTM CNN–LSTM

1 4.18 4.53 6.07 8.85 5.37
2 4.29 4.86 6.46 8.68 5.67
3 5.55 5.72 5.55 10.12 5.27
4 6.60 6.25 6.81 9.92 6.51
5 7.42 7.00 7.64 9.95 7.39
6 8.49 7.38 9.05 10.92 8.26
7 8.79 9.12 9.86 11.26 8.64
8 9.94 10.02 10.47 12.38 9.72
9 11.54 11.65 12.35 13.08 11.12
10 12.80 11.98 11.76 13.47 11.53
11 13.34 13.54 13.36 14.59 13.08
12 14.73 14.14 13.86 15.61 13.58
13 15.45 16.11 15.13 16.53 15.48
14 16.24 16.89 16.73 17.02 15.69
15 18.36 18.00 17.51 18.61 15.93
16 18.80 18.43 17.64 19.01 17.94
17 20.50 20.02 18.54 20.10 19.33
18 20.61 20.75 20.40 21.07 19.71
19 23.21 22.20 21.02 22.39 20.79
20 24.17 23.63 21.81 23.28 21.33

Table 2. Hit rate of trajectory prediction (n is the time step).

Hit Rate n = 1 n = 5 n = 10 n = 15 n = 20

RNN 0.98 0.97 0.96 0.93 0.91
GRU 0.98 0.98 0.96 0.94 0.89
LSTM 0.97 0.92 0.91 0.9 0.87

state-LSTM 0.9 0.88 0.88 0.88 0.83
CNN–LSTM 0.96 0.96 0.96 0.95 0.93
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(a) (b)

Figure 6. Field data and predicted position. (a) Train position curve in the 4.0 s. (b) Train position
curve between 1200 and 1450 units in the 4.0 s.

While the performance differences between these models are not significant, it is worth
noting that all of our model errors are already low, so some improvement is worthwhile.
From the results, we derive the following observations:

The results show that stateful-LSTM produces the highest error in the n = 1 time steps
for the root mean square error. RNN and GRU produce better predictions; especially, the
RNN model produces the lowest error in prediction shorter than n = 3. In the case of
prediction, the horizon is more extended than n = 10; the CNN–LSTM, GRU, and LSTM
produce a lower error. As the future time steps n increase from 1 to 10, CNN–LSTM
performs better than the other methods.

For the hit rate, in the case of a prediction horizon longer than 2.0 s, the RNN, GRU, and
CNN–LSTM models produce a much higher rate. We note that the GRU model produces
better predictions than the LSTM model. However, when n increases to 20, the CNN–LSTM
model produces the highest rate.

In all experimental models, the change of RMSE shows the same trend; that is, RMSE
increases with the increase in prediction steps n. At the same time, the hit rate also shows a
similar pattern; that is, the accuracy decreases with the increase in N, which proves that the
accurate prediction of long-term trajectory is more challenging than short-term prediction.

Simple-RNN obtains the worst performance in terms of RMSE. The curve may be
over-fitting at some points. However, it is interesting that its hit rate is much higher than
the stateful-LSTM and LSTM models. One of the possible reasons is that it performs
better where the train trajectory is linear, and the prediction effect is poor in the nonlinear
trajectory.

GRU also performs poorly in RMSE while performing better in the hit rate. As
an improvement of the RNN network, the prediction performance of the LSTM model
is predictably better than that of the RNN. The simplified model GRU based on LSTM
presents the same performance as LSTM. This can be explained as the improvement of GRU
and LSTM models on the gradient problem on the cyclic neural network. Simple-RNN
obtains the highest hit rate when n = 1, as well as the GRU model. Moreover, its hit rate
decreases more slowly than GRU as the time step increases.

We use CNN–LSTM as a hybrid model baseline. We can see that CNN-LTSM achieves
the best performance in terms of RMSE when time steps N > 6 and the highest hit rate
when time steps N > 10. In order to better show the prediction effect and the details in
Figure 6, we show the loss of CNN–LSTM and LSTM on the verification set in Figure 7.
In addition, the training time of CNN–LSTM is shorter than that of other models. In the
experiment, we recorded the time spent on training each model. The average time spent on
CNN–LSTM was 1061.56 s, while the average time spent on LSTM was 3377.05 s (almost
three times that of CNN–LSTM). Therefore, it can be verified that the CNN–LSTM model
converges faster than other models (such as LSTM) in the training process. This helps us
reduce the model training time and find the most suitable parameters faster. Moreover,
we can observe a mountain-like structure; this is possible for the trajectory prediction
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with a sliding time window. The model is not the most accurate short-term forecasting
but produces reliable prediction and control errors within a specific bound. This implies
that, with a combination of CNN and LSTM, the hybrid model can handle the long-term
prediction of the train trajectory data.

(a) (b)

(c) (d)

Figure 7. The prediction loss at each step in 3d and 2d perspective. (a) The validation loss of CNN–
LSTM. (b) The validation loss of LSTM. (c) The validation loss of CNN–LSTM. (d) The validation
loss of LSTM.

5. Conclusions

Train trajectory prediction is essential for intelligent transportation system (ITS) appli-
cations. The importance of this task is emphasized with the emergence of virtual coupling
as it requires a future trajectory to plan the control of the following train. We propose
to integrate the neural networks of CNN and LSTM as a hybrid model for the task of
trajectory prediction.

We conduct detailed analyses of the characteristics of train trajectory in detail and
explain how they differ from vehicle and pedestrian trajectory prediction. In addition,
we compared RNN, GRU, LSTM, stateful-LSTM, and CNN–LSTM models in terms of
predicted position, validation loss, prediction error RMSE, and hit rate. These models are
learned and evaluated using the field data, which contains real-world train trajectories
from Chengdu Metro Line 6. Our experiment results indicate that CNN–LSTM performs
better than the state-of-art techniques. We find that the evolution of the proposed model
shows the best prediction accuracy when the time rises to 4 s, while the RNN model shows
smaller RMSE when the time horizon is shorter than 1.4 s (n = 7). Moreover, the hybrid
CNN–LSTM model obtains the highest hit rate when the time horizon is more extended
than 2.0 s (n = 10).

Our in-depth study of the hybrid deep learning methods for train trajectory prediction
can potentially benefit the development of many ITS applications, such as the controller
optimization of the ATO system and timetable optimization for train arrival time, which are
not limited to virtual coupling. Many future research directions can stem from this work.
First, we will continue to test the performance of CNN–LSTM over longer horizons. Second,
it would be interesting that instead of using CNN to model the relationship between the
local features, other types of hybrid models can be explored, such as Markov and MLP.
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