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Abstract: The rapid advancements in information and communication technology during the third
industrial revolution of the late 20th century has marked the beginning of a new era in the retail
sector with the introduction of E-commerce. The dawn of the new century witnessed industry
4.0, revolutionizing all areas of online business by bringing in novel opportunities and possibilities.
Despite the progress in technology, the determination of correct pricing on online selling platforms still
remains a very complex task. The adoption of big data technology has enabled online sellers to make
real-time price changes of high magnitude and proximity. However, with increasing awareness among
buyers regarding modern pricing strategies, it is necessary to examine probable changes in consumer
behavior when exposed to dynamic pricing scenarios. This study investigates the factors that
influence consumer behavior, and their prospective online purchase decisions in a dynamic pricing
context, through an exploratory factor analysis approach. A primary research survey was conducted,
and 178 samples were finalized for data analysis through a series of web surveys completed by
respondents in India. This study identifies, measures and classifies 27 research items into variables,
namely shopping experience, privacy concerns, awareness about dynamic pricing, buying strategy,
fair price perceptions, reprisal intentions and intentions for self-protection. These seven factors
could be used to explain consumer behavior in a dynamic pricing situation.

Keywords: dynamic pricing; E-commerce; industry 4.0; big data; consumer behavior; India

1. Introduction

Since the third industrial revolution, information and communication technology has become
widespread and the E-commerce sector has shown tremendous growth which outpaced the growth of
the traditional retail business sector. The worldwide sales of the retail E-commerce sector recorded 2.3
trillion US dollars in 2017, and is expected to rise around 4.88 trillion dollars by 2021 (Statista 2018).
As per the Indian Brand Equity Foundation report, business in the Indian E-commerce sector alone was
worth 15 billion US dollars in 2016 and is expected to reach 63.7 billion dollars by 2020. According to
the PwC report on E-commerce in India (PwC Report 2014), online retail and online marketplaces are
the fastest growing segments within the E-commerce space, and these are more than doubling in size
every two years. Books, apparel, accessories and electronics constitute about 80% of the products sold
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through eTailing. India is also witnessing increasing adoption of smartphones, tablets and 4G services,
which has widened the online consumer base. This, combined with a larger number of homegrown
eTail companies, innovative business models and a young customer base willing to spend online,
has led to a vibrant eTail market in India.

India is among the fastest growing economies in the world, with a significantly large percentage of
young and internet-savvy consumers. As a result, it has become a target for global E-commerce
businesses. The Indian economy is driven mainly by a young demographic market segment,
with around 75% of internet users in the 15 to 34 years age group. Their presence online is substantially
driven by peer pressure, rising education and aspirations, and growing interest in global fashion
and lifestyle trends. Although internet penetration is lower by percentage in India, its absolute
size is comparable to larger markets, such as the United States and those in Europe, and it is
quickly catching up with the online market size of China. Additionally, favorable government policy,
which allows 100% FDI in business to business (B2B) E-commerce, is expected to boom the E-commerce
market of India further in the coming years (IBEF Report 2017). The growth in the E-commerce sector in
India is due to many contributory factors, including a rise in the number of internet users, adoption of
modern technology and alternative payment methods offered by E-commerce sellers (Harish 2017).
All of these factors, in conjunction with a rise in confidence in doing business in India, makes the
market very attractive for large foreign players and portfolio investors who are witnessing slower
growth elsewhere. The latest development in the large saga of investment is the takeover of the
homegrown Indian eTail giant Flipkart by Walmart.

The growth of E-commerce business received an impetus globally with the advent and spread of
industry 4.0, a term first used in 2011 by the Fraunhofer-Gesellschaft institute. The German Federal
Government identify industry 4.0 as a synthesis of internet of things and cyber physical systems,
interacting and cooperating with each other and with the humans within the system (Kagermann et al ;
Slusarczyk 2018). Industry 4.0 is characterized by highly automated factories, warehouses, products
and services, etc. (Stock and Seliger 2016). The newest form of industrial revolution is digitalizing
each and every aspect of business, including logistics, purchases, supply chain and sales processes,
which will result in E-commerce accruing 90% of the global commercial transactions in the near future
(Geissbauer et al. 2016).

Foreseeing the growing opportunities, the E-commerce sector in India is attracting many global
players. International companies have brought forth advanced and sophisticated technological
capabilities in the areas of consumer analytics and recommendation systems, which have already
become a challenge for local companies. Stiff competition has given way to both price and non-price
competition among companies. One of the most commonly practiced pricing strategies in the
E-commerce sector is the dynamic pricing strategy, which, in economic terms, is an individual level
pricing strategy based on real-time information (Haws and Bearden 2006).

Dynamic pricing is not an entirely novel concept. It is the most modern form of price
discrimination. Price discrimination is an age-old practice employed by sellers to sell their products
at different prices (Krugman 2000). In traditional markets, sellers are able to decipher the ability of
customers to pay, which enables them to make tailor-made prices for each customer. For stores in the
online marketplace, information about consumer identity was uncertain until the advent of big data
analytics. With big data analytics, it is possible to gather and know a great deal about the prospective
and actual customers without meeting them physically. Firms can now change prices more rapidly and
offer tailor-made, targeted advertisements for individual online consumers, as well as tailor a price for
an individual customer based on their income, spending habits, past purchases, online reviews and
social media engagements, etc. Dynamic pricing has now become a norm in the E-commerce sector as
the menu cost in the internet market is minimal. The cost of changing prices in internet marketing is
negligible and online sellers can easily experiment with different prices to obtain a larger profit margin
(Victor and Bhaskar 2017).
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In order to make the best out of the dynamic pricing strategy, retailers require information about
prospective consumers, such as their behavior, and the strategies of competitors. The internet of things
and big data have made it possible for online sellers to use available information for chalking out
tailor-made prices for both actual and prospective customers (Cox 2001). A number of studies have
shown that when consumers are dissatisfied with the magnitude and proximity of the price changes,
they resort to spreading negative comments about sellers and engage in behaviors which damage
the brand name of sellers (Garbarino and Lee 2003; Kannan and Kopalle 2001; Kung et al. 2002;
Kovacs and Kot 2016; Victor and Bhaskar 2017).

Though there are numerous studies carried out in the area of E-commerce, there is a dearth in
understanding about consumer traits in dynamic pricing environments; an area of growing interest in
eTailing in India and globally. Gaining a better understanding in this area would empower eTailers to
generate better strategies for dynamic online pricing, in order to gain a competitive advantage without
hurting or losing their customer base.

Thus, the aim of this study was to investigate, measure and classify factors which influence
consumer behavior and their prospective online purchase decisions, in a dynamic pricing context,
through an exploratory factor analysis model.

2. Research Background

Industry 4.0 has transformed ordinary machines into intelligent systems, sensing and collecting
necessary inputs required by themselves without human interventions, thereby improving the overall
performance in a much more efficient manner. Industry 4.0 has made real-time data monitoring
possible, enabling sellers to make price and output variations in accordance with changes in a wide
range of factors (Vaidya et al. 2018). Dynamic pricing with the aid of big data is an efficient pricing
strategy, facilitating variation in price mooted by complex algorithms.

In the past few decades, dynamic pricing has become a very common pricing strategy in many
industries. It is considered a profitable strategy for airlines, hotels, cruises and rental cars, etc.
(Kimes 2002; Duman and Mattila 2003; Sahay 2007). Not only does this pricing strategy offer huge
profits, but it also helps to manage shortages in supply and in reallocating demand to the most suitable
time periods (Sahay 2007). Dynamic pricing has become more common with the prevalence of internet
marketing driven by big data analytics. It is an individual-level price discrimination strategy in
which the prices differ based on customer, location, product or time (Kotler and Armstrong 2010).
Dynamic pricing is commonly defined as the buying and selling of goods where prices adjust freely
in accordance with the demand and supply at the individual transaction level. Retailers, especially
eTailers, have the potential to use the latest available information to form the best prices for consumers.

Until the 1960s, the economic models and thoughts on consumer behavior relied on the
assumption of rationality. It was assumed that consumers were always rational in their purchases and
therefore bought products which gave them maximum satisfaction (Le and Liaw 2017). The economic,
sociological, psycho-analytic and learning models developed prior to 1979 show that consumers
exhibited a conservative behavioral pattern in buying products (Kahneman and Thale 2006).
The period of global economic crisis in 2008 resulted in consumer behavior tending towards a defensive
one as they bought fewer products than they usually did (Le and Liaw 2017). The popularity of online
marketing gave way to internet of things to play a bigger role in purchase decisions, as people
began using the internet to order products and compare prices and features of products they
were interested in. The modern customer has a wide range of products to choose from, further
complicating the decision-making process and consumer behavior (Trifu and Ivan 2014).

The dynamic pricing strategy has been adopted by sellers with an intention to maximize their
revenue with the aid of big data. Many business to consumer (B2C) and business to business
(B2B) companies in the E-commerce sector have already adopted the dynamic pricing strategy
(Elmaghraby and Keskinocak 2003). It is relatively easy to apply the dynamic pricing strategy in
E-commerce due to the ease of access to consumer data. Using big data analytics techniques,
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it is possible to more accurately segment consumers into much smaller units, enabling online
sellers to provide tailor-made advertisements and prices for each customer. It is also possible to
vary prices for every sale offer (Kung et al. 2002). From the theoretical aspect of the transaction cost
theory in E-commerce (Devaraj et al. 2002; Williamson 1979), online firms that use data analytics for
products and price recommendations have benefited greatly by improving the market transaction
cost efficiency, managerial transaction cost efficiency, and time cost efficiency. The most modern
technology, which uses cookies and clickstream data, etc., allows sellers to make real-time price
changes at minimum cost by analyzing the customer traffic, customer demographics, and preference
data, etc. (Elmaghraby and Keskinocak 2003; Mak et al. 2018).

The aspiration for successful and agile business plans promoted business intelligence, which was
mooted by the internet of things and big data within the organizations. This enabled businesses to
obtain useful customer information, thereby allowing for efficient decisions through identification of
opportunities and threats, particularly by keeping an eye on customers, suppliers and competitors in
real-time (Olszak and Zurada 2015; Olah et al. 2018). One of the most important developments which
evolved with the application of big data analytics was that customers became actively involved in the
pricing decisions in the online market. Advanced search engines, web crawlers, shopbots and novel
E-commerce models, and group buying, etc., provide customers with opportunities to be a part of the
price determination process (Kung et al. 2002).

Consumer behavior has been a major subject of market research since the beginning of the
21st century. Studies have mainly focused on the behavior and attitudes of consumers towards
different brands, offers, sellers and business strategies (Mokrysz 2016). Deksnyte and Lydeka (2012)
discuss the factors which form a proper dynamic pricing strategy. The research points out customer
behavior and characteristics, fair prices, market structure, product demand, and perception of product
value as some of the most important factors which help in forming the right prices. One of the
most important concerns of the consumers with regard to dynamic pricing is their price fairness
perception (Kimes 2002; Sahay 2007). The perceived price fairness primarily depends on the amount of
information that sellers unveil to the buyers (Choi and Mattila 2009).

A number of studies have reported consumer dissatisfaction due to high magnitude and rapid
proximity of price changes, which leads to the spreading of negative information, buying from
competitors or engaging in other actions which deteriorate the reputation of sellers (Dai 2010). Research
has shown that increased revenues obtained from the dynamic pricing strategy will prevail only in
the short run if a consumer cannot perceive a difference in the service received, as the consumer will
view the situation as unfair (Kimes 2002). Hence, despite the potential gain from dynamic pricing,
if consumer sentiments are not well understood and taken care of, the dynamic pricing strategy could
have an adverse effect for an online firm.

After reviewing previous literature that attempted to study some facets of consumer behavior in
an online purchase environment, several research items were adapted for measurement in this study.
Firstly, Le and Liaw (2017) paper on big data and its impact on consumer behavior employed items
such as user’s ability to find useful information from the website, as well as their perception on how
their privacy is safeguarded. For this research, several new, self-developed items were also refined
in regards to online shopping experience and privacy concern measures, which were thought to
better capture these constructs. Altogether, six items were adapted or newly developed in an
attempt to measure consumers’ online shopping experience and privacy concerns in a dynamic
pricing environment.

Dai (2010) research, on the other hand, offered several measures for price fairness perception,
reprisal intentions and self-protection intentions. In total, 12 items were adapted and self-developed to
measure consumers’ price fairness perception, reprisal intention and self-protection intention,
for testing in this research.

This study also introduces nine new items to supplement some of the above items and to measure
consumers’ awareness about dynamic pricing and their online buying strategies in a dynamic pricing
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environment. These items were developed by the authors based on expert opinion and experience in
online marketing research. All 27 items are presented in Table 1.

Table 1. Items used in the questionnaire.

Items Measurement References
1 I'am able to search useful information in the e-shopping website
’ Shopping Website can recommend substitute goods for the
product I wish to buy
3 The results provided are quick and fit my needs .
(Le and Liaw 2017)
4 I believe product recommendation is very useful to me
5 I fear that my personal information about payment method
may be stolen
6 I fear that my personal information may attract the attention of
cyber criminals
7 The price I paid was fair
8 The price I paid was questionable
9 The price I paid was justified
10 I am satisfied with the price and purchase decision
11 I will say negative things about the online retailer’s pricing
policy to others
12 I will switch to the competitors of this online retailer after my
experience with their pricing policy
13 I will complain about the online retailer’s pricing policy through .
online social networking channels such as Facebook, Twitter etc. (Dai 2010)
14 I will complain to governmental agencies regarding the online
retailer’s pricing policy
15 I will buy fewer products from this online retailer in the
next few years
16 I will stop buying products from this particular online retailer
17 I will buy more products from this retailer in the next few years
regardless of their pricing policy
I will continue to buy the same product from this online retailer
18 . .
if Imeed it in the future
19 I feel offended when online shopping websites use my personal

information for product recommendations and changing prices

I am not interested in sharing my personal information
20 including browser history with online shopping websites to
get personalized product recommendations

I will consider the changing prices as an opportunity to buy

zn products at lower prices
I am aware that the shopping websites use the information
22 collected for personalized product recommendations and .
advertisements [Own Construction based on
Expert Opinion]
23 I will motivate my friends and family to track the prices to avoid
paying higher prices
In future, I will track the price of the products which I intend to
24
buy for a few days before purchase
I will use some software applications or browser extensions to
25 . 3
track the changes in the price of the product
2% I am aware that the shopping websites collect personal
information through browser cookies
o7 I am aware that the shopping websites use the information

collected for making changes in the price of the products
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3. Materials and Methods

3.1. Sample Size

There are varying opinions regarding the sample size for a factor analysis. Disparities in studies
with regard to the sample size is noted by Hogarty and Hines (2005). Some researchers suggest that
the minimum sample size should be at least greater than 100 for factor analysis (Hair et al. 1995).

The survey data was collected from internet-savvy college students in South India. All participants
had previous experience in using the internet and purchasing online. Many studies have demonstrated
the viability of collecting data from students, especially for studies with an interest in online shopping
(Gefen 2002; Kuo et al. 2009; Zhang et al. 2011). A purposive and intuitive sampling technique
was used to choose the right respondents in order to include only those who had previous experience
with online shopping. A total of 201 students participated in the study, with 16 responses being
removed due to incomplete information and seven responses being removed for inserting inconsistent
or conflicting inputs. The remaining 178 sample responses were finalized for analysis. The respondents
fell into the age group of 20-27. The sample population comprised of 101 males and 77 females.
All had made at least one online purchase in the last year. The total number of online purchases made
ranged between 1 and 20. This outcome further asserts that the younger populace in India have strong
online participation and are actively purchasing online.

3.2. Data Collection Procedure

The survey was conducted in the month of June 2018 at the computer labs of Saintgits Institute of
Management, Kerala. A structured online survey was created using Google Forms and was distributed
online to the respondents. They were first asked to navigate to the website www.amazon.in and add
products to the cart without buying them. This was to provide the respondents some exposure to an
online selling platform which rigorously uses big data analytics in personalizing product offerings and
pricing mix. A previous study (Le and Liaw 2017) used a similar approach to study the positive and
negative impacts of big data on purchase decisions. The products added by the respondents into their
carts also validated the assumption that the primary products that would be shopped for online are
apparels and electronics. A report by Ernest and Young (EY India E-commerce Report 2016) showed
that the common denominator in a large majority of online shopping carts of men and women across
different age categories was apparels and phones.

3.3. Analytical Approach

An exploratory factor analysis (EFA) method was used in the analysis to determine the number
and nature of factors which explain the covariance structure of the data. EFA is a statistical model
which explores the relationship pattern between the latent outcome measures (factors) and observed
outcome measures (items) (Gerbin and Hamilton 1996; Litavcova et al. 2015). A factor means a list of
items which are grouped together based on the loadings. These items are interrelated and define the
given latent construct. Unrelated items are considered as items which do not belong to the group and
do not explain the construct, and therefore need to be deleted (Munro 2005).

R Programming (RStudio) was used to do all the statistical estimations and tests. psych and GPA
rotation packages were used to conduct the exploratory factor analysis and other reliability tests in R.

3.4. Measurement

The questionnaire used for this study was composed of two main parts. The first part of the
questionnaire included questions to collect socio-demographic details of the respondents. The second
part consisted of a hypothetical purchase scenario in which the respondents were exposed to a real
price change and were asked to rate their reactions on the 27 items of measurement with regard to the
dynamic pricing environment. The Likert scale, ranging from 1 = strongly disagree to 5 = strongly
agree, was used to collect the responses.
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4. Results and Discussion

Bartlett’s sphericity test was applied to check whether the correlation matrix was an identity
matrix. The p value for the Bartlett test was below 0.05, confirming that the data frame under
consideration was not an identity matrix. The Kaiser-Meyer-Olkin (KMO) test of sample adequacy
was conducted to check whether the sample collected was adequate. Hair et al. (2010) suggests that if
the KMO value is greater than 0.6 and Bartlett’s test of sphericity is significant, then factorability of
the correlation matrix can be assumed; which, in other words, means the dataset is suitable for factor
analysis. The value of KMO was found to be 0.67, which indicated that the dataset could be used for
factor analysis.

With a valid Bartlett and KMO test score, we were able to proceed with the exploratory
factor analysis. A wide range of methods are available for conducting a factor analysis, including
the “maximum likelihood”, “minimum residual”, “principal axis”, “weighted least squares”,
and “generalized weighted least squares”, etc. For this study, the principal axis method was used.
This method is very similar to the principal component analysis, with pre-specified priors consisting of
a matrix of squared multiple correlations among variables. The principal axis method is one of
the most commonly used methods for exploratory factor analysis (Tabachnick and Fidell 2001;
Thompson 2004; Henson and Roberts 2006).

A parallel analysis was conducted to identify the number of items to be retained. The parallel
analysis results suggested seven factors should be retained, and thus we proceeded with the factor
analysis using seven factors. The rotation method used in this study was varimax. The ordinary
least squares method (OLS) was used, with the factoring function fm = “minres”. OLS method
provides results using the ‘maximum likelihood method’, which does not assume multivariate normal
distribution and finds the results through an iterative eigen decomposition, such as a principal axis.
The output table showing factor loadings is given below in Table 2.

Table 2 shows the loadings of items on different factors. As per the parallel analysis results,
the number of factors to be included for the analysis was seven, namely shopping experience
(SE), buying strategy (BS), privacy concerns (PC), awareness about dynamic pricing (DP), fair
price perceptions (FP), reprisal intentions (RI), and intentions for self-protection (SP). In Table 2,
the number shown within the parenthesis indicates the serial number of the item, while the three-digit
alphanumeric code indicates the acronym of the seven constructs, with the first two characters
identifying the construct and the last digit identifying the item number within the construct. The items
that were retained after the EFA with their respective construct names are attached in Appendix A as
Table Al.

The items with insignificant loadings were eliminated in the first place, and only 21 out of 27 items
were retained for further analysis. Items named SE2(2), FP2(8), SP1(15), SP2(16), RI1(11) and RI4(14)
were removed. The cumulative variance observed was 0.51, which means that the seven factors
explain 51% of the variance in the subject. For the factors MR3 and MR?7, only two items were loaded.
Raubenheimer (2004) suggests that if the scale uses only one factor, a minimum of four items should be
loaded while scales with more than one factor identified with as little as two items are considered
acceptable, in accordance with the type of the study conducted. In this study, the loadings of the
factors MR3 and MR7 were high enough, which was important as these two factors pertained to the
items concerning the reactions of consumers after the purchase, which were quite different from the
rest of the items. Table 3 given below shows the residual test results.
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Table 2. Factor pattern matrix for rotated loadings.

Item Names MR3 MR4 MR2 MR6 MR5 MR1 MR7 h2 u2 com

BS1(24) 006 057 008 016 012 —-0.11 0.16 051 0589 1.6
BS2(225) —-0.12 0.54 —0.02 011 0.04 007 006 043 0669 1.3
BS3(23) 013 076 009 022 000 -—-0.08 —0.05 0.65 0.347 1.3
BS4(21) -0.01 059 016 —-0.01 —-0.04 0.03 0.03 0.58 0.618 1.2

DP1(26) —-0.05 012 013 070 001 —0.08 —0.04 054 0464 1.2
pr2(27) 000 011 012 073 000 -—-006 003 056 0443 1.1
DP3(22) 008 027 -002 044 —-003 010 012 040 0.698 2.0

FP1 (7) 003 002 013 -007 066 0.09 —-0.11 047 0525 1.2

Buying Strategy

Awareness of
Dynamic Pricing

piiif,Pffiﬁs FP3(9 010 005 008 001 075 012 017 062 0379 12
4 FP4(10) —001 0.02 009 005 046 011 —016 046 0744 15
Shoooin SE1(1) 085 000 -002 —002 —006 —001 0.07 074 0261 1.0
PpIng SE3(3) 0.61 —009 —003 0.03 —002 0.06 027 046 0538 15
Experience

SE4 (4) 078 0.00 -017 0.00 0.01 —0.01 0.04 0.64 0357 1.1

PC1 (5) -0.05 000 059 023 013 -006 —0.04 042 0576 15
PC2(19 —-0.03 018 0.63 0.03 007 017 006 046 0535 1.4
PC3(0) —-0.02 0.06 0.60 —0.01 —0.01 —-0.07 —0.10 048 0.618 1.1

Privacy Concerns

PC4 (6) -0.15 007 0.5 006 020 —0.07 —0.05 050 0504 1.4
Intentions for SP3 (17) 014 007 -010 007 003 015 055 040 0.632 1.4
Self Protection SP4 (18) 018 013 —-0.02 —-0.01 —020 0.09 0.75 0.66 0345 14

RI2 (13) 008 011 001 -—-0.08 014 0.98 —0.01 1.00 0.004 1.1
RI3 (14) -0.02 -0.09 —0.05 0.00 016 046 —0.04 045 0753 14

MR3 MR4 MR2 MR6 MR5 MR1 MR7

Reprisal Intentions

SS Loadings 193 180 178 149 141 130 123
Proportion Variance 0.09 0.08 0.08 007 0.06 0.06 0.07
Cumulative Variance 009 017 025 032 038 044 051
Proportion Explained 018 016 016 014 013 012 0.11

Cumulative Proportion 018 034 050 064 077 089 1.00

Note 1: Factor analysis using method = minres; Call: fa (r = x, nfactors = 7, rotate = “varimax”, fm = “minres”);
Standardized loadings (pattern matrix) based upon correlation matrix. Note 2: h2 shows communality. Significant factor
loadings are in boldface. Reverse scored items are shown with negative signs.

Table 3. Residual test results.

Indicators Values

Root Mean Square of the Residuals (RMSR) 0.03

Tucker Lewis Index (TLI) 1.00

Root Mean Square Error of Approximation (RMSEA) 0.024

MR3 MR4 MR2 MR6 MR5 MR1 MR7

Correlation of (regression) scores with factors 091 0.87 0.85 0.84 0.85 1.00 0.83
Multiple R square of scores with factors 0.84 0.75 0.72 0.71 0.72 0.99 0.69
Minimum correlation of possible factor scores 0.67 0.50 0.44 042 045 0.99 0.39

The root mean squares of residuals (RMSR) value of 0.03 was in the range of acceptance as this
value is close to zero. The root mean square index was 0.024, showing a good model fit as the value is
well below 0.05. The Tucker-Lewis index (TLI) here was 1.00, while the cut off for TLI is 0.9.

The factors shopping experience (MR3), buying strategy (MR4), privacy concerns (MR2),
awareness about dynamic pricing (MR6), fair price perceptions (MR5), reprisal intentions (MR1),
and intentions for self-protection (MR?7) all had significant loadings.

The factor MR3, named as shopping experience, explained 18% of the total variance. The items
loaded to this factor were related to the usability of the shopping websites, usefulness of the search
results and product recommendations provided by the shopping websites. This finding is in line
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with previous web usability research findings that highlighted the importance of web usability in
determining user satisfaction (Nathan and Yeow 2009, 2011). The factor loadings for the items in MR3
ranged from 0.78 to 0.85.

The factor MR4, named as buying strategy, explained 16% of the total variance. The items
loaded on this factor were related to the probable strategies that might be taken by the consumers after
being exposed to a dynamic pricing scenario. Tracking the prices before purchase, using software to
track prices and advising friends and family to track before purchase were the items loaded on this
factor. The factor loadings ranged between 0.54 and 0.76.

The factor MR2, named as privacy concerns, explained 16% of the total variance. The items
loaded were related to the concerns regarding the usage of personal information by the companies for
personalized product recommendations (0.65) and prices (0.63), and fear that personal information
including payment methods will be stolen (0.59) and may attract the attention of cyber criminals (0.60).

The items loaded on factor MR6, named as awareness about dynamic pricing, included
awareness of customers about website cookies which collect personal information (0.70), awareness
about using the collected data for product recommendations (0.73) and price changes (0.44). This factor
explained 14% of the total variance. All item loadings were above threshold, and hence none were
removed after the EFA.

The factor MR5, named as fair price perceptions, explained 13% of the total variance. This factor
included items probing the attitude of people regarding the fairness of price they paid, if the price was
justified and their satisfaction with the price they paid. Here, the factor loadings ranged between 0.46
and 0.75.

The factor MR1, named as reprisal intentions, explained 12% of the total variance. The items
loaded to this factor were related to the intentions of people to take revenge against the seller, including
complaining via posting on social media (0.48) and buying from the competitors (0.98). The item on
tendency to say negative things about the online retailers to others had very low factor loading,
and hence it was removed after the EFA. This is probably because users are more online savvy these
days and complaining online via social media is more natural for them to show their reprisal of
an online vendor.

The last factor MR7, named as intentions for self-protection, explained 11% of the total variance.
The items loaded were related to the measures taken by the respondents to protect themselves from
high fluctuations in prices. The items probed the desire of consumers to buy again from the same
seller after being exposed to a dynamic pricing scenario (0.75), and their intention to stop purchase
from the seller thereafter (0.55). Items with low loadings that were removed after the EFA included the
measure of user intention to buy less—or stop buying altogether—from the online retailer. Interestingly,
these items did not achieve the loading threshold, which indicates that users do not altogether shun
an online seller due to a single previous price fluctuation experience.

Internal Consistency and Reliability of the Model

Internal consistency checks the correlation within the items in an instrument, and shows how well
the given items fit to a conceptual model (Nunnally and Bernstein 1994; Devon et al. 2007). Cronbach’s
alpha is one of the most commonly used methods to test the reliability and internal consistency of the
test items (Trochim and Donnelly 2006). Nunnally and Bernstein (1994) suggest that if there are two or
more subscales in an instrument, Cronbach’s alpha should be calculated for the individual subscales,
as well as the entire scale as a whole. The psy package in R includes the Cronbach’s alpha test. Table 4
gives the Cronbach’s alpha for all 21 test items.
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Table 4. Cronbach’s alpha test.

Reliability Analysis
Call: alpha(x = x, check. keys = TRUE)
raw_alpha std.alpha G6(smc) average.r S/N ase mean sd
0.73 0.73 0.82 0.11 27 0034 3.6 0.42

lower alpha upper 95% confidence
0.68 073 0.80 boundaries

The raw alpha for the 21 items measured here was 0.73, which is satisfactory. This confirms the
internal consistency and reliability of the model. According to Nunnally (1978), the minimum level of
reliability for a model depends on how the model is being used. Lance et al. (2006) suggests that
the requirement of having a Cronbach’s alpha value above 0.70 for every measurement scale is an
urban legend. The Cronbach’s alpha for the subscales identified were all above 0.70, except MR3
(reprisal intentions), which had an alpha score of 0.68. Many researchers support the value of
Cronbach’s alpha ranging between 0.65 and 0.70 as acceptable. The Cronbach’s alpha values for
the subscales are given in Table 5.

Table 5. Cronbach’s alpha test for the subscales.

Factor Number Cronbach Alpha
MR1 0.72
MR2 0.80
MR3 0.68
MR4 0.71
MR5 0.75
MR6 0.77
MR7 0.70

5. Limitations and Future Research

Despite meeting the objectives that were set out for this research, there are a few limitations that
were encountered during the study. This research investigated the impact on dynamic pricing in the
Indian online retail context and, hence, the results are better suited to the Indian E-commerce industry.
These findings may not be directly generalizable to other countries and regions due to differences in
terms of economy, culture and technology. Furthermore, since the respondents belonged to the age
group of 20-27, the results of this study may not be generalizable to the whole population of India.
However, considering the size and growth of the Indian market and the share of youngsters in the
total population, this limitation is not believed to discount the findings of the study. Additionally,
the constructs that this study has identified and tested could be adapted by future research for testing
in other regions and market and age segments.

Though the sample size selected for this research was found to be acceptable, a larger sample size
could have resulted in a more convincing assessment of the behavioral and attitudinal perceptions
towards dynamic pricing in an online environment. Furthermore, all of the respondents were from a
similar age group, internet savvy and sufficiently educated. However, as this research is focused on
the eTail customer, this is not a very significant limitation as this consumer segment constitutes about
75% of the Indian eTail market.

It is recommended that future research should carry out empirical tests on causal relationships
between the constructs identified in this study and consumers’ continual intention to purchase online,
despite their awareness of online dynamic pricing.
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6. Conclusions

This study has identified, measured and classified various online dynamic pricing environment
measures into seven factors which could influence consumer behavior and prospective purchase
decisions in a dynamic pricing situation. The results of the exploratory factor analysis identified
shopping experience, awareness about dynamic pricing, privacy concerns, buying strategy, fair price
perceptions, reprisal intentions and self-protection intentions as factors which could have a significant
influence on consumer behavior and their prospective purchase decisions.

This study, in agreement with previous studies, points out that dynamic pricing decisions
must be made carefully by figuring out their impact on consumer reactions. The results of this study,
which pertain to an Indian population, also have implications for global players in the E-commerce
sector. Sellers are keenly observing developments in the online business industry in rapidly growing
economies like India and China. The Indian economy, driven mainly by young people, has already
become a favorite destination for global players, such as Amazon and Walmart, etc. The Indian eTail
marketplace has attained a critical mass, with a couple of large, established home-grown and foreign
players further developing this market. With greater focus on digital India, this makes the Indian
marketplace a very attractive place for more global players to enter.

With very high growth trajectory, there is a need for increased understanding of customer behavior
and their reaction to dynamic pricing, in order to better address their privacy concerns, improve their
perception of online pricing as not being deceitful, and increase their awareness of the positives of
dynamic pricing as a win-win for both the buyer and seller. This will help to address reprisal attitudes
and self-protection measures, such as completely avoiding the online channel or spreading negative
comments, which could be very detrimental to the brand or the medium as a whole.
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Appendix A
Table A1l. Items retained after Factor Analysis.
Variables Items  Measurement References
Shoppin SE1 I'am able to search useful information in the e-shopping website
ppIng SE3 The results provided are quick and fit to my needs (Le and Liaw 2017)
Experience . Lo
SE4 I believe product recommendation is very useful to me
I am aware that the shopping websites collect personal
Awareness information through browser cookies
DP1 I am aware that the shopping websites use the information [Own Construction
about . .
. DP2 collected for personalized product recommendations and based on
Dynamic . .
L . Dr3 advertisements Expert Opinion]
Pricing

I am aware that the shopping websites use the information
collected for making changes in the price of the products
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Table A1l. Cont.

Variables Items Measurement References

I am not interested in sharing my personal information
including browser history with online shopping websites to get
personalized product recommendations

. bcl I feel offended when online shopping websites use my personal
Privacy PC2 . . . . . .
Concerns PC3 information for product recommendations and changing prices  (Le and Liaw 2017)
PC4 I fear that my personal information about payment method

may be stolen
I fear that my personal information may attract the attention of
cyber criminals

Price FP1 The price I paid was fair

Percention FP3 The price I paid was justified (Dai 2010)
P FP4 I am satisfied with the price and purchase decision
In future, I will track the price of the products which I intend to
buy for a few days before purchase
BS1 I will use some software applications or browser extensions to .
. . . [Own Construction
Buying BS2 track the changes in the price of the product
. . i . . based on
Strategy BS3 I'will consider the changing prices as an opportunity to buy .
- Expert Opinion]
BS4 products at lower prices

I will motivate my friends and family to track the prices to

avoid paying higher prices

I'will complain about the online retailer’s pricing policy through
Reprisal RI2 online social networking channels such as Facebook, Twitter etc. (Dai 2010)
Intentions RI3 I will complain about the online retailer’s pricing policy through °

online social networking channels such as Facebook, Twitter etc.

I will buy more products from this retailer in the next few years
Self-Protection SP3 regardless of their pricing policy (Dai 2010)
Intentions SP4 I will continue to buy the same product from this online retailer

if I need it in the future

References

Choi, Sunmee, and Anna S. Mattila. 2009. Perceived fairness of price differences across channels: The moderating
role of price frame and norm perceptions. Journal of Marketing Theory and Practice 17: 37-48. [CrossRef]

Cox, Jennifer Lyn. 2001. Can differential prices be fair? Journal of Product and Brand Management 10: 264-75.

Dai, Bo. 2010. The Impact of Perceived Price Fairness of Dynamic Pricing on Customer Satisfaction and Behavioral
Intentions: The Moderating Role of Customer Loyalty. Auburn: Auburn University.

Deksnyte, Indre, and Zigmas Lydeka. 2012. Dynamic Pricing and Its Forming Factors. International Journal of
Business and Social Science 3: 213-20.

Devaraj, Sarv, Ming Fan, and Rajiv Kohli. 2002. Antecedents of B2C channel satisfaction and preference: validating
ecommerce metrics. Information Systems Research 13: 316-33. [CrossRef]

Devon, Holli A., Michelle E. Block, Patricia Moyle-Wright, Diane M. Ernst, Susan J. Hayden, Deborah J. Lazzara,
Suzanne M. Savoy, and Elizabeth Kostas-Polston. 2007. A psychometric Toolbox for testing Validity and
Reliability. Journal of Nursing Scholarship 39: 155-64. [CrossRef] [PubMed]

Duman, Teoman, and Anna S. Mattila. 2003. A logistic regression analysis of discount receiving behavior in the
cruise industry: Implications for cruise marketers. International Journal of Hospitality & Tourism Administration
4: 45-57. [CrossRef]

EY India E-commerce Report. 2016. Now that India Shops Online, How do You Turn Growth. Available online:
https:/ /www.ey.com/Publication/vwLUAssets/ EY-now-that-india-shops-online-how-do-you-turn-
growth-into-profit/$File/EY-now-that-india-shops-online-how-do-you-turn-growth-into-profit.pdf
(accessed on 5 August 2018).

Elmaghraby, Wedad, and Pinar Keskinocak. 2003. Dynamic pricing in the presence of inventory considerations:
Research overview, current practices, and future directions. Management Science 49: 1287-309. [CrossRef]

Garbarino, Ellen, and Olivia F. Lee. 2003. Dynamic pricing in Internet retail: Effects on consumer trust.
Psychology Marketing 20: 495-513. [CrossRef]


http://dx.doi.org/10.2753/MTP1069-6679170103
http://dx.doi.org/10.1287/isre.13.3.316.77
http://dx.doi.org/10.1111/j.1547-5069.2007.00161.x
http://www.ncbi.nlm.nih.gov/pubmed/17535316
http://dx.doi.org/10.1300/J149v04n04_03
https://www.ey.com/Publication/vwLUAssets/EY-now-that-india-shops-online-how-do-you-turn-growth-into-profit/$File/EY-now-that-india-shops-online-how-do-you-turn-growth-into-profit.pdf
https://www.ey.com/Publication/vwLUAssets/EY-now-that-india-shops-online-how-do-you-turn-growth-into-profit/$File/EY-now-that-india-shops-online-how-do-you-turn-growth-into-profit.pdf
http://dx.doi.org/10.1287/mnsc.49.10.1287.17315
http://dx.doi.org/10.1002/mar.10084

Soc. Sci. 2018, 7,153 13 of 14

Gefen, David. 2002. Customer loyalty in E-commerce. Journal of the Association for Information Systems 3: 27-51.
[CrossRef]

Geissbauer, Reinhard, Jesper Vedsg, and Stefan Schrauf. 2016. A strategist’s guide to industry 4.0. Strategy and
Business, May 9.

Gerbin, David W., and Janet G. Hamilton. 1996. Viability of Exploratory Factor Analysis as a Precursor to
Confirmatory Factor Analysis. Structural Equation Modeling 3: 2-72.

Hair, Joseph F,, Rolph E. Anderson, Ronald L. Tatham, and William C. Black. 1995. Multivariate data analysis.
In Englewood Cliffs. Upper Saddle River: Prentice-Hall Inc.

Hair, Joseph F.,, William C. Black, Barry ]J. Babin, and Rolph E. Anderson. 2010. Multivariate Data Analysis: A Global
Perspective, 7th ed. New York: Pearson.

Harish, Pal Kumar. 2017. National Report on E-commerce in India: United Nations Industrial Development
Organisation. In Inclusive and Sustainable Industrial Development Working Paper Series WP 1512017. Vienna:
United Nations Industrial Development Organisation.

Haws, Kelly L., and William O. Bearden. 2006. Dynamic pricing and consumer fairness perceptions. Journal of
Consumer Research 33: 304-305. [CrossRef]

Henson, Robin K., and J. Kyle Roberts. 2006. Use of Exploratory Factor Analysis in Published Research: Common
Errors and Some Comment on Improved Practice. Educational and Psychological Measurement 66.

Hogarty, Kristin Y., and Constance V. Hines. 2005. The Quality of Factor Solutions in Exploratory Factor
Analysis: The Influence of Sample Size, Communality, and Overdetermination. Educational and Psychological
Measurement. 65: 202-26. [CrossRef]

IBEF Report. 2017. E-commerce. Available online: https:/ /www.ibef.org/download/Ecommerce-July-2017.pdf
(accessed on 2 August 2018).

Kagermann, Henning, Wolfgang Wahlster, and Johannes Helbig, eds. Recommendations for Implementing the Strategic
Initiative Industrie 4.0: Final Report of the Industrie 4.0 Working Group. Frankfurt: Forschungs union.

Kahneman, Daniel, and Richard H. Thale. 2006. Anomalies: Utility maximization and experienced utility. Journal of
Economic Perspectives 20: 221-34. [CrossRef]

Kannan, P. K., and Praveen K. Kopalle. 2001. Dynamic Pricing on the Internet: Importance and Implications for
Consumer Behavior. International Journal of Electronic Commerce 5: 63-83.

Kimes, Sheryl E. 2002. Perceived fairness of yield management. Cornell hotel and restaurant Administration Quarterly
43: 21-30. [CrossRef]

Kotler, Philip, and Gary Armstrong. 2010. Principles of Marketing. Upper Saddle River: Pearson Education.

Kovacs, Gyorgy, and Sebastian Kot. 2016. New logistics and production trends as the effect of global economy
changes. Polish Journal of Management Studies 14: 115-26. [CrossRef]

Krugman, Paul. 2000. What Price Fairness? New York Times, October 4.

Kung, Mui, Kent B. Monroe, and Jennifer L. Cox. 2002. Pricing on the Internet. Journal of Product and Brand
Management 11: 274-87. [CrossRef]

Kuo, Ying-Feng, Chi-Ming Wu, and Wei-Jaw Deng. 2009. The relationships among service quality, perceived value,
customer satisfaction, and post-purchase intention in mobile value-added services. Computers in Human
Behaviour 25: 887-96. [CrossRef]

Lance, Charles E., Marcus M. Butts, and Lawrence C. Michels. 2006. The Sources of Four Commonly Reported
Cutoff Criteria: What Did They Really Say? Organizational Research Methods 9: 202-20. [CrossRef]

Le, Thi Mai, and Shu-Yi Liaw. 2017. Effects of Pros and Cons of Applying Big Data Analytics to Consumers’
Responses in an E-commerce Context. Sustainability 9: 1-19. [CrossRef]

Litavcova, Eva, Robert Bucki, Robert Stefko, Petr Suchanek, and Sylvia Jen"cova. 2015. Consumer’s Behaviour in
East Slovakia after Euro Introduction during the Crisis. Prague Economic Papers 24: 332-53. [CrossRef]
Mak, Vincent, Amnon Rapoport, and Eyran J. Gisches. 2018. Dynamic Pricing Decisions and Seller-Buyer

Interactions under Capacity Constraints. Games 9: 1-23. [CrossRef]

Mokrysz, Sylwia. 2016. Consumer preferences and behavior on the coffee market in Poland. Forum Scientiae
Oeconomia 4: 91-108.

Munro, Barbara Hazard. 2005. Statistical Methods for Health Care Research. Philadelphia: Lippincott,
Williams & Wilkins.

Nathan, Robert Jeyakumar, and Paul H. P. Yeow. 2009. An empirical study of factors affecting the perceived
usability of websites for student Internet users. Universal Access in the Information Society 8: 165. [CrossRef]


http://dx.doi.org/10.17705/1jais.00022
http://dx.doi.org/10.1086/508435
http://dx.doi.org/10.1177/0013164404267287
https://www.ibef.org/download/Ecommerce-July-2017.pdf
http://dx.doi.org/10.1257/089533006776526076
http://dx.doi.org/10.1016/S0010-8804(02)80005-2
http://dx.doi.org/10.17512/pjms.2016.14.2.11
http://dx.doi.org/10.1108/10610420210442201
http://dx.doi.org/10.1016/j.chb.2009.03.003
http://dx.doi.org/10.1177/1094428105284919
http://dx.doi.org/10.3390/su9050798
http://dx.doi.org/10.18267/j.pep.522
http://dx.doi.org/10.3390/g9010010
http://dx.doi.org/10.1007/s10209-008-0138-8

Soc. Sci. 2018, 7,153 14 of 14

Nathan, Robert Jeyakumar, and Paul H.P. Yeow. 2011. Crucial web usability factors of 36 industries for students:
a large-scale empirical study. Electronic Commerce Research 11: 151-18. [CrossRef]

Nunnally, Jum C., and Ira H. Bernstein. 1994. Psychometric Theory, 3rd ed. New York: McGraw-Hill.

Nunnally, Jum C. 1978. Psychometric Methods. New York: McGraw-Hill.

Olszak, Celina M., and Jozef Zurada. 2015. Information Technology Tools for Business Intelligence Development in
organisations. Polish Journal of Management Studies 12: 132—-42.

Olah, Judit, Rabeea Sadaf, Domician Maté, and Jozsef Popp. 2018. The influence of the management success factors
of logistics service providers on firms’competitiveness. Polish Journal of Management Studies 17: 175-93.

PwC Report. 2014. eCommerce in India Accelerating Growth. Available online: https://www.pwc.in/assets/
pdfs/publications/2015/ecommerce-in-india-accelerating-growth.pdf (accessed on 5 August 2018).

Raubenheimer, Jacques. 2004. An item selection procedure to maximise scale reliability and validity. SA Journal of
Industrial Psychology 30: 59-64. [CrossRef]

Sahay, Arvind. 2007. How to reap higher profits with dynamic pricing. MIT Sloan Management Review 48: 53—60.

Slusarczyk, Beata. 2018. Industry 4.0—Are we ready? Polish Journal of Management Studies 17: 232-48.

Statista. 2018. Retail E-commerce Sales Worldwide from 2014 to 2021. Available online: https://www.statista.
com/statistics /379046 / worldwide-retail-E-commerce-sales/ (accessed on 2 August 2018).

Stock, Tim, and Giinther Seliger. 2016. Opportunities of Sustainable Manufacturing in Industry 4.0. Procedia CIRP
40: 536—41. [CrossRef]

Tabachnick, Barbara G., and Linda S. Fidell. 2001. Using Multivariate Statistics, 4th ed. Needham: Allyn & Bacon.

Thompson, Bruce. 2004. Exploratory and Confirmatory Factor Analysis: Understanding Concepts and Applications.
Washington: American Psychological Association, 195p.

Trifu, Mircea Raducu, and Mihaela Laura Ivan. 2014. Big Data: Present and future. Database Systems Journal 5:
32-41.

Trochim, William M., and James P. Donnelly. 2006. The Research Methods Knowledge Base, 3rd ed. Cincinnati:
Atomic Dog.

Vaidya, Saurabh, Prashant Ambad, and Bhosle Sathosh. 2018. Industry 4.0—A Glimpse. Procedia Manufacturing
20: 233-38. [CrossRef]

Victor, Vijay, and Meenu Bhaskar. 2017. Dynamic Pricing and the Economic Paradigm Shift-A Study Based on
Consumer Behaviour in the E-commerce Sector. International Journal of Scientific and Research Publications 7:
242-47.

Williamson, Oliver E. 1979. Transaction-cost economics: The governance of contractual relations. Journal of Law
and Economics 22: 233-61. [CrossRef]

Zhang, Yixiang, Yulin Fang, Kwok-Kee Wei, Elaine Ramsey, Patrick McCole, and Huaping Chen. 2011. Repurchase
intention in B2C E-commerce—A relationship quality perspective. Information and Management 48: 192-200.
[CrossRef]

® © 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
@ article distributed under the terms and conditions of the Creative Commons Attribution

(CC BY) license (http:/ /creativecommons.org/licenses/by/4.0/).



http://dx.doi.org/10.1007/s10660-010-9054-0
https://www.pwc.in/assets/pdfs/publications/2015/ecommerce-in-india-accelerating-growth.pdf
https://www.pwc.in/assets/pdfs/publications/2015/ecommerce-in-india-accelerating-growth.pdf
http://dx.doi.org/10.4102/sajip.v30i4.168
https://www.statista.com/statistics/379046/worldwide-retail-E-commerce-sales/
https://www.statista.com/statistics/379046/worldwide-retail-E-commerce-sales/
http://dx.doi.org/10.1016/j.procir.2016.01.129
http://dx.doi.org/10.1016/j.promfg.2018.02.034
http://dx.doi.org/10.1086/466942
http://dx.doi.org/10.1016/j.im.2011.05.003
http://creativecommons.org/
http://creativecommons.org/licenses/by/4.0/.

	Introduction 
	Research Background 
	Materials and Methods 
	Sample Size 
	Data Collection Procedure 
	Analytical Approach 
	Measurement 

	Results and Discussion 
	Limitations and Future Research 
	Conclusions 
	
	References

