
Citation: Černý, Michal. 2024.

University Students’

Conceptualisation of AI Literacy:

Theory and Empirical Evidence. Social

Sciences 13: 129. https://doi.org/

10.3390/socsci13030129

Academic Editor: Nigel Parton

Received: 11 December 2023

Revised: 20 February 2024

Accepted: 21 February 2024

Published: 23 February 2024

Copyright: © 2024 by the author.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

$
€£ ¥

 social sciences

Article

University Students’ Conceptualisation of AI Literacy: Theory
and Empirical Evidence
Michal Černý
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Abstract: This research endeavours to systematically investigate the multifaceted domain of AI
literacy, given the pervasive impact of artificial intelligence on diverse facets of contemporary human
existence. The inquiry is motivated by a fundamental question posed to educators: how best to
cultivate AI literacies and competencies and how these proficiencies are structured and influenced.
Employing a rigorous two-part methodology, the initial phase scrutinises 28 studies from the SCOPUS
database, unveiling five distinct discourses germane to AI literacy. Subsequently, the second phase
involves the administration of questionnaires to 73 students, whose responses undergo thematic
analysis to discern patterns within the four domains delineated by Ng et al. The ensuing discourse
underscores a pivotal revelation: despite formal adherence to established discourses, the conceptu-
alisation of AI literacy necessitates a departure from conventional perspectives. Ethical principles,
elucidated by students, emerge not merely as individual components but as integral facets of a
broader societal literacy profile, thereby advocating a paradigm shift towards social reflection. This
novel insight prompts a critical re-evaluation of AI literacy’s prevailing assumptions and concep-
tual frameworks, urging a transition towards models grounded in ecological or network dynamic
interactionist principles.

Keywords: AI literacy; questionnaire; survey study; distributed mind; literacy; neural networks;
social ethics; control; modernity; ecological paradigm

1. Introduction

Artificial intelligence (AI) development in the last ten years is undeniably a key topic
for discussions in economics, philosophy, the labour market, art, and education. Current
education systems in many countries are based on the concept of industrial society, and the
impact of AI in specific areas of industry (in a broad sense) will be considerable (Mian et al.
2020; Coşkun et al. 2019). It is the challenge of education to prepare students to work with
artificial intelligence (Yi 2021; Ng et al. 2021b). Therefore, new literacies, such as AI literacy,
are beginning to be discussed (Ng et al. 2021a). This study will aim to analyse the topic
based on the available literature and, at the same time, present the results of our empirical
study among university students on the subject of AI literacy and their perceptions of
this phenomenon.

AI is a relatively robust field of computer science with a long history (Benko and Lányi
2009; Haenlein and Kaplan 2019; Muthukrishnan et al. 2020). It can be discussed no later
than the work of Alan Turing (Church–Turing thesis) in the late 1930s and early 1940s
(Boker and Dershowitz 2022). In their conception, artificial intelligence can be understood
as a technical model of human thinking. The Turing test was, from the beginning, fixated
on speech games, i.e., dialogue, and its indistinguishability between human–human and
human–machine interaction (Pinar Saygin et al. 2000). In the literature, the concepts of
weak artificial intelligence, artificial solid intelligence (Braga and Logan 2017), and possibly
superintelligence (Baum 2018; Bostrom 2016) are the three stages of AI development. Until
2022, one could speak of a clear focus on weak AI, while in the last year, more and more

Soc. Sci. 2024, 13, 129. https://doi.org/10.3390/socsci13030129 https://www.mdpi.com/journal/socsci

https://doi.org/10.3390/socsci13030129
https://doi.org/10.3390/socsci13030129
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/socsci
https://www.mdpi.com
https://orcid.org/0000-0003-0384-8974
https://doi.org/10.3390/socsci13030129
https://www.mdpi.com/journal/socsci
https://www.mdpi.com/article/10.3390/socsci13030129?type=check_update&version=1


Soc. Sci. 2024, 13, 129 2 of 26

attention has been paid to more general concepts. In the Turing paradigm, the goal of AI
may be to achieve machines that can solve problems as efficiently as humans. However, the
goal should be that a particular class of issues can be solved more efficiently by AI systems
(Wang et al. 2016; Hassabis 2017). A general psychological problem in the relationship
between humans and artificial intelligence is the need for more clarity in the definition of
human intelligence (Braga and Logan 2017; Baum 2018) and the growing criticism of the
concept of its stability or strict rationality (Damasio 1994).

The development of artificial intelligence in recent years is affecting all areas of human
life—Manyika (Manyika 2017) estimates that by 2030, nearly half of US jobs will be at risk
of automation. Other parts of the occidental cultural circle can be expected to be similarly
affected. Today, we can see the emergence of automation and Industry 4.0 (Mian et al. 2020)
based on the collaboration of humans and machines (Ghobakhloo 2020). AI is transforming
the work of journalists, teachers, and marketers’ work and making inroads into medicine
and pharmacy (Wang and Siau 2019; Stray 2019; Howard 2019; Rajpurkar et al. 2022).
Today, it is impossible to find an area of human work where AI’s influence is not applied to
transform the content of jobs or create new jobs and opportunities. Education must look
for ways in which to respond to these transformations.

Artificial intelligence in education has been associated with challenging computing
tasks that have limited it to university or other professional education for a relatively long
time. Recently, however, technological changes have made it possible to teach AI at a
practical level to primary school pupils (for example, the Schrach tutorial (Estevez et al.
2019) has tasks working with AI), libraries and tools using AI are readily available through
cloud services and open libraries (TensorFlow, MS Azure), and tools using AI to solve
everyday tasks are widely available to all (Parekh 2017; Lee 2022). Questioning written texts
using ChatGPT, transcribing conversations or coding them, generating images, or searching
relevant literature are common in students’ work (Iskender 2023; Zhai 2022; Lo 2023). Thus,
the question of how to teach AI work becomes of practical and broad relevance.

Literacy was traditionally understood as the ability to read, write, and later perform
elementary numerical operations. Today, literacy can be understood as a set of skills and
knowledge necessary for life in a particular society and culture (Wilkinson and Bruch
2012; Keefe and Copeland 2011; Gross and Latham 2012). Thus, with the development of
complexity and the technologisation of society, we can talk about the emergence of new
competencies such as information, data, digital, and legal or health (Lawless et al. 2016;
Bawden 2001; Vuorikari Rina et al. 2022). Artificial intelligence transforms the world, so
we can identify a separate AI literacy (Cetindamar et al. 2022; Eguchi et al. 2021; Ng et al.
2023b), which can be intuitively understood as the ability to use and critically reflect on AI
systems in everyday life (Neyland 2019). Its more precise conceptualisation and definition
is the goal of this study.

AI Literacy

We used systematic reviews to describe the current state of knowledge (Torres-Carrion
et al. 2018; Ginieis et al. 2012; Mareš 2013), for which we used a search query in the
SCOPUS database:

TITLE-ABS-KEY (“AI Literacy”) AND (LIMIT-TO (EXACTKEYWORD, “Ai Liter-
acy”) OR LIMIT-TO (EXACTKEYWORD, “Artificial Intelligence Literacy”) OR
LIMIT-TO (EXACTKEYWORD, “AI Literacy”) AND (LIMIT-TO (DOCTYPE, “ar”).

The results were reduced to studies that address the topic of AI literacy. We limited
the results to studies that were cited at least once. Our goal was not to produce a complete
systematic review study but to conduct a basic conceptualisation of the topic using a
systematic and methodologically transparent research sample. Another limitation was
related to journal articles. The motivation for this step was the lower quality of the
proceeding papers and the often very different conceptualisation of other papers (books
and book chapters), which would have severely limited research of this kind. In total,
we worked with 29 studies that we identified as relevant (actually related to the topic we
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were addressing). The total initial set found according to the above search query contained
39 documents (also analysed in Figures 1–3).
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database provides results that should pass a good peer review process and offer some
guarantee of quality. Similarly, the WoS database could be used. The search (and thus the
fixation of results) was performed on 9 August 2023.

Regarding disciplinary focus (Figure 2), studies from the social sciences (mainly
education) and computer science are dominant due to the topic’s relationship to computing.
At the same time, Figure 2 shows that the issue is not concentrated in one discipline but
provides a robust interdisciplinary overlap.

The last chart (Figure 3) shows the countries (by authors’ universities) where the
authors work on the topic. It can be said that the USA (11 studies) and especially China
(four studies from mainland China and nine from Hong Kong, making a total of thirteen
studies) have the most robust research interest in this area. This is followed by European
countries (Germany, the UK, Austria, Belgium) and East Asian countries (South Korea,
Taiwan). Two studies come from Canada.

We carefully read the 28 selected documents and answered the research questions:

1. What tools are most often used to investigate AI literacy empirically?
2. Which target groups are the studies addressing?
3. Are empirical or theoretical studies predominant?
4. How do different studies define AI literacy?

Regarding research instruments, six studies worked with a questionnaire; four were
survey studies; five were theoretical; three worked with some form of document or artefact
analysis; two with interviews; and two studies worked with tests. Other studies worked
with methods that were not repeated. There is a clear predominance of quantitative
approaches over qualitative ones. The topic’s novelty is associated with a relatively high
proportion of purely theoretical studies.

For the target groups, primary school (to which we added studies targeting children
aged 5–7) was the most frequently represented with ten studies, university students with
nine, adults with six, and secondary school students with four. The total is higher than the
number of investigations because some studies had multiple target groups.

There were 17 empirical studies and 12 theoretical studies. This division has some
limitations—academic studies included review studies that are not conceptualisations
of the phenomenon. The empirical ones included all those that were empirical, but a
significant proportion (six studies) were associated with an application component. The
division between theoretical and observed is not entirely practical given the novelty of the
phenomenon, as most authors attempt to conceptualise the topic in some way without hav-
ing sufficient theoretical underpinning to do so—the form of a review study, pedagogical
experiment, test, or observation are merely tools for initial framing and reflection on the
phenomenon.

The studies do not work with a single definition of AI literacy, but at least five different
discourses can be identified that emphasise other aspects of working with this phenomenon
(Table 1). The first category, AI literacy as a competence for everyday life, is interesting because
it adheres to the original definition of literacy as a particular instrument for living in a
changing society, whether at the social or individual level. It can be said to represent a
specific humanistic position, which opposes the last category of AI literacy as a prerequisite
for future success in the labour market. It emphasises the neoliberal discourse of success in
the labour market as the goal of education. At the same time, it is clear that the modes of
education in these two concepts will be fundamentally different.
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Table 1. Overview of studies and their understanding of AI literacy. The table describes five basic
versions of the phenomenon.

Category Study Description

AI literacy as a competence for
everyday life

(Dai et al. 2020; Su and Zhong 2022;
Leichtmann et al. 2023; Laupichler et al.
2022; Kaspersen et al. 2022; Fyfe 2023;

Yang 2022)

Studies see this literacy as a prerequisite for
successful everyday life: literacy in the true sense of

the word. Its absence is a significant handicap to
understanding the world in which we live.

AI literacy as a prerequisite
for future success in the

labour market

(Cetindamar et al. 2022; Eguchi et al. 2021;
Williams et al. 2023; Henry et al. 2021)

Studies link the relationship of AI literacy to future
employment or competitive advantage and

competitiveness. Skills related to working with AI
need to be developed through concrete activities,

applications and examples with a view to
practical application.

AI literacy as part of the
competence structure

(Ng et al. 2023b; Long et al. 2021; Wiljer
and Hakim 2019; Carolus et al. 2023;

Wienrich and Carolus 2021)

Studies understand AI literacy as part of a broader
competence field from which it emerges or in which

it is constituted. It is not isolated; it cannot be
developed but is always in a specific structural

arrangement with other skills, knowledge,
and attitudes.

AI literacy as a composite
structure

(Ng et al. 2021b, 2022, 2023a; Kong 2014;
Southworth et al. 2023;

Chen and Lin 2023)

The definition of AI literacy relies heavily on the
work of Ng et al., who view it as a set of four

components: (1) knowledge and understanding of
AI; (2) use and application of AI; (3) creation and

evaluation of AI tools; and (4) AI and ethics, possibly
in another analogous composite structure.

AI literacy as a form of
technical knowledge and skills

(Yi 2021; Chen and Lin 2023; Lin et al.
2021; Mertala et al. 2022;

Adams et al. 2023)

AI literacy is primarily (though not exclusively)
associated with using or understanding—the

technical means to implement AI in different ways
to solve tasks. Thus, sufficient technical and

computer science education is primary, which AI
literacy extends.

The other two discourses try to understand the phenomenon as non-isolated but
specifically structured. It is typical for the conception of AI literacy as part of a competence
structure to emphasise its relation to other competencies such as digital literacy, statistical
literacy, and data literacy. In this conception, it is a form of new literacy constituted in
a particular multiliteracy concept, where it forms a specific niche. What is crucial for
educational practice here is that it cannot be developed in isolation but instead emerges as
a consequence of the development of other literacies. The self-contained structuring of AI
literacy significantly opposes this conception as a composite structure, which understands
the phenomenon as a new, separate competence that has its internal structure but acts
autonomously as a whole. In this autonomous way, it makes sense to understand it in the
education process; it is necessary to define its educational contents, courses, and activities.
It is more than an abstraction or an integration of other literacies because it constitutes
literacy in its own right.

The fifth discourse has no counterpart, and its thought construction is based on a
highly technical worldview. AI literacy as a form of technical knowledge and skills is based on
the assumption that it is a particular technical skill. One first learns to create AI systems,
program, and apply ready-made frameworks to specific tasks; thus, one is primarily a
computer expert. AI literacy is approached here as a conservative extension of this technical
foundation with other detailed knowledge and skills. It is, therefore, not a competency a
priori available to all but a specific skill for highly specialised experts.

AI literacy can be seen as a prerequisite for living in a world where AI is increasingly
influential in all areas of human life. Dai et al. (2020) emphasise that AI literacy impacts
self-awareness and willingness to use AI-enabled systems, which can be reflected in their
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actual application and different areas of human life. Su and Zhong (2022) relate AI literacy
to coping with everyday life and think of it as the ability, knowledge, and attitude towards
AI and its use in everyday life. Leichtmann et al. (2023) think of it as the general ability
of users to understand AI technology and use AI. Laupichler et al. (2022) understand AI
literacy as the ability to use AI in practice. Fyfe also offers a similar approach (Fyfe 2023),
which emphasises the course of transformation in the context of AI, which is not intuitively
manageable. Yang (2022) highlights the coupling of understanding the principles of AI
systems with the ability to apply them in everyday life. A more encompassing notion is
associated with Kaspersen et al. (2022), who argue that AI literacy becomes a prerequisite
for full participation in society, with the term literacy indicating that the goal is not only
to develop children’s instrumental skills but also to develop a critical understanding of
the manifestations of power and ideology in AI technologies, and thus their personal and
societal implications.

In some respects, the opposite approach can be seen in studies that focus not on
personal development and coping with everyday life but on success in the labour market.
Eguchi et al. (2021) emphasise a person’s ability to predict future outcomes as a crucial
competitive advantage. Williams et al. (2023) underline that the future job market will
require the ability to work with AI as an essential job competency. At the same time, they
point out that the educational emphasis on this aspect should not limit critical discussion
and exploration of the implications of AI implementation in society. Cetindamar et al.
(2022) talk about four domains that make up the content of AI literacy—technology skills
(and working with data), competencies for work (linking AI and one’s domain), HCI and
collaboration within hybrid systems, and the ability to learn throughout life. At the same
time, they point out that part of AI literacy must include employee engagement with
AI and a drive to make work processes more efficient through AI. Henry et al. (2021)
emphasise the connection between the technical and ethical levels, stressing that critical
reflection on AI in all respects is at the core of AI literacy but cannot be separated from the
technical background.

The question is whether AI literacy is a new literacy, a component of a multiliteracy
structure, or something completely new. Some studies place AI literacy in the existing field
of other competencies and try to analyse the phenomenon within them. Long et al. (Long
et al. 2021) emphasise the link between AI literacy and scientific and computer literacy,
pointing out that it overlaps with data literacy with an emphasis on machine learning.
Wiljer and Hakim (2019) talk about how AI literacy will influence practice transformation
in specific fields, so there are process modifications in four areas: 1. the principles of data
management; 2. the fundamentals of statistics and algorithmic decision making; 3. data
visualisation and its interpretation capabilities; and 4. understanding how business or
clinical processes will change due to integrating AI technologies in a specific field. Wienrich
and Carolus (2021) note that the term AI literacy is too broad, and it would be helpful to
narrow it down to particular subfields, as AI systems are now available almost everywhere.
At the same time, the authors point out a big difference between the competence to use
an AI system regularly and the ability to conceptualise it. Humans know AI tools but
do not understand them, which poses a potential problem. Ng et al. (2023b) discuss
teacher training in AI literacy and highlight the importance of linking this literacy to the
professional domain of teachers. In a study by Carolus et al. (2023), AI literacy is seen as a
sub-domain of digital competencies but further structured according to sub-applications.

In a particular context, an oppositional approach is offered by studies emphasising a
certain autonomy and independence of AI literacy, usually based on the work of Ng et al.
(2021b), who understand it as a set of four components: (1) knowledge and understanding
of AI; (2) the use and application of AI; (3) the creation and evaluation of AI tools; and
(4) AI and ethics, possibly in another analogous composite structure. This division is
explicitly advocated by Ng et al. in their text. (Ng et al. 2022). It is also employed by Ng
et al. (2023a). Kong (2014) also work with the four components of AI literacy: project work,
knowledge of AI concepts, the ethical aspects of working with AI, and reflection on the
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relationship and responsibility between AI and humans. Southworth et al. (Southworth
et al. 2023) report the exact four domains of Ng et al. (2021b). Still, they add a fifth domain
labelled “AI Enablement”, which contains a set of knowledge and skills that are marginally
related to AI (such as programming) but are essential for AI literacy per se. According to
Chen and Lin (2023), AI literacy must have five important characteristics: the student must
engage with the technology purposefully, optimally, wisely (reflectively), ethically, and
responsibly about AI.

The last group of studies focuses on the technical aspect of AI literacy and tries to
show that it relates to the ability to work with AI at the application development or design
level. Still, at the same time, this does not mean that it is reduced to the technical aspect
only. However, technical skills play a central role here. Lin et al. (2021) emphasise that
even non-engineering students should learn to work with AI because it will be essential.
The content is linked to the use of AI in competencies transferred from STEM, which are
complemented by ethical reflection. Mertala et al. (2022) Emphasise the combination
of technical and social aspects. They emphasise that systematic education is crucial for
their development, as these competencies will always be only partial in informal courses.
According to Adams et al. (2023), AI literacy involves knowledge of concepts, skills, and
ethical considerations related to creating and using AI and human–machine collaboration.
According to Chen and Lin (2023), AI literacy is associated with the ability and willingness
to program AI systems. These systems then need to be implemented to the needs of a
particular student. Yi (2021) argues that AI literacy is the ability to work with information
with sufficiently developed technical and metacognitive skills to meet the challenges of the
future world. Thus, it combines metacognitive aspects and technical knowledge or skills.
According to Yi (2021), AI literacy is also associated with anticipating future trends and
adjusting one’s work and study strategies.

2. Methodology

This research study aims to analyse how students at a humanities university conceptu-
alise and relate to the phenomenon of AI literacy in different dimensions. It aims to map
students’ perceptions of this phenomenon and analyse future educational challenges that
must be addressed in the following semesters of study.

The study will be divided into two parts—the first will offer a descriptive self-
evaluation of students (Mannila et al. 2018; Tramontano et al. 2021) in various aspects
of working with AI; the second will focus on their qualitative reflection on the phenomenon.
The qualitative part will be structured according to the students’ free-response question-
naire answers.

The construction of the research questions in the qualitative part was inspired by the
research of Mertala et al. (2022) but with primary school students as the target group. The
questions were also constructed considering the four dimensions reported in the study by
Ng et al. (2021b). The resulting research design associated with each question replicates
the research field defined in this area concerning the literature. The research works with
questionnaires containing inquiries about a self-assessment scale and free responses treated
as qualitative data. In this respect, it is a mixed-design approach.

The study aims to answer how students conceptualise AI literacy through a question-
naire and its evaluation. The research design uses thematic analysis (Braun and Clarke 2012;
Tuckett 2005), in which responses to individual questions are coded using open coding,
tracking the themes addressed in students’ responses. The unique codes are then clustered
into thematic clusters, presented, and analysed in the table in the Section 4.

2.1. Research Sample

A total of 73 students out of 251 respondents answered the questionnaire. The return
rate of the optional questionnaire was 29%. These were students of several university
courses related to a broader interdisciplinary nature that is not fixated on studying only
one discipline.
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There were 45 female and 28 male respondents in the sample. Forty-seven students
were enrolled in a bachelor’s degree programme, twenty-three in a continuing bachelor’s
degree programme, two in a five-year master’s degree programme, and one in a doctoral
programme. Fifty-seven of the students were students of the Faculty of Arts. Further
represented were students of the Faculty of Informatics (6), the Faculty of Science (4), and
the Faculty of Social Studies (4). Fewer than four students represented other faculties.

Two students out of seventy-three wanted to be excluded from the research.

2.2. Research Tool

The research instrument for data collection was a Google Forms questionnaire de-
signed to be entirely anonymous. It is not possible to make any identification of the
person from the data. The questionnaire contained questions focused on different areas of
information literacy; the relevant ones for this research are:

• Describe what you think artificial intelligence means.
• Describe what AI can now be used for.
• Describe how you think AI works.
• Describe why artificial intelligence is used. You can relate your answer to specific

areas or answer in general terms.
• Describe which AI tools you use (if there are more than one, choose one).
• Describe any ethical issues or challenges you may encounter when working with it.
• Describe what a person should be able to do to say that they are literate to work

with AI.

Students were free to answer these questions. Typically, they responded in one or two
sentences, but longer or shorter answers could be found in the sample. Data were exported
to Atlas.ti, where open data coding occurred.

This was followed by a question working with the Likert scale (Arnold et al. 1967)
with values ranging from one (beginner) to seven (expert). Students assessed themselves in
the following areas:

• In the use of specific tools;
• In reflecting on the ethics of working with artificial intelligence;
• In the ability to create new tools or processes when working with artificial intelligence;
• In the knowledge of how artificial intelligence works;
• In the ability to predict the future development of artificial intelligence;
• Overall.

Due to the sample size, the data were used in this research only descriptively, aiming
to describe the research sample rather than working with more sophisticated statistical
tools. The final questions were demographic, and Google Forms was used to process them.

2.3. Data Collection and Processing

Data collection was conducted from 19 September 2023 to 9 October 2023. Students
were asked to respond via an email invitation to all students in the selected courses. At
the same time, the collection was strictly anonymous and did not include any pressure
on students that could lead to motivation to fill out the data, knowing the presence of a
discourse of power.

We used the Atlas.ti tool and the open coding method to process the qualitative data.
We created an export of separate answers for each question. We read these repeatedly and
then created codes for the categories that appeared significant. A first round of coding
was then conducted. In the second, we reread the text and identified codes (new or used
from the original set) for the responses without codes. The third step involved merging
the categories into groups. These groups structure the presentation of the results in the
Section 3. Individual student statements are selected from a given category to represent
essential attitudes.
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In this respect, we also took inspiration from the study of Mertala et al. (2022).
Individual codes were uniquely formulated for each question as students answered them.
The questions were analysed separately (with one exception, where the response to the
tools was logically related to the user’s experience with AI). We only worked with the
continuity of individual responses beyond situations where the students explicitly referred
to their previous answers.

2.4. Research Limits and Ethics

Students participated in the research voluntarily and entirely anonymously. Two
students completed the questionnaire but wanted to avoid being included in the study, and
their answers were therefore shredded. The fact that the research was conducted at one
time among students of several courses with a non-disciplinary character (some of them
inter-faculty) thoroughly ensured the perfect anonymity of the learners. We did not use
demographic data in data interpretations but only to describe the sample. Analysing each
question separately reduces the likelihood that any student could be identified. For the
publication, a higher level of anonymity is further ensured by translating the responses
from Czech and Slovak (the research language) into English (the publication language).

No answer in the questionnaire was compulsory, so students could decline to answer
questions they perceived as problematic. Collecting questions outside the university’s
information system in an external tool reinforces the reduced risk of identifying students
based on their digital footprint. It was not possible to identify a person or group from the
data. Students were informed of the research design in the questionnaire’s text and the
accompanying email.

Students were informed that the results of their answers were used for research.
Participation was optional and based on the information in the email and the questionnaire
description, so the research could be assessed as wholly voluntary.

We cannot guarantee that some students did not answer untruthfully or that they
did not generate answers in tools such as ChatGPT, but at the same time, they had no
motivation for doing so—given the anonymity, the voluntary nature and the fact that they
knew the researcher—to modify and deliberately distort the results. Nevertheless, this
factor cannot be ruled out. This is one of the possible limitations of the study. On the
other hand, the quality of ChatGPT responses in Czech during the period in question
corresponded only to a limited extent to the typical communication style of the students in
the questionnaire.

Regarding the research limits, they can be seen mainly in three areas. The first is
the limited sample size, which is a barrier regarding the possible generalisability of the
conclusions. By working qualitatively with the responses, we do not perceive this limit
as fundamental. The second limit is the composition of the sample—a return rate of
around one-third of the reactions, as well as deliberate sampling on students in particular
courses, may lead to some specificity in the responses or, again, a reduction in possible
generalisability.

A significant limitation is the length of the answers and the impossibility of asking
questions. Both are linked to the research procedure and the desire to ensure anonymity,
leading to relatively shorter and only sometimes formulated answers that cannot be inter-
preted in greater depth than that carried out in this research. Follow-up qualitative research
asking specific questions in greater depth would be helpful.

3. Results

The results in this section will be structured according to the questions in the
questionnaire—a question always corresponds to an intertitle, further differentiating the
answers through thematic analysis. We will focus on the students’ self-assessment scale
results in the first part. The individual items correspond to the four dimensions in Ng et al.
(2021b) with the addition of the “Overall” level. The response scale was structured from
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1 to 7. Level 1 indicates a beginner, and level 7 indicates an expert. We expect a linear
dissociation of the items, which is not necessarily a trivially satisfied assumption.

Regarding students’ self-assessment, an interesting phenomenon is if we create arith-
metic averages of responses in each area. They rate themselves worse on the scale than
would be consistent with an arithmetic average (Table 2) or tend to place themselves more
extremely than if they work with their overall rating. Thus, the expected emphasis on
midpoints, typical of scaled scores, did not occur. This phenomenon may be associated with
undervaluation or sub-aspects not covering the overall idea of AI literacy or not covering it
evenly. The answer to this question would have to be the subject of further research. At
the same time, we can infer from the responses that students perceive the parts to be of
varying importance for not copying the arithmetic mean or for missing some characteristics
in the list.

Table 2. Overall corresponds to the final scores of students, Average is constructed from all four
sub-domains, and Difference is the difference between Average and Overall.

Level 1 2 3 4 5 6 7

Overall 22 11 20 13 5 2 0

Average 23.8 15.8 14.4 9.2 6.6 2.4 0.8

Difference 1.8 4.8 −5.6 −3.8 1.6 0.4 0.8

Students in our research (Figure 4) were the least confident in their ability to create new
tools or techniques when working with AI (mean level of competence was 2.05), followed
by their ability to predict future developments in AI (2.14). On the contrary, students
ranked highest in reflecting on the ethics of working with AI (3.18) and using specific tools
(2.89). The high score in ethics is probably related to the educational profile of the students;
a significant number of them have encountered the topic of ethics of working with AI in
their previous curriculum—students of the Faculty of Arts. The library at this faculty also
covers topics related to selected ethical issues and AI. These two items are also interesting
because they have a relatively high degree of uniformity of responses, at least on the part
of the spectrum of answers offered. The average competency value was 2.59 compared to
the stated overall competency of 2.64.

3.1. What Do You Think Artificial Intelligence Means?

Students conceptualise the phenomenon of artificial intelligence in several categories
that have limited overlap. The first group is students who relate to AI as a tool that can be
used for some purpose and has a particular form of technical implementation.

AI is a neural network that can produce adequate (most likely) output based on the
patterns found from the learning data (learned neurons). More generally, I see AI as an
effort to mimic human thinking/perception of the world technologically.

Artificial intelligence is a general umbrella term for a fairly broad field. Within AI, we are
trying to make machines perform activities with the same quality as humans. As a sub-
category, we can see, for example, machine learning, neural networks, deep learning and
so on. A subset that has been talked about a lot lately is generative AI, which can generate
content. This can be based on so-called transformers for text or diffusion for images.

A form of machine learning, an ever-expanding database.

The responses of all three students show a broader view of AI as a tool with some
technical background and limitations. At the same time, misconceptions or inaccurate ideas
of a technical nature were also present for the students in our answers. Still, since they
do not relate to the conceptualisation of the phenomenon, we will not explicitly mention
them here.
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The second group is students who associate AI with learning and adaptability; for
them, the ability to learn is the distinguishing feature that separates intelligent systems
from non-intelligent ones. For example:

Artificial intelligence (AI) is a phenomenon with a problematic definition; for me, the
critical dimension of AI is learning and observing patterns, based on which it generates,
sorts, combines, and personalises (. . .) digital content.

It is a program or technology capable of learning on its own and solving problems on
its own.

A tool or technology that can learn and adapt to the situation. It can process large
amounts of data in a short time. It encourages creativity and helps users to develop their
thinking and formulations.

As such, intelligence is implicitly related to learning, and the fact that students draw
attention to it this way is relevant to conceptualising the topic. If systems learn (the word
is mainly anthropomorphic or at least biomorphic), they may become some imitation or
mimic of human thought and action:

This is the ability of the program to mimic human thinking.

Model of man and his thinking.

AI is an attempt by humans to mimic human thinking in areas where only the human
brain can. So, it is an attempt to create our artificial brain.

It is a “layer” that is capable of searching, sorting, analysing (perhaps with limitations),
rearranging, and creating “new” forms of existing multimedia data. While it is inherently
more efficient and capable than a human, it is also limited by how humans use it.

To what extent the concepts of imitation or mimicry mean the same thing or what
exact meaning individual students ascribe to their statements is questionable. Still, the
degree of anthropomorphisation of the concept of AI is high. The dominant belief is that it
is an attempt to create human thinking, albeit perhaps more powerful or associated with
certain limitations, but still, human thought is realised through technical means.

In the statements, however, one can also find a view of AI as a kind of assistant or
tool extending human possibilities, i.e., not as an imitation of thinking but as a kind of
complement or extension of human cases:

A device that could handle repetitive and programmable activities better than a human so
that people can use creative thinking

A tool or technology that can learn and adapt to the situation. It can process large
amounts of data in a short time. It encourages creativity and helps users to develop their
thinking and formulations.

Technology is an evolving progressively field of computer science and discovery for
humanity that will eventually be the same leap in technology technological leap as the
Internet once was for society. Furthermore, more and more people will increasingly use it
as a tool for everyday life.

In these examples, it is evident that the students’ approach to the AI phenomenon
is productive from the perspective of the helper in that it opens up the question of being
able to work with, use, and learn systems in a way that will be effective in socio-technical
systems that will connect human actors with technical ones.
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3.2. What AI can Now Be Used for

Answers to this question are strongly linked to “Describe the AI tools you use (if
more than one, just a selection).” Students are using AI systems and putting this reflected
experience into practice. The individual responses to the two questions are closely related,
with students giving more specific examples with more user experience.

In the answers, we find both more general approaches that relate to broader social
astrological perspectives and specific enumerations. Examples of the first category are
the statements:

Artificial intelligence is mainly used to make everyday life easier—it helps to organise the
household, control electronic appliances or cars, perform routine tasks in the work process,
collect large amounts of data and create statistics from them.

It’s the same thing we use humans for. To create virtual works—texts, audiovisual produc-
tion, art; to communicate information—data, numbers, concepts; to control processes and
machines—vehicles, weapons, production lines, accounting; to manipulate others—fake
content, mass emails.

There are two levels to this. One is accessible to people with an internet connection. Here,
the use appears to be in text creation, search, image creation and other enhancements.
Then there is a more technical specialist plane that we still need insight into (complete
robots—so more physical).

Some perspective is added by the statement of another student who says that:

The better question is what it cannot be used for:

Examples of fully targeted responses include:

When studying and completing assignments, it is beneficial in formulating theoretical
descriptive passages, summarising longer texts, creating tables from numbers embedded
in the text, coding, programming, etc. However, it is necessary to check everything
constantly—the error rate is relatively high.

One of the biggest buzzwords is content generation (images using datasets and tools
like DALL-E text using ChatGTP). Still, it is also helpful in creating translations or
personalising content on social media.

Prediction and forecasting (car collisions, traffic, . . .); combination and counting (chess,
knowledge competitions); translation; image recognition; . . .

Students in this area have relatively high experience with individual tools and their
practical implementation. The most frequent references were explicit to ChatGPT (42 re-
sponses) and Midjourney (10), arguably the two primary tools that create the AI experience
in the anthropomorphic model. Other students mentioned DeepL, Canva, Google, and
other devices that do not have such a strong “creative” effect, and their design does not lead
to the feeling of imitating human thinking. However, this is an area strongly associated
with AI for many students.

The answers to this and the previous question show the presence of two essential
discourses—some of the students perceive AI as a technical tool that can be used to perform
specific tasks and others perceive AI as an imitation of human thinking.

3.3. How Do You Think AI Works?

When analysing the various concepts associated with AI literacy, a recurring theme is
the emphasis on understanding how AI works. Whether a comprehensive understanding
of the theoretical underpinnings can help with application or critically reflective work with
AI systems should be debated. Still, some elementary knowledge is necessary for users to
consider what and how a given system can be used.

Some students find distinguishing AI concepts from deterministic algorithms chal-
lenging and imagine AI as a set of carefully programmed rules. In this mechanistic view,



Soc. Sci. 2024, 13, 129 14 of 26

systems with and without intelligence differ primarily in the complexity of the overall
structure. Examples of such statements are:

In a simplified form, a bunch of “if/else” conditions (if “something”, then “something”.
otherwise “something”). More accurately and correctly, an artificial neural network
is used.

The programmers create algorithms for how it will work and insert a data package as the
basis. Based on that, the AI acts or can evolve.

It is programmed so that when we ask it to find specific books on a topic, it will search
several libraries and write down certain books. It is easier because sometimes you need to
think of particular titles, so it is up to you to see if the book has sufficiently broken down
the problem.

The second group of wildly inaccurate answers are those that suggest that students
do work with AI tools somehow but have no realistic idea of how such programming
structures work:

It uses information from all sources in the world.

The Turing test determines whether a machine can have the same mindset as a human. It
is a database of systems, data, and imputations applied to other systems, websites, and
applications. It is a running program. It runs on algorithms that it learns from working
with data.

Both responses point to a broader problem. Students have some mechanical knowledge
of computer science concepts. Still, they cannot work with them adequately because they
need to understand them. Examples of answers that can be described as correct or partially
correct are:

It consists of two processes (probably). A learning process that works based on gradient
descent. The neurons’ weights are used to compute their output function and then input
to the other layers, which are adjusted based on each neuron’s inputs (learning data).
Based on the desired output, the neurons change their weights based on gradient descent
to minimise the deviation between the function produced by the neural network to the
desired position (learning data that has the desired outputs beforehand). Somehow, once
the neural network learns in this way, the data we want to know the AI’s response to
is transferred to the input layer of the neural network, and the neural network selects
the output that most closely approximates some pattern (excites specific neurons in each
layer, whose values influence the output selection).

It is an artificial neural network with several layers trained with test data. According to
the selected test data, it then chooses the most likely option when making decisions. The
data entry process can be repeated indefinitely, with a different result.

It depends on the type of AI. It can be either an encoder-decoder-based algorithm (trans-
formers) infusion diffusion. However, it is about taking a large amount of data to train
the model. This training can be either spontaneous or supervised. Based on this, a model
will be created that can be used by the intelligence.

Some student responses then focus on the probabilistic aspect of AI systems, which is
typical of artificial neural networks, or the inability to track the actual inference
process easily:

AI is often thought of as a black box, and so am I. Still, I have a very rough understanding
of the mechanics of machine learning, with its emphasis on observing patterns in a dataset
and then making decisions based on those patterns.

Search for common themes to a question and calculate the probability of the
following word.

Some AI models analyse massive datasets and use probability to predict and optimise. =
The more data and training available, the more reliable and efficient the AI.
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It is impossible to estimate the number of “correct” and “wrong” answers from the
responses; instead, they form a continuum on which students move. This is an exciting
opportunity for further research to observe how students’ conceptions of AI are linked to
other abilities to think about or work with AI. Students generally find conceptualising the
phenomenon more challenging, and it would likely be practical if more space were devoted
to it in the curriculum.

3.4. What Ethical Issues or Challenges you may Encounter when Working with AI

Students in our research were well aware of the various sub-limits of AI and its use in
society. Responses can be divided according to structure—some are enumerative, others
focus on one particular phenomenon. In our case, however, we will use (as in previous
chapters) thematic categorisation.

A significant and delineated theme concerns authorship and novelty. We can see both
students’ concerns about not committing plagiarism, a broader discussion about what data
AI works with, how citation is ensured, and a general understanding of the phenomenon
of authorship. It is evident from the responses that, on the one hand, they contain some
resentment about how the technology is progressing. Still, at the same time, they are aware
that generative AI systems are performative in this area and will necessarily lead to a
change in theoretical conceptualisation. Examples of statements are:

Issues of ownership, authorship and plagiarism. Where is the line between helping and
inspiring and copying?

For example, AI uses texts, images and pictures from the Internet, i.e., they are subject to
copyright and create texts and images from them. Also interesting is the issue of writing
books in AI—the author of such a book is the human assigned the task, even though the
AI draws on books already registered and the assignor made almost no effort in writing.

It does not quote, which means it takes an author’s work from a website and passes it off
as its own.

In particular, the problem of authorship and plagiarism, using AI for school assignments, etc.

These statements should also be understood in the context of the specifics of the re-
search sample—a relatively large proportion of students are studying information sciences.
At the same time, the fact that they are students increases the emphasis on compliance with
copyright and citation standards. The second group of concerns are those whose common
denominator is the fear of discrimination and what social impacts AI may have on selected
groups of people. Examples of such statements are:

Racial and discriminatory, and also, who decides to restrict them? Other ethical is-
sues could relate to, e.g., digital reanimation of deceased people, exploitation in music,
cinema or images, e.g., fake pornography, fake cover songs (on YouTube Johnny Cash—
Barbie Girl)

Discrimination, diversity. The challenge would be with the available data that AI (Chat-
GPT) will supply and paint only some of the pictures of some hot topics. Inability to
assign emotional/moral ratings for given arguments. So, in pure quantification of ideas,
people will say, “Look, this argument has so many pros and cons. Yours has fewer pros,
so ours is better, and we’re right.”

Discrimination based on race, sex, age, workability and experience or financial situation
in recruitment.

Overall, using artificial intelligence for something that one then passes off as one’s own
seems slightly unethical to me, but at the same time, in this day and age, one cannot
avoid artificial intelligence. At the same time, it can be a problem; for example, if
AI is programmed to follow prejudices, it is not objective and can create unpleasant
societal situations.



Soc. Sci. 2024, 13, 129 16 of 26

Discrimination is one of the critical topics described in various recommendations for
developing AI systems. The current society in which we live carries certain discriminatory
forms, prejudices, and structural arrangements that lead to discrimination or the framing
of certain phenomena that may manifest themselves in datasets or the value design of
particular systems. We see critical thinking about what data are being worked with and
what it can produce as essential.

Other answers touch on the reflection on the relationship between cognition and the
one which Floridi (2019b) already points out. AI systems provide information that affects
how people think, interact, and view the world. It is in this area that severe ethical problems
can arise. Examples of statements in this category:

Lots of potential for abuse, plus loss of control and overall poor understanding of how AI
models work. If AI systems are so complex in their computations that it is not easy for
humanity to check how they arrived at their results, this may bring increasing distrust
from users and creators. Society will be reluctant to entrust some tasks to computers that
need to be sufficiently tested and secured with additional security measures.

Overall, using artificial intelligence for something that one then passes off as one’s own
seems slightly unethical to me, but at the same time, in this day and age, one cannot
avoid artificial intelligence. At the same time, it can be a problem; for example, if
AI is programmed to follow prejudices, it is not objective and can create unpleasant
societal situations.

It is difficult to determine the source from where he gets his information. If I make a
decision based on data from her, I have to answer for it. An artificial intelligence does not
have to answer for anything.

Lots of potential for abuse, plus loss of control and overall poor understanding of how AI
models work. If AI systems are so complex in their computations that it is not easy for
humanity to check how they arrived at their results, this may bring increasing distrust
from users and creators. Society will be reluctant to entrust some tasks to computers that
need to be sufficiently tested and secured with additional security measures.

On closer analysis, technology can be said to lead to a loss of a sense of control or
security. The narrative of the neoliberal social discourse, expecting one to make decisions
based on knowledge of the situation alone and responsibly, gradually breaks down without
the ability to understand the problem sufficiently. On the one hand, one is responsible for
one’s decision-making (being able to act ethically). On the other hand, one is deprived of
the possibility of knowing adequately. The connection between ethics and epistemology is
an essential topic in this field.

The fourth area is reflection on social impacts. Students do not see ethics as an
individual matter but strongly emphasise its social dimension. They know AI will change
social processes, the labour market, and the workplace. Examples of such statements are:

Especially competition for job consultant positions (many positions can be eliminated as
AI can answer all questions).

Offers/gives information to the wrong people (e.g., ChatGPT is already capable of putting
together a plan to overthrow a government if you ask indirectly) and lacks empathy—it
will offer a radical and statistically best solution to a problem. Still, the question remains
whether it is the right one.

It is challenging to set any limits on what we should allow AI to control.

It reflects our society. If the data is racist in some way, for example, the AI will act that
way. It is the same with gender issues or a Westernised worldview, for example.

The latter statement brings us back to responsibility and discrimination as social-
ethical issues that have an exceptionally high urgency in the context of the advent of
artificial intelligence and a different content than social ethics could have focused on a few
years ago. At the same time, the answers show that students conceptualise the topic—they
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are aware of the serious problems—but fail to offer solutions. Thus, AI plunges students
(and, in their vision, society as a whole) into an environment of uncertainty and a process
of finding new solutions and practices.

At the same time, we can see an emphasis on entirely new topics, such as working
with the legacy of deceased people and using them for AI applications (see the quotes in
the discrimination topic “digital revival of already deceased people”) and in general the case of
incorrectly constructed or non-transparent datasets on which AI systems are trained (in
addition to the excerpts above, also, for example):

Flawed information, propaganda by its authors, and biased information.

No sources are given; he makes stuff up when he does not know. However, you mean
something more general- so if an analysis of the music of a particular composer is used in
the creation of music- is it a work of authorship? And whose? Also, what data does he
have available? What about social media data?

In this case, the boundaries may be narrowed between ethics and epistemology and
between ethics and technology. The transparent choice of the dataset, its appropriate setup,
and its construction are not just technical details but strongly determine how the whole
system works.

3.5. What a Person should Know to Be Considered AI Literate

In the last question in the questionnaire, we focused on how students imagine a person
who could be described as literate about AI. The responses to this question were quite
heterogeneous, and when comparing them with the discourses identified in the literature,
it is possible to see some similarities.

The first group of statements focused on a critical analysis of the phenomenon of AI.
A literate person can be vital, who works with technology but at the same time maintains a
certain distance from it:

To be able to critically distinguish the work of artificial intelligence, to know its limits,
and to make decisions according to one’s intuition.

Quote: do not take the AI’s work as perfect; rewrite, proofread, and be careful what
they produce.

Be critical, be analytical.

This distance, control, or analytical concept is not—in the context of the issues analysed
above—a surprising concept because it focuses on the fact that AI is not a tool among tools,
not a Heideggerian hammer, but rather a performative agent, something that transforms
the society in which we must be able to live. This notion is followed by the emphasis that
students place on the ethical side of such a competent or literate human:

It opens up space for virtue and ethics in general. The children already mentioned did not
have to have God knows what knowledge to use AI. However, they needed to be taught
why AI should not be used for such a purpose.

Such a person knows approximately how it works, what is the monetary model behind
them, who manages them and what their goal is to understand how they can help in a
given area (I assume that the person will want to use it for assistance in some specific
area, more if necessary), and then how to use it properly (for chatbot it is for example
prompting, which is a whole science in itself and companies offer six digits of dollars a
year for knowing the right “prompting”), to know where it has weaknesses and where it
is often mistaken, and how to potentially correct/mitigate these mistakes.

A literate person is familiar with examples of use cases and knows what can be created
with AI and its limits. Furthermore, they acquire essential digital competencies (they
know how to use a computer).

The last answer shows how strongly the discourse of ethics and critical approach
are related. We need to look for ways of educating in AI literacy that see ethics as an
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essential domain, not just as an individual ethic or virtue but as a social ethic. Ethics is a
critical reflection on action and something that enables and is connected to action. Other
statements in our research sample related to specific examples of working with AI as a tool:

He should be able to use the tools associated with artificial intelligence and know how it
works and how to “control” it.

Create the correct assignment to get the answer he wanted exactly. Sometimes, working
with prompts is also challenging and improving it will significantly multiply the use
of AI.

Humans should use AI tools to be significantly more efficient with them.

These statements are interesting in that they emphasise the human as the one who
actively controls the AI, works with it and has control or power over it. We can thus see a
renewed effort to return to an ethical (in the broad sense) construction of literacy as free
will, as the competence to be able to do something. Closely related to this theme is another
category of statements that could be linked to practical tasks, with an already more valuable
and consistent relation to everyday functional activity:

He should be able to generate what he needs with it quickly. Text/image, etc, with
minimum errors and the need for further editing. He should also realise that it is still a
machine, a detailed tool and search engine and not literally “intelligence or thinking”.

He should be able to generate a professional text including citations, e.g., a final project
report or a photograph.

He should be able to use various AI tools for his work and private life; he should be able to
explain the basic principles of AI to someone else who does not have this knowledge. He
should not be afraid to use these tools and should spread awareness. He should be able to
recognise when an AI tool has been used.

The common denominator of these statements is linked to something humans have
to do but for which AI can be helpful or practical. Literacy here is directed towards
transforming life’s comforts and providing convenience or efficiency. To work with AI, users
also need to have primary computer or digital literacy, as well as linguistic competence,
because all tools work better in English than in Czech or Slovak, which is the native
language of the respondents:

To work with a computer, to know the applications and their functions. However, Defacto
can learn something, as many programs work alone.

He should have computer experience, speak English and know all the risks.

The last specific group of respondents are those who emphasise that to use a tool, it is
necessary to understand its principles, know how it works, what to expect from it, and what
is behind the technical background. So, we can talk about a specific technical discourse.

To know what principle AI works on. Moreover, I see it as a helper and a tool.

For the first option, literacy is knowing the APIs for creating AI, a basic understanding of
how AI works, where it can be used, and how to prepare data so that AI can learn from it.

Understands how AI works technically; knows how to use different AI tools effectively—
has hands-on experience with AI; is aware of the ethical and social aspects of working
with AI.

Importantly, knowledge of principle always stands alongside other factors—utility,
ethics, and efficiency. Thus, knowledge of regulations is not an end but a means to truly
informed, competent handling of AI.

4. Analysis and Discussion

The thematic analysis can be summarised in a table (Table 3). The table shows that each
area is differentiated into 3–6 additional sub-themes. The specific location was working
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with tools (what AI can be used for), which was more evidence of students working with
AI than offering more precise insights into conceptualising AI literacy.

Table 3. Thematic analysis of student responses.

Question Subtopics

What do you think artificial
intelligence means?

• AI as a tool
• AI as an adaptive system
• AI as a learning system
• AI as an imitation of thought
• AI as an extension of human capabilities

What AI can now be used for
• A social-anthropological perspective
• A practical-applicational perspective
• Omnipresence

How do you think AI works?

• Perspective of classical deterministic algorithms
• Completely erroneous use of computer science terms
• Correct understanding of artificial neural networks
• Emphasis on the probabilistic nature of AI and the

importance of datasets

What ethical issues or challenges
you may encounter when

working with it

• Copyright issues
• Discrimination
• Loss of control, influencing thoughts and actions
• Social impacts of AI
• Ethical implications associated with technical errors or

problems.

What a person should know to be
considered AI literate

• A critical approach
• Ethical approach
• Completing specific tasks
• Improving everyday life
• Digital competences
• Knowledge of technical basics

The available data from the thematic analysis allow us to conceptualise AI literacy
from two perspectives—the one that students themselves perceive as essential, i.e., the
creation of a particular student’s grasp, or, on the other hand, an analysis of the thematic
aspects that students would need to develop AI literacy themselves if it were to rely on
some already functional and robust theoretical models.

If we start with the second part, it is evident that students lack a technical understand-
ing of how AI systems work in the first place. The basis for this claim is the data from the
self-assessment, which is precisely the technical aspects of the competence profile that stu-
dents rate as the weakest, as well as our qualitative data, which suggest that some students
do not have a clear or correct understanding of how artificial neural networks work and
that there is a group of students who perceive just a technical knowledge of the principles
of operation as essential. In this respect, there is a clear link with the studies analysed
above (Henry et al. 2021; Yi 2021). This technical aspect should be significantly reinforced
in the education of the students studied. An excellent technical background knowledge
can then be transferred to other aspects that the students rated as critical, namely ethical
aspects such as discrimination analysis, social impacts, and the ability to adapt the tools.
Thus, it can be hypothesised from the data that students’ low scores in predicting future AI
developments may be related to a need for more understanding of the technical aspects of
AI (Yi 2021).

Thus, students have a conceptual grasp of AI at the level of a tool that “can do
something”, but it seems that for some of them, the technical barriers to understanding
the phenomenon are not only related to the inability to adapt systems or create new
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ones technically, but above all, they are related to the limits in thinking about AI as a
whole. Thus, clarifying the theoretical foundations could lead to a critical evaluation and a
deeper reflection on AI-related phenomena. At the same time, it is an area that students
have experience with and conceptualise in a certain way based on their experience with
particular tools.

Students declare their ability to work with the tools. Their explicit user experience
was directed towards systems working with generative approaches to language (ChatGPT)
or images (Midjourney) (Cobb 2023; Borji 2023). Still, it can be expected that it is, in fact,
broader, as many aspects of working with AI may need to be realised by the students or
explicitly mentioned in the research. This area is covered by student activity, perhaps better
than a formal curriculum could (Ng et al. 2023b).

However, students have experience using the tools and perceive the ethical implica-
tions. They name both micro-ethical topics, focusing on working with specific tools in
specific life situations (which corresponds, for example, to the context of (Fyfe 2023)), as
well as broader social-ethical themes (Borji 2023; Dorrien 2009; Bowker et al. 2009). How-
ever, they lack the embedding of phenomena in theoretical frameworks and approaches,
and the dominance of an intuitive system is evident, which needs to be complemented and
developed through critical discussion. Teaching has much to build on in this area but is
probably irreplaceable in its complexity and systematicity.

Student Perspective on AI Literacy

The second perspective is the student conceptualisation of the AI literacy phenomenon
itself. This is mainly evident in Table 3 and the entire Section 3. If we look at the defined
discourses from the literature, we can say that students touch upon all addresses somehow.
There is a belief that understanding technical principles is necessary to work effectively
with AI and think critically about AI. As in theoretical studies, connections between the
technical dimension and other reflective or conative components are evident.

We can see quite clearly the emphasis of some students on understanding AI as a tool
for coping with or making everyday life more enjoyable, i.e., relating to the phenomenon of
literacy as a tool for “everyday life”. Part of this area of thought is also the understanding
of AI as a tool that should have a defined goal for its application (Cerbone 1999).

Some discourses point to the connection of AI literacy with digital competencies and
language competencies, thus placing it in the field of their integral parts, as well as concepts
that emphasise the novelty of the whole phenomenon, often accompanied by the need to
rethink the work with data and the construction of datasets.

The discourse related to the future of the labour market is the least affected. Three
reasons for this can be identified in the available data. First, the pace of development
is so fast that students cannot predict the future of AI development, which means they
cannot relate to the end of work. Evolution is too rapid and the effects too complex to
make sense of and construct such a discourse. A second reason may be the composition
of the research sample, where students typically place more emphasis on issues related
to their near future in their studies than on the changing labour market itself—it is more
relevant for them to ask about citation patterns or professional writing than about the labour
market, which does not apply to them now. However, the ethical-social component is also
crucial; students do not want to adhere to a neoliberal view of the economy and labour
market and are more likely to ask questions about justice, education, and discrimination.
There is a need to discuss the future of the world and its values rather than clinging to
particular positions. The welfare of the whole seems to be more important to students
than their success in a competitive society. This phenomenon may also be influenced by
specific Czech conditions linked to deficient unemployment (around 2.6%, the EU average
being 5.9—data for August) and specifically low youth unemployment. The economically
favourable social climate may affect a different perspective of thinking than that captured
by some other studies.
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These aspects are significant in the context of responsible AI development in the
European environment (Ulnicane 2022; Floridi 2019a). Such an approach is consistent
with the principles of the ethics guidelines for trustworthy AI (European Commission
2020), which names seven principles for AI development—human agency and oversight;
technical robustness and safety; privacy and data governance; transparency; diversity, non-
discrimination, and fairness; societal and environmental well-being; and accountability.
The last three aspects are crucial in students’ thinking about the ethical dimension of AI
literacy. Interestingly, they thus transfer them from recommendations for developers (i.e.,
from the systems side) to the literacy level (i.e., the end user, every citizen).

In the context of the last point, we specifically see three critical aspects as particularly
interesting. They are closely related to AI literacy according to students but need to be
given more attention in the studies we have analysed.

Artificial intelligence and other social phenomena (globalisation, climate change) are
gradually changing the understanding of ethics’ basic premises and concepts. For students,
ethics about AI are not primarily individual (“how should I act”) but social (“how should
society act”). This transformation is both trivial and easy to analyse but shows, to some
extent, a new conception of ethical reflection (Cobianchi et al. 2022; Porcaro et al. 2023).

Social aspects in ethics lead to a greater emphasis on topics such as equality, di-
versity, and discrimination (European Commission 2020), which students write about
regarding AI literacy. Thus, it is no longer just a matter of analysing the impact of spe-
cific applications on society but of the ability of individuals to consider their actions of
these phenomena. The interconnectedness of activities and the need to look for tools
and ways to use AI systems ethically are essential to understanding the phenomenon
(Porcaro et al. 2023; Floridi 2013, 2014).

These insights lead to understanding AI literacy as a competency for critical discussion
and the world’s future. Students leave the question of developing sub-components (Floridi
2019b) as individual advantages but emphasise the need for a broader debate about the
world they want to live in (Adam et al. 2000; Beck 1992). By its complexity and novelty, AI
literacy can be an exciting contribution to such an understood debate. Other topics, such as
the future of work, education, or health care, are secondary to AI literacy; their reflection
explicitly expects an understanding of broader social perspectives.

The second important phenomenon that students have highlighted and that we see
as a contribution to this study is conceptualising the phenomenon of accountability and
control (Floridi 2013). Students repeatedly discuss losing control over technology, the
information environment, and their world. At the same time, they experience a sense of
responsibility for their actions and society, which creates an unsettling tension. “How
is it possible to be responsible and not have control?” This question does not explicitly
come up with the students but can be read easily from the answers. Unquestionably, part
of AI literacy must include the search for a solution to this problem. This may be an
approach typical of Latour (Latour 1993; Latour and Rose 2021) or authors criticising the
early modern way of thinking (Šíp 2019; Dewey 1923) associated with the redefinition of
the notions of control and responsibility. Still, we can equally look for answers within
modernity so understood precisely in the specific definition and structuring of AI literacy.

5. Conclusions

The phenomenon of artificial intelligence is fundamentally transforming many aspects
of human activity. Technology is becoming a tool for revealing the hiddenness of the
world but is also a subject of critical debate and part of social change. In contrast to much
historical innovation and invention, artificial intelligence raises disturbing questions of
an entirely new kind, first by working with the concept of “intelligence” that we have
been accustomed to associating primarily with humans but also by applications that push
specific human competencies out of the space of activities that can be paid for or that
make sense to be performed by humans. Technology is thus, to some extent, forcing
humans to redefine some key concepts to which they have been accustomed, such as the
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boundaries of thinking (in school in Czech, we expect thinking to be an expression of
the individual (Rupert 2010; Lakoff and Johnson 1999; Lakoff 2008). There are exceptions
such as dialogic learning, project-based learning, or teamwork, but the primary mindset of
Czech schools sees thinking as an individual phenomenon), the uniqueness of humanity,
efficiency, responsibility, and control. Artificial intelligence as an innovation enters the
social context in yet another aspect in a wholly new and unusual way: it is one of the first
literacies that cannot be thought of (as our research has shown) as an individual entity
phenomenon but which we must relate through the paradigm of ecosystems with dynamic
complex interactions (Floridi 2019b; Latour and Rose 2021).

Our research identified five fundamental discourses of approaches to AI literacy that
are prevalent in the literature:

1. AI literacy as a competence for everyday life;
2. AI literacy as a prerequisite for future success in the labour market;
3. AI literacy as part of the competence structure;
4. AI literacy as a composite structure;
5. AI literacy as a form of technical knowledge and skills.

All of these approaches are also present in the student research we conducted, except
for one—AI literacy as a prerequisite for future success in the job market. Instead, the
students emphasise social-ethical discussion as a prerequisite for some possible co-shaping
of the labour market. The networked or interconnected model of reflection on AI literacy
can be seen most clearly in the two specific perspectives that students emphasised:

1. Ethics is primarily a social phenomenon; the individual’s behaviour impacts the
whole, and if ethical reflection is to be meaningful, it must focus on issues of societal
phenomena such as discrimination, public good, and sustainable development. Ethics
pursuing the interests of the individual is egoistic, based on neoliberal discourse and
unacceptable to students. At the same time, it is evident that it is associated with an
emphasis on the isolated entity and its behaviour rather than the whole system.

2. AI literacy should be understood as a manifestation of complexity, in which, on the
one hand, it is necessary to consider the close connection between technology and
ethics, which cannot be easily separated from each other; on the other hand, it is a
complex phenomenon associated with many sub-components that are interrelated.
The fundamental problem is the rigidity of concepts (control, responsibility, author-
ship) that rely on overly entity-centric, single-object mental constructs that fail to
conceptualise complex phenomena such as the relationship between AI and society.

This perspective that our research has enabled us to identify can significantly con-
tribute to the academic debate on the real-world teaching of AI literacy and its theoretical
conceptualisation. At the same time, our work has shown a thematic map of reflection on
the basic dimensions of AI literacy among university students, which can be used to design
educational activities in this area.

It is clear that the teaching of ethics needs to focus more on social-ethical aspects and
that thinking of the relationship between technology and humans as binary oppositional
structures is unsustainable in the long run. AI education in schools can be based on small,
simple examples but must systematically reflect on issues of complexity, global problems,
and grand challenges. It is essential to emphasise and critically reflect on the broadest
possible analysis of the impact of AI in social, cultural, and ethical dimensions and the
environment of everyday life. The emphasis on individual or partial knowledge, skills, and
competencies does not—in our research—appear to be wanted by students. However, it
could be more meaningful to AI literacy.
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