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Abstract: The building construction industry faces challenges, such as increasing project 

complexity and scope requirements, but shorter deadlines. Additionally, economic 

uncertainty and rising business competition with a subsequent decrease in profit margins 

for the industry demands the development of new approaches to construction management. 

However, the building construction sector relies on practices based on intuition and 

experience, overlooking the dynamics of its production system. Furthermore, researchers 

maintain that the construction industry has no history of the application of mathematical 

approaches to model and manage production. Much work has been carried out on how 

manufacturing practices apply to construction projects, mostly lean principles. 

Nevertheless, there has been little research to understand the fundamental mechanisms of 

production in construction. This study develops an in-depth literature review to examine 

the existing knowledge about production models and their characteristics in order to 

establish a foundation for dynamic production systems management in construction. As a 

result, a theoretical framework is proposed, which will be instrumental in the future 

development of mathematical production models aimed at predicting the performance and 

behaviour of dynamic project-based systems in construction. 

Keywords: production model; system model; lean construction; process control; building 
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1. Introduction 

The construction industry faces ongoing challenges. From an external perspective, economic 

uncertainty, increased competition within the industry and the growing influence of regulatory 

agencies drive profit margins down. From an internal viewpoint, the increase in the numbers of 

features in a project’s scope, against shorter construction deadlines and restricted budgets raise the 

complexity of building construction projects. Additionally, building construction often occupies the 

bottom of industrial productivity rank reports worldwide [1], even showing negative productivity  

rates [2]. The construction sector relies on management practices based on intuition, experience and 

poor risk management. These practices often preclude the appropriate level of ability to handle the 

uncertainty and complexity [3,4] involved in construction projects, resulting in project failures in terms 

of finishing projects within deadlines and budgets [5]. As a common practice, the building 

construction industry utilizes ordinary project management practices and frameworks. Practices are 

limited to assessing the consequences of deviations from the project plan rather than dealing with the 

causes of delays in the production system [6]. “Heisenberg’s principle indicates that the conventional 

construction management practice of measuring the overall timeliness and budgetary status (position) 

of a project using schedule/cost variances will result in a less precise assessment of the throughput 

(momentum) of the project” [4]. At the tactical management level, little attention has been paid to 

production management in building and construction [7]. Traditional scheduling approaches in 

construction, such as the critical path method, have been used unrestrictedly, producing unfinished and 

erratic plans [4]. Even more, a developed estimation practice, such as the line of balance, fails to deliver 

a reliable outcome. Instead of being derived from manufacturing practices, the line of balance was purely 

copied regardless of the inherent production differences between manufacturing and construction 

projects. Both approaches assume that construction processes are constant with some degree of variability, 

setting constant estimation values for production and adding an extra measure to accommodate 

variations. In summary, the dynamics of the production system is overlooked [8]. In fact, the building 

construction industry has no history of applying mathematical approaches to model and manage 

production [9]. Mathematical models have enabled a comprehensive understanding of production 

mechanisms [10]. For instance, manufacturing has a record of successfully developing and using robust 

mathematical models to improve productivity, system comprehension and event forecasting [11,12]. 

Nevertheless, the manufacturing model does not directly apply to construction. Steady-state conditions, 

nonterminating events, long production runs, medium to low levels of uncertainty and permanent 

production facilities characterize production in manufacturing [12]. Production in construction takes place 

under a mix of steady- and unsteady-state conditions, with terminating events, short production runs and 

various levels of uncertainty, all conducted in temporary production facilities [13–15]. 

The impacts of World War II in Japan restricted market demand and the production model. Mass 

production changed to the production of a high variety of products in small quantities. Moreover, in 

order to adapt to the post-war scenario of the financial incapability of acquiring new machinery, the 

Japanese industry had to work with the existing production equipment in a more efficient manner. The 

new diversified small-batch production and post-war recession pushed the industry to re-evaluate the 

use of resources and production methods and resulted in a shift in production paradigms in the 

manufacturing industry. Consequently, a new production model should be developed to increase 
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productivity while using existing resources. The production philosophy named just-in-time (JIT) together 

with automatization established the foundations of the Toyota Production System (TPS) in 1945. TPS is 

a compilation of observations from Taiichi Ohno and Shigeo Shingo and driven by Toyota’s goal of 

“catching up” with the American automotive industry. TPS only received notable exposure during the 

oil crisis in the autumn of 1973, when the improvements brought by the relentless elimination of waste 

helped Toyota through the Japanese economic crisis [16]. In an attempt to reproduce the success 

achieved by Toyota, the automotive industry adopted TPS as a production model and then forged a 

new manufacturing philosophy, later entitled “lean manufacturing” [17]. The lean principles—waste 

eradication, flow, value, value-stream and zero-defect—crossed the boundaries of manufacturing. These 

principles permeated several productive systems and industries, such as software development [18], 

even reaching business models [19]. At the same time, manufacturing was formulating mathematical 

explanations of production management. Studies about the variables of the productive process—a 

process is a repetitive collection of interrelated tasks aimed at achieving a specific goal—provided a 

quantitative meaning to production management practices in manufacturing. Equations could now 

represent queueing systems [10], lead time [20], machine maintenance [21], Kanban [22], inventory 

management [23], throughput, cycle time and work in progress [11]. The set of equations enabled a 

deeper understanding of the current practices and the outcomes of their interaction. 

The building construction industry has also demonstrated interest in lean principles [7]; later named 

lean construction [24]. The transformation, flow and value generation views associated with a set of 

principles constitute the transformation-flow-value (TFV) theory of production. However, the 

implementation of lean principles has been sporadic, rather than an industry standard [25]. Several 

contradictions to the lean values, such as excessive consumption of raw material [26], disconnection of 

activities, preventing the establishment of a flow [7], a focus on costs over value [27], an inefficient 

measurement system [28], high levels of rework due to production errors or changes in technical 

specifications [29] and worker safety [30], still populate the list of the most common problems in 

construction endeavours. Inefficiency at the tactical level is only one barrier to the adoption of 

manufacturing principles. Intrinsic project characteristics also increase the challenges to the industry. 

Uniqueness—each project produces a distinct product, service or result with individual features of the 

project work [31]—temporality—“indicates that a project has a definite beginning and end” [32]—and 

uncertainty [32–34] are some attributes that set apart projects and manufacturing. As a matter of fact, 

even repetitive construction projects—projects characterized by repetitive activities, as, for instance, 

pipelines, tunnels, mass housing projects and high-rise buildings [35,36]—are exposed to the effects of 

uniqueness, temporality and uncertainty. Despite an insufficient pace to “catching up” with market 

demand, construction has progressed towards the incorporation of TPS practices [7] and an 

understanding of its production.  

Construction has successfully comprehended the effects of variability in production [37] and the 

influence of buffers on sequential activities [38]. Researchers consistently advance the design and 

management of work-in-progress buffers. Additionally, approximate models can be obtained by 

approaches, such as discrete simulation [39], fuzzy logic [40], neural networks [41], statistics [42] and 

control theory [43]. However, the results are still theoretical and restrictively applied [15,44,45]. 

Moreover, obtaining mathematical expressions that quantitatively explain the production mechanisms 

of different repetitive construction projects has been a challenge [15,46] and is still to be formulated. 
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Much work has been carried out on how manufacturing practices apply to construction projects, mostly 

lean principles. Nevertheless, there has been little research to understand the fundamental mechanisms 

of production in construction. The current knowledge is at a rudimentary stage and has not yet fully 

established the foundations of the production model in construction projects. This research entails an 

in-depth literature review to examine the existing knowledge about production models and their 

characteristics in order to establish a foundation for the production model in construction. This 

literature review does not intend to pursue lean construction or its production models. This study 

searches outside the construction scenario for best practices in production and then inside for the 

barriers to the implementation of these practices. The study retraces production characteristics from 

manufacturing that are applicable to building construction projects in order to obtain a similar system 

view that propitiates the development of manufacturing production laws, such as variability, 

conservation of material and capacity laws [11]. Furthermore, the concepts are reviewed from a 

microeconomic/strategic/tactical vantage point required for project management development, 

regardless of the project technical specificities. As a result, a theoretical framework, which may serve 

as a basis for the further development of a mathematical production model aimed at predicting the 

performance and behaviour of dynamic project-based production systems in construction is proposed. 

2. A Theoretical Framework 

2.1. A Brief Understanding of Construction 

The understanding of what is construction extrapolates its technical characteristics. In this research, 

construction is not restricted to civil engineering and architecture, but comprehends a broader 

understanding of building, putting up, setting up, establishing and assembling. Construction is the 

materialization of a concept through design, taking into account functional requirements and technical 

specifications for a project product utilizing specialized labour. In other words, it is the creation of a 

product that will fulfil a strategic goal. This study excludes prototyping as the final product; however, 

a project scope may include prototyping as a deliverable or stage, as, for example, in the design phase. 

Prototype objectives test a process or concept in real situations and then provide information about 

what works and what needs improvement before the final product. In contrast to prototypes, the project 

product is final and definitive. Project products, according to the design specifications, have usability 

in a first and unique building. Project products of building construction are, for instance, software, 

pipelines, roads, bridges, tunnels, house building and oil well construction. In summary, project 

deliverables with different technical backlogs and fields of application are in accordance with the 

definition of construction stated in this study. Moreover, the existence of a technical backlog brings a 

dimension of repetitiveness. Because these projects require specialized labour, the project executive is 

likely to be involved in projects with a similar technical background. For instance, an offshore oil well 

construction company is more likely to have future endeavours in the same technical field rather than 

in a road building. In this case, the repetitiveness occurs horizontally across different projects with a 

similar scope. A project can also have repetitiveness within an endeavour: for instance, the construction 

of similar products, such as housing units, floors of a skyscraper or the installation of cases in an oil well. 

These processes illustrate a vertical dimension of repetitiveness, i.e., process repetition in a unique project. 
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In order to understand how construction applies to different fields and where construction is placed 

in project life cycles, ten different project management frameworks were analysed. Figure 1 displays 

the organization of several project-driven approaches in four clustered stages grouped by fundamental 

characteristics. The initial stage (feasibility) consists of a group of processes aimed at identifying the 

best possible solution to achieve the strategic business goal intended by the project sponsor. 

Additionally, these processes should determine if the project product corresponding to the selected 

solution can actually be built or created (several applicable practices can be found in [47]). The second 

stage (design) presents a group of processes where the project and technical teams examine the 

outcome of the feasibility stage. The teams produce design specifications and project plans that contain 

the information about how to make a suitable project product based on the best possible solution. The 

next stage (construction) is to build the product following the technical instructions and executing the 

management plans from the previous stage. The final step (operation) is delivering the finished product 

to the user, who will use the project product to generate the benefits and consequently achieve the 

benefits of the business goal [34]. Operation is not considered a project stage, although the beginning 

of this stage commonly determines the termination of the project life cycle [31]. 

 

Figure 1. Characteristics of project stages (projects stages of various approaches adapted 

from Smith, Merna and Jobling [48], originally from McGetric, The Project Life Cycle, 

1996). For additional information about the Project in Controlled Environment (PRINCE) 

and Association for Project Management Book of Knowledge (APM BoK), refer to [34] 

and [49], respectively. 
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2.2. Production Facilities 

The project takes place in different locations through the three project stages (feasibility, design 

construction) and is frequently related to where the main phase stakeholders are located. First, it 

originates from strategic demand, and feasibility studies take place where the sponsor is located. At this 

stage, the management has recognized that normal operation is unable to address a particular business 

requirement [50]. Consequently, the management sponsors a unique endeavour to address this outstanding 

business requirement, initiating the project. Once initiated, it is up to the sponsor to choose the best 

solution and investment to solve the issue. Altogether, the feasibility stage is likely to occur as an internal 

business routine. 

Project and product design require strong technical knowledge, which is usually not the sponsor’s 

forte, since the initial motive for the project’s existence is the inability of routine operations to 

accomplish a specific business requirement [50]. Hence, it may be necessary for a specialist third party 

to join the project and develop the technical features, collect all requirements, and plan and design the 

project product to execution. For this reason, the design stage tends to move from the project sponsor’s 

office to third party offices with regular interaction between stakeholders. Thus, the influence of 

stakeholders is less than at the previous stage [51]. 

Similar reasoning about technical development is valid for the construction stage, where each task 

of the construction plan often requires either a specialist in the trade or a contractor. For this reason, 

work packages are broken down and distributed to several independent third parties. Frequently, these 

third parties are only connected to each other by the current project, without a prior collaboration 

background between the companies or teams involved. The location, where the final project product 

takes place, is undoubtedly a strategic decision. Nevertheless, the work packages of the project may be 

produced in different facilities, on-site or off-site. The work packages are spread and distributed to 

suppliers according to the project procurement management plan [25] and are, in general, produced in 

facilities subject to the supplier’s business model, rather than the project owner’s choice. Again, the 

influence of stakeholders is diminished [51]. The production facility is distinctively important, because 

this stage gathers most of the resources and labour needed for building the project product as designed 

and planned. This resource convergence is responsible for the majority of expenditures in the  

project [25,31], and it reveals any faults and inaccuracies of the plan developed in previous  

project stages. 

Clients perceive several benefits of off-site production over on-site [52]. Benefits, such as 

production time, quality and safety, are often mentioned. Interestingly, the most important benefit of  

off-site production is not being executed on-site. In the rank of benefits, according to importance and 

likelihood, the top three answers refer directly or indirectly to the reduction of activity on-site. The 

benefits from the highest to lowest rating are: minimize on-site operation; reduce congested work areas; 

and multi-trade interfaces to minimize on-site duration [52,53]. Construction’s on-site production implies 

challenging logistics. The location of a construction site solely depends on the final user needs, which 

are different from manufacturing, where the choice of factory location fulfils strategic logistic goals of 

product distribution and supplier connection. From a logistic perspective, “the delivery is to a 

temporary location, without permanent facilities for handling material” [14]. The provisional 

storehouse complicates the employment of optimal delivery routes and connections to preferred 



Buildings 2015, 5 215 
 

suppliers, further hindering the formation of an efficient supply chain. Location may severely interfere 

with the supply chain. Depending on the construction site location, several nontechnical restrictions 

may apply. For instance, building a skyscraper in the city centre may require obeying municipal 

restrictions. Timetables and regulations for moving load, material delivery and dispatch and also 

additional safety procedures due to population proximity [54] may be necessary. On the opposite side, 

construction in isolated locations endures materials transportation, because of the long distances from 

suppliers and improper or even inexistent transportation routes [55]. A long distance from preferred 

suppliers often raises costs to a level where the chain becomes unfeasible, forcing executors to work 

with alternatives sources. New parties are most likely to experience a slower project learning curve 

than the usual partners, because previous involvements support the creation of both product and 

process know-how via lessons learned. 

For the building construction industry, the supply chain is critical due to the excessive amount of 

raw materials required for product assembly [56]. Expressly in the construction phase, the raw 

materials need to arrive on-site in the correct amount and sequence, since there is a minimal warehouse 

installed on-site, which is incapable of handling massive amounts of material [57]. Arriving and 

queueing coordination is essential to not overload the warehouse nor starve the production line. 

Material surplus may impact how material flows to the production line, because overstocks may delay 

picking activities, further reducing the necessary space for cargo handling inside the warehouse. 

Starving the production line is more critical, since it may switch off the production line or part of it. 

2.3. Production Run 

By definition, the short run is the window frame when steady factors drive production. Moreover, 

the addition of capital is not possible, so increased output requires more labour [58]. Scope, budget and 

schedule constraints are core characteristics of the production of projects [31], i.e., steady factors that 

restrict the amount of work, the addition of capital and the project execution time frame. On a short 

production run, as in projects, the deadline, budget and total number of units to produce (scope) are 

clear from the beginning. Although clearly and explicitly stated in the project scope, the estimations of 

these constraints are, unfortunately, not always realistic. In contrast, a long production run is unclear 

about both the production end and total units to produce, thus relying on forecasts and market 

conditions [59]. For instance, upstream oil production rig expects, based on the oil prospect, to extract a 

set number of oil barrels in a set time. This notwithstanding, the extraction from the reservoir will 

continue until the extinction of oil or until its operation becomes unfeasible. 

Consequently, the average cost (cost/units) [59] for a short production run is more accurate than for 

the long run, because the units to be produced can be considered constant. Initially, the long run 

(forecasted units) has a higher potential risk than the short run (exact units) for the same total cost. 

However, the long run may produce more units than the forecasted number, creating a more favourable 

cost/units relation [59]. Moreover, the short-run production aggregates higher costs per unit than  

long-run production, because the number of units to produce is much smaller than on that for long-run 

production. This value concentration makes short-run production more sensitive to risk in the case of 

unit variation. In other words, the expected value is higher because the risk impact is higher for the 

same risk probability (expected value = risk probability × impact) [60]. In summary, short-run 
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production has a lower potential risk, but requires more accuracy, because value concentrates in the 

production units. Consequently, small variations in labour may affect production and the overall cost. 

2.4. Event Termination 

Projects by definition are finite terminating endeavours [31,34]. There are some divergences in the 

literature [31,33,34] about when exactly a project starts, although the termination is clear. The 

handover to the user sets the final milestone of product construction, marking the project’s end. Any 

activities later on relate to project documentation and formal closure. Considering every stage, 

deliverable or activity startup and ending, the system (in this study, the project) receives several sequential 

on and off switches. These interruptions cause work fragmentation [42]. This fragmentation implies 

numerous transient states, i.e., a timeframe in which the system is either adapting to a state change or 

responding to a disturbance, e.g., after the impact of a risk. Such variation may affect the state condition 

of production, changing the production state from a steady- to unsteady-state condition. 

2.5. State Condition 

Projects involve a unique state change [61]. During project execution, the amount of work is 

variable and concentrated on the “carrying out the work” stage [31]. Consequently, initial and final 

project stages are low-speed regions. The project velocity [31,62,63] increases from zero, at project 

start, accelerating to its maximum at the execution stage and then slowing down to a full stop at project 

end. However, the velocity variation is not the determinant of the state condition of the system. The 

variation, or not, over time of the relation of different properties that generate the system output from 

the input set the state condition of that system. Therefore, the system is in a steady-state when several 

properties are invariant over time [64]. Once these properties are invariant, the steady-state condition 

gives a means to the development of simple mathematical equations. For instance, in the steady-state, 

average work output is strictly less than average capacity, as claimed by the law (capacity) in 

manufacturing [11]. The law (capacity) does not directly apply to projects. Projects have a distinctive 

outcome, involving different teams with different technical knowledge and learning curves [65]. Regarding 

the production system of the project, these properties alter the output/input relation over time, which is the 

main characteristic of unsteady-state systems [15]. As a consequence, projects assume the unsteady-state 

condition. However, parts of the project—stages, deliverables, activities or processes—might assume a 

steady- or unsteady-state depending on process repetitiveness [13], variability and the conservation of 

process properties over time. 

2.6. Complexity 

Vastly present in the literature, the word “complex” seems to stand for a supernatural force supposedly 

responsible for disturbances, a scary ghost haunting projects. With no absolute definition of what 

complexity means, the only consensus among researchers is that there is no agreement about the 

specific definition of complexity [66]. However, a characterization of what is complex is possible. A 

structure is complex; if composed of several interconnected pieces [67], with dynamic networks of 

interactions, and their relationships are not aggregations of the individual static entities [68]. A theory 

derived from chaos theory follows a similar principle: “The complexity theory states that critically 
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interacting components self-organize to form potentially evolving structures exhibiting a hierarchy of 

emergent system properties” [69]. Both statements point to the interaction between the internal structures 

as complexity characteristics. 

Projects are complex. Projects involve several interrelated stakeholders, deliverables [70] and 

activities [71] in order to deliver a strategic state change [61,72]. Given that, projects, in a broad 

definition, show the characteristics of what is complex. Methods to assess, classify and measure 

project complexity have been discussed in the literature [69,73–75]. Most methods are restricted to 

computations involving scheduling and activity relationships [73,76,77]. Although these models 

provide a relative comparison of the complexity of similar projects in the same industry, they fail on a 

broader scale. The analytical hierarchy process (AHP) [78] provides a more inclusive and simple 

approach to complexity evaluation. AHP can assess a set of pre-chosen project criteria of a variety of 

projects, providing a calculated numerical grade from zero to one for complexity comparison [74]. 

Despite the fact that it is possible to use AHP to congregate projects into clusters, such a study does 

not exist. As a consequence, no explicit information comparing the complexity of projects in building 

construction with other industries could be traced. 

2.7. Uncertainty 

Similarly to complexity, there is no consensus about a pure definition of uncertainty. Uncertainty  

is an unintelligible expression without a straightforward description. Keynes was the first economist to 

incorporate uncertainty as a theory pillar, adding a factor of distrust to economic science. Keynes’ 

studies explored how to be rational in an uncertain world, in what degree and how to specify 

uncertainty (refer to Mello [79] about Keynes’ life and work). Later, Keynes studied the nature and 

effect of uncertainty on statistics. “Human decisions affecting the future, whether personal or political 

or economic, cannot depend on strict mathematical expectation since the basis for making such 

calculations does not exist” [80]. In the final analysis, uncertainty is beyond any prediction, forecast, 

calculation or measurement notably when considering human behaviour [49]. The main reason for the 

existence of a project is to achieve the value perceived by the stakeholders [33,34,49,61,72]. 

Nevertheless, value is relative [65]. Therefore, internal and external, direct and indirect stakeholders 

may have a different perception of the achieved project business outcome depending on their vantage 

points and individual backgrounds [17,65,81]. That, according to Keynes, is a fertile soil for 

uncertainty. Inevitably, projects are conducted in an uncertain scenario. 

2.8. Risk 

The viewpoint of uncertainty and risk vary from different disciplines [82]. However, uncertainty is 

not risk [83]. While uncertainty is a potential, unpredictable, unmeasurable and uncontrollable  

outcome [83,84], risk is a consequence of action taken in spite of uncertainty [85]. As an illustration, two 

men are about to skydive from an airplane, but there is only one parachute on-board. At this point, the 

level of uncertainty experienced by the men is equal, as to whether or not the parachute will open. The 

moment that one man chooses jumping, the uncertainty is the same to both, and he bears all the risk. 

The uncertainty ceases when the parachute opens during the skydiving, through time passing, event 

and action. Nevertheless, there is still risk regarding a safe landing even after uncertainty about the 
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parachute opening has come to an end [85]. Similarly, in projects, the decrease of uncertainty and risk 

through time passing applies [86]. 

Projects are risky. The action of conducting an endeavour upon uncertainty is the intrinsic nature of 

risk [83,84]. Hence, dealing with risk is crucial in project management to achieve successful business 

results [31]. Controlling uncertainty is impossible [80,83]. However, it is possible to identify, measure, 

and formulate plans to transfer, provoke, mitigate, avoid or embrace the impact of risk [84], i.e., 

manager risk. Risk management’s objective is to assure uncertainty does not deviate the project from 

the business goals [84]. In detail, risk managers triumph by maximizing opportunities, minimizing 

threads and hedging against the risk of a contingent, uncertain loss [87]. The primary manoeuvring 

instrument against uncertainty is the contingency plan [88], whose determination counts on the 

summation of expected value [60]. The contingency plan consists of the probability of risk occurring 

multiplied by the financial impact if it occurs [60] plus an amount judged sufficient to handle unforeseen 

risks. In addition to the contingency plan, calculating how the contingency could spread over the project 

lifespan is paramount, especially in projects with a high concentration of events, such as construction 

projects. Value-at-risk (VaR) “describes the quantile of the projected distribution of gains and losses 

over the target horizon” [87]. In other words, VaR forecasts the expected value distributed across the 

project life, so the expected value can be used as a buffer to possible variations, positive or negative, in 

the project plan. 

2.9. Variability 

Variability is a measurement of variation, i.e., the difference between results. Variability expresses 

a dataset that is clustered [89]. Risk impact causes variability, as more risk motivates a broader span of 

“potential scenarios of outcomes” [85]. The impacts of variability in construction production processes are 

well known and proven as a decrease in productivity [37], scheduled delays and cost overrun [38]. 

Considering short runs, the manipulation of the production output requires the administration of labour 

as an input. Hence, the understanding of the relation between labour and productivity potentially 

enables the control of production. However, correlating variability to labour is challenging. In 

statistics, the productivity of labour in building construction does not fit a normal distribution; provided 

that the variance is undefined, the curvature is leptokurtic [90]. Leptokurtosis may influence the 

productivity of labour analysis, while estimations made using a normal distribution overestimate at low 

levels of significance and underestimate at high levels of significance. The wider end of a leptokurtic 

distribution means risk is coming from outlier events, and extreme observations are likely to occur. 

Projects are extremely exposed to variability caused by risk. On the one hand, the short-run 

production nature of projects requires the manipulation of labour input to control the output [91]. 

Labour is a prominent human factor in construction projects [42] and a primary source of  

uncertainty [80], which translates into an increase of risk probability. On other hand, the short-run 

production concentration of the average cost contributes to an increasing of risk impact. Consequently, 

both factors—probability and impact—of the risk expected value are affected. In conclusion, at the 

occurrence of a risk event, a higher expected risk value implies a higher difference between the plan and 

the actual result, i.e., higher variability. 
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2.10. Cone of Uncertainty 

Uncertainty not only decreases over time passing, but it also diminishes its impact by risk 

management, specifically by decision-making. In other words, the impact of uncertainty strongly depends 

on the decision of the risks taken. Researchers’ findings indicate that the project estimation builds on 

foreseen quantities of uncertain events distributed at several stages, resulting in the process of 

resolving decisions [92]. Figure 2 shows a decrease in variability and the consequent increase in the 

accuracy of estimates over project progression. Still, the cone does not form itself naturally. It is a 

product of various decisions made as the project progresses concerning the plan and product. Narrowing 

the cone implies removing sources of variability sooner. On the contrary, a wider cone results from later 

decisions [92]. Figure 3 presents a parallel analysis illustrating the impact of decisions made in early and 

late stages on possible cost reduction in construction projects. Hence, to protect subsequent events from 

variability and its effects, decisions should be made in early stages to narrow the range of possible later 

events that will impact the project and cause variability. 

 

Figure 2. The cone of uncertainty for sequential project development (adapted from 

McConnell [92]). 

Experience from past projects supports decision-making. Commonly called “lessons learned” by 

project literature and practitioners, the term defines the practice of learning from successful and 

unsuccessful past events. Insights from assessing captured outstanding project events in post-project 

reviews can dramatically narrow the cone of future projects. Despite having a remarkable potential  

to reduce variability in a project, in practice the “lessons learned” process frequently ends with 

capturing the outstanding events [91], dismissing further steps. The likelihood of reusing lessons 

learned depends on their applicability to future projects and the similarity between projects, in other 

words, project receptiveness. 
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Figure 3. Graph of percentage cost over time demonstrating how early correct decisions 

may impact cost reduction (adapted from Smith et al., [50]). 

2.11. Repetitiveness 

“Repetitive manufacturing is the production of discrete units in a high volume concentration of 

available capacity using fixed routings. Products may be standard or be assembled from standard 

modules. Production management is usually based on the production rate” [93]. Construction produces 

multiple products in low volume coupled with the process structured in the midway of the batch, 

matching the major stages of product and process life cycles from Spencer [93]. A construction 

production run is short and easily countable considering the final project product. Nonetheless, the 

project product or a deliverable may be broken into several units, creating an artificial repeatability. 

For instance, the installation of the windows on the World Trade Center One (or Freedom Tower) is 

unique and not repeatable. However, this deliverable can be subdivided into floors. Therefore, instead of 

one unique product, there are 94 repetitions of the same product of “windows installed by floor”. The 

deliverable can be subdivided even more. If each of the 21,800 windows to install is considered, the 

window installation process can be interpreted as very repetitive [94]. 

Repetitiveness provides the opportunity for greater use of lessons learned, inevitably 

proportionating improvement in processes and products. A high level of repetitiveness may propitiate 

continuous enhancements due to the product likeness, ease of measurement and comparison between 

construction cycles [35,93]. Formed by four basic sequential activities, plan-do-check-act (PDCA)—

also known as Shewhart’s cycle—founded an unceasing circle of quality enhancement [31]. Likewise, Six 

Sigma, a set of techniques and tools for process improvement, aims for defect riddance and variability 

minimization [95]. At the sixth sigma level, processes in a state of statistical control expect no more 

than 3.4 defects per million opportunities. Additionally, the short-term process capability index (Cpk) is 

equal to two. These values typify a stable process almost free of variability. Consequently, processes at 

the sixth sigma level are steady state [96]. Measurement of Six Sigma levels can provide a useful form 
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to qualify the state condition of the process. Higher Six Sigma levels correlate with a process at steady 

state (low variability), and lower six sigma levels correlate with the unsteady state (high variability). 

The levels of Six Sigma can be accurately calculated [96], as can the process variability. It is possible to 

establish a mathematical correlation between these variables, quantifying the state condition of a process 

through its variability. In summary, repetitiveness creates the opportunity for improvement based on the 

use of lessons learned, PDCA or Six Sigma and variability reduction through decreasing uncertainty and 

narrowing the cone of uncertainty earlier. In terms of system description, repetitiveness creates a 

feedback connection with activities or processes [11]. Furthermore, repetitiveness defines a closed loop 

system where deviations of past events may be used as input to correct and control [11] current and 

future system output. 

3. Construction Project System 

Several elements found in this literature review connect the characteristics of construction projects  

to the characteristics of a dynamic system. As shown in Figure 4, the interconnectivity is explicit 

between project stages, in the event that subsequent phases rely on the accomplishment and 

performance of previous ones. This dependent connection remains valid for divided n-substages or  

n-activities and also applies to the proposed framework. The dependence of processes and/or activities 

is well documented in the literature and well known by practitioners. An activity or stage may impair 

or favour a successive action depending on the level of correlation and dependence. The 

interdependence of activities forms a conduit to the propagation of unsure events. Potential risks 

captured through the entire project life may impact project execution whenever not properly treated, 

resulting in project deviations. This sequence of events is represented in the system by the flow of 

uncertainty to risk and the occurrence of risk events, through risk management filtering actions—

avoidance, acceptance, sharing, transference, mitigation, motivation—and, finally, to variability. This 

flow resembles an intrinsic characteristic of systems in the presence of disturbance or noise. Control 

systems may transmit unfiltered noise across connections affecting vulnerable components and causing 

disturbances or unpredicted behaviour. Although the level of influence in this flow of sequential, 

parallel or overlapping relationships in the process or activity network have not been investigated at 

this point, understanding how risk transforms into variability, and especially how variability affects 

networked activities, propitiates an opportunity to develop methods aimed at avoiding and mitigating 

(filtering) the propagation of risk (noise). Regarding risk materialization in variability, different 

outcomes build on how concentrated or distributed the risk impact was. This scenario requires a 

function capable of scale variation and energy conservation (impact) when calculating the functional 

energy. The wavelet network evolved from the Fourier transformation: “wavelet network is a type of 

building block for approximation of unknown functions based on the concept of the multi-resolution 

approximation. The building block is formed by shifting and dilating the basis functions, the mother 

wavelet and father wavelet” [97]. A wavelet network may be used as universal function approximator 

(“a universal function approximator is a system that, given a set of predictor variables, can output an 

accurate estimate of some predicted variable” [97]) to estimate unknown nonlinear functions and to 

attain a required control performance. A new concept in the control area, wavelets have been 

successfully used in several applications, such as physics, signal processing and statistics, where small 

complicated details matter [98]. Operating on possibly the same conditions of wave theory—
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linear/nonlinear, deterministic/stochastic, time-domain/frequency domain, direct/inverse problems, 

discrete/continuous models [99]—control theory may create a proxy theory to explain the effects of 

variability in construction projects by extending the elements of the dynamic systems. 

 

Figure 4. The project construction system from the theoretical framework. 

The opportunity for improvement created by process repetitiveness reveals a similarity between the 

resulting theoretical framework and the concept of the control loop, or feedback loop, which controls 

the dynamic behaviour of the system. The block diagram shows the flow of signals across a system. 

The block diagram is common to control systems, where a system output may determine an input for 

the following system. Alternatively, a posterior system can affect the output of previous systems in the 

chain [100] as in the case of a closed-loop system. Possible categories of inputs on a construction 

system are tools, equipment, labour, management, time, conditions, product, e.g., a meter of the floor 

installed, or material, e.g., concrete mix, which may constitute the system output [13]. As an 

illustration, a manager in charge takes corrective action when an activity deviates from tolerances 

defined in the plan, i.e., management by exception [34]. The control loop in the process control works 

in an identical manner. Once a set-point (equivalent to project plan) is defined, three tasks occur: 

measurement (how the activity is going), comparison (whether the activity is performing within the 

plan limits) and adjustment (corrective actions). If other feedback or an inner controller are added to 

the activity Cn (characterized by the interaction of the operational manager, for example), the system 

will be structured by two closely linked processes that encapsulate feedback, which constitutes a 

cascade-control system. 

4. Conclusions 

This literature review conducted an exploration of elements in the building construction project 

cycle, which possibly influence the project performance, mostly affecting production behaviour. 

Furthermore, connections and comparisons were made between projects and manufacturing, aimed at 
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identifying key components that could serve as pivotal to the application of successfully proven 

theories and methods from manufacturing in construction projects. The outcome is a theoretical 

framework structured as a system. The system connects project stages—feasibility, design and 

construction—and activities (Cm), as well as proposes a flow of uncertainty to risk and the risk impact 

causing variability. This system structure representing the production provides a means to analyse the 

effects of interconnected elements in a micro and macro view. Although this literature review was 

comprehensive, the list of unmentioned factors that affect production in construction is still endless. 

Further research needs to be conducted to identify and describe the effect of construction project 

particularities on the construction production system. Additionally, further research needs to be 

conducted to develop a mathematical explanation of the production system that will supply the 

building construction industry with ways to measure and predict the performance of a production 

system. System identification approaches hereafter can be used to understand, model and predict tasks, 

processes and project performance within the proposed framework. Furthermore, the quantification of 

variability across the building construction system will enable a comprehensive understanding of the 

behaviour of repetitive processes in projects at the unsteady and steady state, applicable to any current 

production model that considers a system view. Moreover, in the future, the development of 

management practices to handle processes at both state conditions will take place. 
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