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Abstract

:

This study focuses on the development of novel evaluation methods for the analysis of thin carbon reinforced concrete (CRC) structures. CRC allows for the exploration of slender components and innovative construction techniques due to its high tensile strength. In this contribution, the authors have extended the analysis of CRC shells from existing research. The internal structure of CRC specimens was explored using microtomography. The rovings within the samples were segmented from the three-dimensional tomographic reconstructions using a 3D convolutional neural network with enhanced 3D data augmentation strategies and further analyzed using image-based techniques. The main contribution is the evaluation of the manufacturing precision and the simulation of the structural behavior by measuring the carbon grid positions inside the concrete. From the segmentations, surface point clouds were generated and then integrated into a multiscale framework using a parameterized representative volume element that captures the characteristic properties of the textile reinforcement. The procedure is presented using an example covering all necessary design steps from computed tomography to multiscale analysis. The framework is able to effectively evaluate novel construction methods and analyze the linear-elastic behavior of CRC shells.
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1. Introduction


Many studies have investigated carbon reinforced concrete (CRC) [1,2], and it is known that the tensile strength of carbon is significantly higher than that of steel [3,4], allowing for the construction of filigree components and further giving rise to the development of new construction methods. The research by Kalthoff et al. [5] explores such a method by using a laboratory mortar extruder (LabMorTex). They investigate impregnated glass and carbon reinforcements in various mortars and study the rheological properties of fresh concrete. Their proposed extrusion method can further deform extruded components into wave-like shapes, unlocking novel construction options [6,7]. However, such slender, shell-like structures require greater precision regarding the reinforcement compared to conventional construction methods. Furthermore, these methods necessitate the use of reliable evaluation methods with regard to their manufacturing accuracy.



To date, no guidelines exist for the design of textile-reinforced concrete components. However, numerous experimental tests have been performed to investigate the load-bearing behavior, and many different numerical methods have been used to capture the various effects that influence the load-bearing capacity. The present work focuses in particular on textile-reinforced shell structures. Within this investigation, the inner structure of such components was analyzed using a combination of state-of-the-art methods based on the findings in Mester et al. [8]. The authors proposed an approach to the analysis of CRC shells enhanced by image-based methods. In the current study, the methodology has been substantially improved in terms of automation and precision. The main contribution of this work is to study the position of the carbon grids and to simulate the load-bearing behavior of such textile-reinforced shell components. In addition, the accuracy of the extrusion process can be evaluated.



Since shell-like structures are characterized by large in-plane dimensions at small thicknesses (Figure 1), a multiscale method was used for the analysis. These methods investigate the structure at two scales: (1) the macroscopic scale, which describes the shell structure as well as its loading and boundary conditions, and (2) the mesoscopic scale, which represents the position and geometry of the textile reinforcement using a representative volume element (RVE). Figure 1 shows a textile-reinforced shell structure with an example inner structure to emphasize the large length differences (7 m span compared to only 6 cm thickness). Information on the manufacturing process and the actual reinforcement layout of this shell structure can be found in [9].



To explore the inner composition of shell structures, four distinct CRC samples presented in [5,6,7] were studied, specifically focusing on the enclosed carbon grids. First, a micro-computed tomography (µ-CT) device was used to scan the samples and to obtain digital 3D representations of them. To analyze textile-reinforced shell structures using a multiscale model, the rovings have to be segmented from the volumetric reconstructions (Figure 2a). Since this task is not easily feasible without a huge interactive effort, a 3D convolutional neural network (CNN) was used. However, such a CNN needs a lot of training data, especially in 3D, to be applicable to new CT reconstructions and the contained rovings. Therefore, based on the 2D results and software architecture presented in [10], 3D data augmentation strategies for volume segmentation have been developed. Such methods allow for the improvement of the variance of a dataset without generating new training data. In the course of this study, the augmentation methods were intensively tested on a small dataset for semantic roving segmentation [11]. However, the data structure of a 3D segmentation, such as shown in Figure 2b, is not suitable to be directly integrated into a multiscale model. Therefore, the segmentation was further processed to derive a smoothed surface represented as a point cloud (Figure 2c).



The information obtained from the computed tomography images will be incorporated into the mesoscopic scale of the multiscale framework for analysis. Thus, the point cloud has to be transformed into a surface description suitable for analysis. As shown in [12,13], numerous methods have been presented for a variety of applications from different research fields. In contrast to polygonal meshes, the utilization of non-uniform rational B-splines (NURBS) for parametric surface descriptions offers the benefit of higher accuracy. Consequently, the geometric reconstruction of NURBS surfaces through imaging techniques is an important research area [14,15,16].



In the present contribution, scaled boundary isogeometric analysis (SBIGA) [17] is used for the analysis of the representative volume element. The method is boundary-oriented and utilizes NURBS surfaces, which are commonly used in computer-aided design, to describe the geometry. The use of isogeometric analysis [18,19] directly links design and analysis, which reduces approximation errors of the geometry in comparison to classical finite element methods.




2. Materials and Methods


2.1. Specimens


Throughout this research, the components described in [5,6,7] were utilized and studied, focusing on the positioning of grid-aligned carbon rovings (carbon fiber bundles) in various mortar matrices. Figure 3a provides a schematic illustration of one such component. The uniformity of the carbon grid and the matrix allows for the definition of a single RVE that describes the main characteristic material properties. In this study, the RVE is embedded in a homogenization framework.



The components were extruded in warp direction, resulting in varying sizes of 6 × X × 1 cm   3  . For the investigation, a total of four samples, namely Samples A, B, C, and D (Figure 3), were extracted from four different components. All samples used in this study were uniformly cut to a size of 6 × 2 × 1 cm   3  .



The samples contain two different carbon grids consisting of multiple continuous rovings with slightly different yarn spacings. The first reinforcement is SITgrid044 VL by the company Wilhelm Kneitz Solutions in Textile GmbH (Hof, Germany), which will be referred to as Grid 1. The second grid is GRID Q43-CCE-21-E5 by the company solidian GmbH, which will be referred to as Grid 2. Besides the yarn spacing (Figure 4), the difference is that Grid 1 was coated using polystyrene, whereas epoxy resin was used for Grid 2. Grid 1 is contained in Sample A with a yarn spacing of 16.2 mm (warp) × 14.7 mm (weft) and in Sample B with a yarn spacing of 12.5 mm in both directions. Furthermore, the rovings of Grids 1 and 2 have different cross-sections, as shown in Table 1. In Sample B, a two-layer configuration of the textile was used. Sample C as well as Sample D contained Grid 2. A sanded surface was used for Grid 2 in Sample D to improve the composite behavior.




2.2. Microtomography


To investigate the internal characteristics of objects, a µ-CT device can be used. Such a device (Figure 5) consists of an X-ray source (1), a rotating sample plate (4), and a detector (6). During the scanning process, a sample undergoes a complete 360   ∘   rotation, and at each rotation step, it is exposed to X-ray radiation, which is typically polychromatic, meaning that the radiation contains X-rays of multiple energies (2). As the X-ray beams traverse through the object being scanned (3), the detector captures the resulting projection image (5), which is generated by recording the X-ray attenuation data. In this study, the Procon CT-XPRESS, a µ-CT device, was utilized (Figure 5b). This instrument is designed to achieve a nominal resolution as low as 5 µm per voxel [20].



During a CT scan, the energy parameters, specifically the current and voltage, need to be adjusted based on the size of the specimen and the properties of the material being scanned. Materials with lower density and thickness require relatively little power, while denser materials necessitate higher energy levels. However, the use of higher power comes at the expense of introducing noise into the reconstructed images [21].



After concluding the CT scan, the gathered projection data are utilized for the reconstruction of a 3D volume using the software X-AID 2023.2 by MITOS GmbH. During the reconstruction, artifacts are likely to occur due to the physics of a CT. One error, which plays a role in this study, is the so-called beam hardening. Due to energy-dependent X-ray attenuation, the low energy X-rays (referred to as “soft X-rays”) of the generated spectrum are absorbed more quickly than the high energy X-rays (referred to as “hard X-rays”) as they pass through a sample. As a result, the number of X-ray photons reaching an X-ray detector is not directly and linearly proportional to the thickness of the penetrated material. To correct this phenomenon, most reconstruction algorithms assume linear attenuation, which leads to a difference in coloration between the outer edge and inner material of the object. This discrepancy is known as the cupping effect [22]. In essence, the cupping effect causes the outer regions to appear differently shaded compared to the inner regions due to the beam hardening phenomenon as shown in Figure 6a. In Figure 6b, a linear correction has been applied. While the profile line appears relatively flat, there is a slight increase in brightness at the edges and especially at the corners. This effect is negligible for cylindrical samples but poses a problem for non-cylindrical samples, as present in this study. Figure 6c demonstrates an instance of the introduced error. The applied correction along the long side of the sample leads to darkening of the grayscale profile at the edges of the short side, resulting in a distinct color difference between the outer and inner regions of the sample.




2.3. AI-Based Segmentation


In order to analyze the inner structure, visual examination may not be sufficient. In the present work, the carbon grids are extracted to generate a representative volume element of each grid and its position in the concrete. Therefore, the reinforcement has to be segmented first. Due to the fact that carbon has a different density than concrete and thus the grayscale representation is different from concrete, one possible approach seems to be a threshold approach to extract the rovings. In Figure 7a, a histogram is shown, clearly indicating the grayscale range of a carbon reinforcement in a horizontal slice of a reconstruction (Sample B). However, as explained in Section 2.2, the gray values of a CT reconstruction are likely to be inhomogeneous. Due to cupping effects, the grayscale range of the carbon reinforcement will vary from the outer to the inner region in the volume. In Figure 7b,c, the effect is shown. The binarized roving is more porous in the center than at the edges. Furthermore, small pores and slight noise cause other components in the reconstruction to have gray values similar to those of the carbon reinforcement. Since these issues make it difficult to reliably segment the carbon rovings, and since manual extraction for multiple rovings would be very time-consuming, machine learning techniques are used to automate the process.



In the domain of image segmentation, neural networks have been successfully used since 2012 [23]. In 2015, the famous U-Net [24] marked a breakthrough due to its better performance while reducing the needed computational power. Following U-Net, many other CNNs were introduced [25,26,27], and 3D versions of segment volumes were proposed [28,29,30] as well as a 3D version of the U-Net [31]. In [32], eight different architectures for deep voxel classification were compared on multiple domains. It was shown that the 3D U-Net performed best on a carbon roving segmentation task, which is the reason it was chosen in this study. The 3D U-Net consists of an encoder–decoder structure, which is very common for image and volume segmentation networks. Since it is a very well-known and simple CNN, we refer to Çiçek et al. [31] for more detailed information on the architecture. However, prior to utilizing the neural network, it has to be trained, a process carried out through supervised learning that necessitated the availability of training data.



2.3.1. Training Data


During supervised training for volume segmentation, a CNN is guided to generate a segmentation of an input volume that matches the corresponding target (“ground truth”). However, such a dataset has to be created first. Fortunately, a Carbon Rovings Segmentation Dataset was introduced in [8] and subsequently improved and made publicly available in [32] on Kaggle (link can be found in reference [11]). This dataset comprises three CT scans containing three manually segmented samples using variants (different grid spacing and impregnation) of Grid 1 with a voxel size of 9.4 µm. Figure 8 showcases the two scans used for training and validation, and a third scan designated exclusively for testing.



For training and validation purposes, the first two volumes were manually segmented and then divided into 162 subvolumes, each measuring 256 × 256 × 128 (height × width × depth) voxels. The division in training and validation data resulted in 129 training subvolumes and 33 validation subvolumes. However, a dataset of this size is rather small, and a well-generalized CNN that can be applied to different carbon grids is not an expected outcome unless data augmentation techniques are employed.




2.3.2. Augmentation


In addition to enabling the segmentation of Grid 2, data augmentation also helps to prevent overfitting. Overfitting occurs when the CNN performs exceptionally well on the training data but fails to generalize to unseen or new data. This happens when the model becomes too complex or has too many parameters relative to the size of the training data. As a result, the model memorizes the noise and specific patterns in the training data instead of learning the underlying general patterns, leading to a lower performance on new data [33].



Data augmentation is a technique to synthetically increase the diversity and quantity of the training dataset without collecting additional real-world data. This process helps the model to learn more robust and invariant features, improving its ability to handle various real-world scenarios and reducing the risk of overfitting to the limited training samples. Most deep learning libraries include basic image transformations such as flipping, rotating, scaling, and cropping [34,35], which are commonly utilized in various applications [36,37]. The Albumentations library [34] goes a step further and provides a more extensive set of augmentation techniques specifically designed for 2D images.



In this study, two methods were used, namely offline and online augmentation. The process of applying data manipulations before the training begins is referred to as offline augmentation. In this approach, an operator maintains control over the dataset, allowing for an inspection of the augmented images and masks in advance to ensure the appropriateness of the augmentations. However, a drawback of this method is the significant increase in required storage space. With numerous possible combinations of different augmentations for each image, storing all variations becomes impractical. In contrast, online augmentation eliminates the need for additional storage space since the operations are performed dynamically on the fly [33].



In a study by Wagner et al. [10], offline and online augmentation techniques for image segmentation were examined. The findings were presented alongside a software package called AiSeg (link in Data Availability Statement), designed to facilitate the training, testing, and utilization of 2D and 3D CNNs. This software also allows for the use of optimized offline and online augmentation pipelines for 2D images, which were extended to 3D in the course of this study. In total, 13 augmentations (flip, crop, resize, rotate, squeeze, tilt, blur, noise, brightness change, contrast manipulation, random erase, sharpen, and random darken) are supported and can be chained randomly. The software also allows many fine-tuning parameters to be set with regard to these augmentations, similar to the 2D versions, as explained in [10].



During model training, the high virtual RAM usage necessitates feeding only a sub-region of a volume to the neural network in each iteration. As a result, the two augmentation approaches (offline and online) differ in their implementation. In offline augmentation, the original data are augmented, whereas in online augmentation, only a subvolume is augmented. The authors of [10] further emphasized that, for smaller datasets, offline augmentation proves beneficial, while larger datasets derive more advantages from online augmentation. The dataset used during this study is rather small, supporting the theory that offline augmentation may be beneficial. However, the creation of augmented 3D data needs a lot of storage space and therefore increases the training duration significantly compared to 2D images. Therefore, online augmentation was also investigated.



In addition to a training without any augmentation (for comparison reasons, Strategy 1), three training strategies with augmentation were tested. Strategy 2: To enhance performance on Grid 1, the training data were weakly offline augmented using only rotations. This strategy serves as a reference to [8], which used a similar approach. Strategy 3: To improve generalizability and to allow segmentation of Grid 2, strong offline augmentation was performed using suitable methods of the AiSeg software (link in Data Availability Statement). Strategy 4: To theoretically reduce training duration while increasing the dataset’s variance, the 3D online augmentation was also carried out. In Figure 9, an example of an augmented subvolume is shown. The implementation details of the 2D augmentation pipelines can be found in [10], and the software design has been adapted to 3D.




2.3.3. Training and Metrics


The training of a CNN involves the process of iteratively adjusting the network’s parameters to learn meaningful features from input data. At the beginning, the CNN’s weights are randomly initialized. During each training iteration, a batch of input data is fed into the network, and its output is compared to the corresponding target using a loss function (e.g., cross-entropy). When iterating over the training data, the gradients of the loss with respect to the network’s weights are then calculated through back-propagation. These gradients are used to update the weights using an optimization algorithm (e.g., stochastic gradient descent) to minimize the training loss. This process is repeated for multiple epochs until the performance of the network converges to a satisfactory level. After each epoch, the CNN in its current state is evaluated against the validation data, to estimate the validation loss on unseen data and to determine if overfitting has occurred. When both the training loss and the validation loss converge, training can be stopped, and the CNN can be used on unseen data.



Before initiating the training process, various parameters must be set, including the number of epochs, batch size, loss function, optimization algorithm, and others. These parameters, collectively known as hyperparameters, influence the model’s training and performance outcomes. Below are the parameters that differ from the original implementation and are the same in the experiments conducted.



The batch size as well as the dimensions of the inputs are constrained by the available memory of the graphics card, which is a critical consideration when dealing with 3D data due to the increased CNN parameter count. Consequently, in this study, the batch size was capped at a maximum of three and an input size of 128 × 128 × 64 (height × width × depth). As a result, group normalization was favored over batch normalization as the normalization layer. This choice is driven by the fact that group normalization demonstrates greater stability and yields improved outcomes compared to batch normalization when handling small batch sizes (<16) [38].



Performance evaluation during both the training and validation phases was performed using the binary cross-entropy loss (Equation (1)). For optimization, the Adam optimizer was used due to its robustness over a range of hyperparameter configurations [39]. The initial learning rate was set to   0.001  .


  L = −  w c   ( y log ( p ) + ( 1 − y ) log ( 1 − p ) )   



(1)




where:  L   = Loss value



    wc = Weight w of a class c



    p   = Predicted probability p ∈ [0, 1]



    y   = Target class y ∈ {0, 1}



To estimate the performance on unseen data, the DICE coefficient, also referred to as the overlap index or F1-score [40], was used. This coefficient quantifies the correspondence between the ground truth and the segmentation. Using the True Positives (TP), False Positives (FP) and False Negatives (FN), it is calculated by:


  D I C E =    2 T P   2 T P + F P + F N    .  



(2)







During the testing and inference (application of a CNN) phases, the volumes were partitioned into overlapping subvolumes (50% overlap), since a complete volume does not fit in the GPU memory. As a result, voxels located in overlapping regions are represented by two or more logits. A logit is the direct output of the CNN for a single voxel. In addition, due to convolutions and the inherent loss of information at the edges, the network’s output at the prediction corners is less reliable than in the central region. To mitigate this, it is common to apply a 3D Gaussian weighting [41]. In the CNN comparison (Section 2.3, [32]), a weighting of   1 / 3   of the voxels in the center to those in the corners was used. However, for improved smoothing across overlapping regions, the corner weights were set to   1 / 8   relative to the center weight. After applying these weights and aggregating all sub-volumes, the final prediction was generated. During a test phase, this volume was compared to the ground truth.





2.4. Roving Extraction


After successful training, the trained 3D U-Net can be used to process the 3D reconstructions obtained by tomography, as done in [8]. While the CNN is designed to accurately segment the roving, the presence of certain artifacts is likely. To address these artifacts and focus solely on extracting the roving and its surface, the authors used a connected components analysis method. This algorithm identifies clusters of adjacent voxels that are connected to each other, meaning they share a common corner or edge or that they are directly adjacent. In a single-layer carbon grid setup, the cluster consisting of the most connected voxels represents the roving. For this purpose, the authors of [8] also introduced software called the Roving Surface Extractor (link in Data Availability Statement).



Due to the fact that the knitting thread introduces unwanted complexity to the roving surface, a 3D Gaussian filter with a standard deviation of 10 was applied on the binary roving to smooth the surface and to remove possible artifacts introduced by the knitting thread. Afterwards, a point cloud describing only the surface was extracted from the smoothed 3D volume using the marching cubes algorithm [42] to significantly reduce the computational complexity of the next steps. This was used in the context of a multiscale model for the analysis of textile-reinforced shell structures.




2.5. Multiscale Modeling


Textile-reinforced shell structures are characterized by large in-plane dimensions and relatively small thicknesses, giving rise to the use of multiscale methods for analysis. These consider the structure on two scales, each of which employs different numerical methods; see Figure 10. The macroscopic scale describes the geometry, loading, and boundary conditions of the shell; see Figure 10a. The remaining characteristic properties of the structure, such as the geometry and position of the textile reinforcement, are described by a representative volume element. In the case of shell homogenization, the thickness of the RVE corresponds to the shell thickness h, as in Figure 10, which is a characteristic feature of the approach. Thus, the scale is referred to as mesoscale in the following (Figure 10b).



Multiscale methods are often referred to as computational homogenization because they aim to model the macroscopic structure as homogeneous. However, they do not intend to develop full constitutive laws for the composite material. For carbon reinforced concrete, this has been done, for example, in [44,45].



Generally, computational homogenization offers a variety of methods and possible applications, and extensive overviews can be found, for example, in [46,47]. Homogenization with application to shell structures is discussed in [48,49,50,51].



The present contribution is based on the work of Gruttmann and Wagner [51] and employed a Reissner–Mindlin kinematic for the description of the macroscopic scale, which allows transverse shear effects to be taken into account. The scaled boundary isogeometric analysis [17] was used for the analysis of the RVE. The information obtained from the extracted roving, such as the orientation and position of the textile, was incorporated into the RVE. The two components, concrete and textile, were modeled separately. This allows separate material models to be used for each component. The effective material response for each point on the macrostructure is to be determined.



The procedure can be briefly outlined in the following steps: (1) For each macroscopic integration point, the strains  ε  were applied to the RVE using appropriate boundary conditions. (2) The mesoscopic boundary value problem was solved, and (3) the obtained stresses  σ  and effective material properties  D  were returned to the macroscopic scale. The procedure is shown schematically in Figure 10. This procedure is repeated for every macroscopic point. Here, the macroscopic shell structure is analyzed using finite elements; thus, the effective material response must be determined for each macroscopic integration point using the described procedure. Since the numerical problems on both scales are treated concurrently, the method is often referred to as FE   2   [52].



The mesoscopic and macroscopic scales must be coupled in an energetically consistent manner. Here, the Hill–Mandel condition [53] was used, which states that the virtual internal work on the mesoscopic scale averaged over the mid-surface of the RVE is equal to the macroscopic virtual work. From this, different boundary conditions for the lateral surfaces of the RVE can be derived; see, for example, [54]. Here, periodic boundary conditions were employed due to the repetitive structure of the reinforcement. However, the coupling of a two-dimensional structural element on the macroscopic scale and a three-dimensional continuum formulation on the mesoscopic scale is not trivial. The employed boundary conditions are presented in more detail in [55]. They require the constructed RVE to be symmetric with respect to the axes in the plane, as well as being point symmetric. This is an important requirement for the construction of a representative volume element suitable for analysis using computed tomography data.




2.6. Scaled Boundary Isogeometric Analysis


The mesoscopic representative volume element was analyzed using scaled boundary isogeometric analysis. Analogous to computer-aided design, volumes are described by means of their surfaces. Here, these were defined by NURBS, which can be used directly in the context of isogeometric analysis [18,19]. To transform the bivariate tensor product into a volumetric description, a scaling center C was introduced, using concepts known from the scaled boundary finite-element method [56]. The linear scaling direction, running from the scaling center to the boundaries, thus introduced the third direction needed for a volumetric description of a body. Thus, any volumetric body can be described by its boundary surface and a scaling center. The interior of the solid was then parameterized by a scaling parameter  ξ , which runs from the scaling center (where   ξ = 0  ) to the boundary (where   ξ = 1  ). Correspondingly, the surface was discretized with the two parameters   0 ≤ η , ζ ≤ 1  ; see Figure 11. Therefore, any point in the domain can be described by:


  X  ( ξ , η , ζ )  =  X ^  + ξ   X ˜   ( η , ζ )  −  X ^   ,  



(3)




where   X ˜   describes any point on the boundary, and   X ^   denotes the position vector of the scaling center C.



Classically, the scaling center needs to be positioned within the kernel of the geometry to be visible from any point on the surface. This requires the geometry to be star-shaped. Recently, efforts have been made to overcome this limitation, for example, by using curved scaling lines, such as circular arcs or parabolic lines [57,58]. Alternatively, for the two-dimensional case, it has been shown that the scaling center can be positioned outside of the kernel and even outside of the geometry [59,60,61]. However, to date, these approaches are limited to two dimensions. Therefore, complex geometries are divided into several star-shaped domains in order to apply SBIGA. Some algorithms for the subdivision have been proposed [62], but again they are limited to two-dimensional domains. Consequently, an RVE representation is employed when the subdomains are known to be star-shaped.




2.7. Parameterized RVE and Definition of Characteristic Geometric Properties


From the first-order shell homogenization approach using scaled boundary isogeometric analysis on the mesoscale, two significant restrictions on the RVE have been derived. First, the use of periodic boundary conditions requires symmetry and point symmetry of the opposing RVE boundaries. In addition, the scaled boundary isogeometric analysis requires star-shaped geometries. Therefore, a parameterized RVE geometry considering a roving intersection has been developed and is shown in Figure 12. The main characteristics of the RVE are the grid opening in warp and weft directions   l 1   and   l 2  , the concrete cover   c 0  , the RVE height   h  R V E   , as well as the roving dimensions that have been identified. From observations, the rovings were assumed to be elliptical, so their radii can be given by    h 1  /  b 1    and    h 2  /  b 2    for the weft and warp directions, respectively. Regarding their relative position, it is assumed that the lower edge of the ellipse describing the weft direction coincides with the center line of the elliptical cylinder describing the warp direction. The geometry is modeled using the Grasshopper   ®   plug-in for the computer-aided design software Rhinoceros   ®  . The parameterized model can be found on Zenodo [63].



These characteristics were obtained from the extracted roving geometry and data provided by the manufacturer. In the following, it is explained how to obtain the characteristic values.



Note that both constituents, concrete and textile, are assumed to be homogeneous. Therefore, any air inclusions or grains in the concrete are neglected.



2.7.1. Roving Dimensions    b 1  /  b 2    and    h 1  /  h 2   


The roving geometry was approximated as elliptical with the radii    h 1  /  b 1    and    h 2  /  b 2    in the warp and weft directions, respectively. The width of the approximated roving is described as   2 b  , and   2 h   corresponds to the height of the roving, as shown in Figure 12b.



To determine the radii, an averaged cross-sectional area was determined for each roving using the extracted 3D surface point cloud, as described in Section 2.4. A number of   n  s l i c e    slices were evaluated along each roving axis, where each slice corresponds to a 2D image. Figure 13a shows an example of a cross-sectional image from computed tomography. From the extracted 3D point cloud describing the surface of the rovings, a 2D point cloud describing the outline of the roving was obtained for each cross-section. The concave hull algorithm, based on [64], was used to derive a polygon describing the outline of the roving. Figure 13b,c show the boundary point cloud from the roving extraction and its concave hull for the 2D image in Figure 13a.



From this, the centroid of each cross-section and the two radii were determined. The averaged properties of the roving are then obtained as:


    A ^   r o v i n g   =     ∑ i  n  s l i c e     A i    n  s l i c e     ,    x ^   c e n t r o i d   =     ∑ i  n  s l i c e     x  c e n t r o i d , i     n  s l i c e     ,   b ^  =     ∑ i  n  s l i c e     b i    n  s l i c e     ,   h ^  =     ∑ i  n  s l i c e     h i    n  s l i c e     .  



(4)







In general, it was not necessary to consider all slices obtained from CT data. The number of slices considered   n  s l i c e s    should be large enough to ensure a correct mean value. The area where two rovings intersect was not considered, since in these areas the point cloud describes the outline of both rovings.



From the averaged radii, the aspect ratio was obtained as    κ  r o v i n g   =  h ^  /  b ^   . Using the averaged cross-sectional area and the aspect ratio, the radii of the approximating ellipse can be determined from:


  A =   A ^   r o v i n g   ,  κ =  κ  r o v i n g   ,  b =    A  π  ·  κ     ,  h = κ  ·  b .  



(5)







From these dimensions, the ellipse describing the cross-section of the roving was determined, with its centroid corresponding to the averaged centroid. Figure 14a shows the derived ellipse from only two concave hulls in plane view, while Figure 14b shows the perspective view of the derived cylindrical approximation and two used concave hulls.




2.7.2. In-Plane Dimensions    l 1  /  l 2   


For the application of periodic boundary conditions in the framework of the homogenization approach, periodically repeating RVEs are assumed. Since only one intersection of the rovings was considered, the in-plane dimensions of the RVE can be directly correlated with the grid properties of the textile. Therefore, the dimensions   l 1   and   l 2   were taken from the data sheet of the manufacturer and correspond to the thread spacing (the distance between the center lines) in the warp and weft directions, respectively. For visualization, the in-plane RVE dimensions are depicted in Figure 3a.




2.7.3. Shell Thickness   h  R V E   


The RVE height   h  R V E    corresponds to the thickness of the concrete shell. It was determined prior to production. The average shell thickness of the scanned concrete sample can also be determined using computed tomography data. This can be beneficial for the evaluation of novel production methods, such as extrusion [5].



For this purpose, the cross-sectional images were binarized using a range-based threshold (e.g., as in Section 2.3, Figure 7) and the flood fill algorithm, i.e., all pixels within the boundary of the sample are set to 255 (white), and all pixels outside are set to 0 (black). The height   h  R V E    was determined by measuring the distance between the averaged upper (  y  t , s a m p l e   ) and lower (  y  b , s a m p l e   ) boundaries of the sample, indicated by the two red lines in Figure 15a. Note that   10 %   of the sample was neglected on each side. This choice was driven by the fact that the sample is not perfectly rectangular due to production imperfections. This procedure can be repeated for multiple images along the z-direction to determine an average thickness.




2.7.4. Concrete Cover   c 0  


Similar to the shell thickness, the concrete cover of the textile depends on the manufacturing process. Verification using CT data is important not only for the evaluation of new production processes, but also because the positioning of the textile within the shell is of interest for the load-bearing behavior, especially for thin shells. Due to the production process, the position of the textile can vary, for example, due to lifting or settling of the textile.



Again, the position can be determined using binary images. The procedure is similar to the one used for determining the shell thickness   h  R V E    (Section 2.7.3). The pixels belonging to the roving have the value 255 (white), and others have the value 0 (black), as shown in Figure 15b. The concrete cover was estimated using the distance from the averaged upper boundary (upper red line in Figure 15a) to the first white pixel in the y-direction (lower red line in Figure 15b). Again, this procedure was repeated for multiple 2D images along the sample to determine an average concrete cover.




2.7.5. Concluding Assumptions


To conclude, the assumptions made for the characterization of a representative volume element are briefly summarized:




	
Rovings are orthogonal to each other.



	
Only one intersection of rovings is considered.



	
Rovings are approximated as elliptical cylinders.








Although the present work examines extruded textile-reinforced specimens, the assumptions presented are also valid for other carbon reinforced concrete structures using grid-aligned carbon textile reinforcement, regardless of the construction technique. The main feature that justifies the assumptions is the periodically repeating textile reinforcement. Generally, any textile grid can be investigated; however, the chosen multiscale technique requires the RVE to be symmetric as well as point symmetric (see Section 2.5). Therefore, in the first step, the approach is limited to orthogonal reinforcement geometries.






3. Results and Discussion


3.1. Microtomography


The Procon CT-XPRESS (Section 2.2) was used to scan the four samples. The scanned region varies depending on the reconstruction settings and the placement of the samples relative to the X-ray source and detector. Figure 16 shows the the volumetric reconstructions of the four samples. Furthermore, Figure 17 displays cross-sectional images of Sample A, revealing a slight shift in the carbon grid introduced during the extrusion process. Figure 18 includes cross-sectional slices of all samples, indicating that more coating was used for Grid 2 compared to Grid 1. The coating is generally barely distinguishable from the roving. In Sample D, the coating is used to fix the sand to the surface.




3.2. Deep Learning


To extract the rovings, it is necessary to segment the four reconstructions using a trained 3D U-Net. As explained in Section 2.3.2, the network was trained using four strategies: (1) training with the standard dataset, (2) training with weak offline augmentation, (3) training with strong offline augmentation, and (4) training with online augmentation. The following methods were allowed during the augmentation:




	
Weak offline augmentation:



	–

	
Rotation around X, Y, and Z;







	
Strong offline augmentation:



	–

	
Rotation (around X, Y, and Z), resizing, flipping, tilting, squeezing, noise addition, blurring, sharpening, contrast manipulation, brightness manipulation;







	
Online augmentation:



	–

	
Offline: rotation around X and Y due to the difference in input height (128), width (128) and depth (64);




	–

	
Online: rotation (around Z), resizing, flipping, tilting, squeezing, noise addition, blurring, sharpening, contrast manipulation, brightness manipulation.












Training 3D convolutional neural networks (CNNs) with various augmentation methods demands considerable computational resources due to the three-dimensional nature of the datasets. Therefore, this section starts by describing the hardware configuration. Subsequently, the results of the training experiments are provided.



3.2.1. Hardware and Training Duration


The 3D U-Net was trained on a high-performance computing (HPC) system. Throughout the training phases of Strategies 1, 2, and 3, 12 cores, 60 GB RAM, and 8 NVIDIA A100-SXM4 GPUs (40 GB VRAM each) were allocated. Since the online augmentation involved parallel batch processing, 24 cores (the maximum per node) were used. The training runs for the four strategies according to Section 2.3.2 were initially instructed to train the CNNs for 100 epochs. However, the online augmentation increased the variance of the datasets to such an extent that 200 epochs were required for the CNN to converge.



Table 2 shows the training time for all strategies. These training times are not representative for any other machine, but they do provide a rough comparison between these approaches. In [10], the online augmentation was as fast as a training without augmentation. However, in this study, 8 GPUs were used instead of 1. Therefore, with only 24 cores in total, each GPU had only three parallel processes to load and augment the input batches, which is clearly not enough for 3D.




3.2.2. Training Results


In total, four CNNs were trained, each using a different strategy. The final results are shown in Table 3. As mentioned in Section 2.3.1, the dataset consists exclusively of variations of Grid 1. Therefore, high DICE coefficients and validation accuracies are expected. The accuracy represents the ratio of correctly classified voxels to all voxels in the validation dataset. The DICE values in Table 3 show that the generalization ability using Strategy 1 was the worst compared to the other strategies, even though the test data represent the same grid type.



Training with strong offline augmented data achieved the highest DICE, the highest validation accuracy, and the lowest validation loss. Strategy 4 has the highest loss but still a high accuracy, which means that the CNN generates many small errors.



Due to the high similarity between the training and validation data, no direct overfitting could be observed for all strategies during the training phases, as shown in Figure 19. The similarity is further emphasized by the convergence behavior of Strategies 1 to 3, since the validation loss was almost identical to the training loss. Therefore, splitting the dataset into training, validation, and test data seems to be ineffective.



A closer inspection of the graphs suggests that the CNNs using Strategies 1 and 2 may exhibit a tendency to overfit specifically on Grid 1 variations due to the strong correlation with the loss graphs. This may also be true for Strategy 3 but cannot be said with certainty. In contrast, only Strategy 4 introduced enough variability into the training data to create a notable distinction from the validation data. Consequently, the validation loss diverged from the training loss in this case, and both losses were higher when compared to Strategies 1 to 3.



However, the results lack information on the generalization ability of the networks with respect to different carbon grids.



For the reasons mentioned above, the CNN trained on Strategies 1 and 2 may not perform well on Grid 2 at all. For Strategies 3 and 4, it remains unclear which CNN performs best on different grids, although Strategy 3 may have overfitted on variants of Grid 1 as well. For comparison, all networks were used to segment both Sample A and Sample C, as visualized in Figure 20. Except for the CNN without data augmentation (Figure 20a), all networks were able to preserve the shape of the roving of Sample A. However, the CNN trained with Strategy 2 failed on Grid 2 (Figure 20b). The 3D U-Net models trained with Strategies 3 and 4 were able to segment Grid 2 (Figure 20c,d), with Strategy 4 slightly outperforming Strategy 3 in the overlap region of the rovings (Figure 20d right). The heavily augmented dataset resulted in fewer artifacts (Figure 20c), although there were still gaps in the segmentation within the overlap region of the rovings in Sample C. For Sample B, all networks performed well. Sample D could only be segmented using the online augmentation approach. However, the segmentation contained many errors and was not usable. These results disproved the assumption that Strategy 3 also strongly overfitted to the Grid 1 variants but confirmed that Strategy 4 increased the variance of the datasets the most.



From the observations, both CNNs (Strategies 3 and 4) failed only in regions where they “saw” only voxels related to the roving and air. This suggests a potential solution: by resizing the volumes or scanning with larger voxel sizes, the CNN will be able to segment Grid 2 as well. This hypothesis was tested on Samples C and D, with the results visualized in Figure 21. The reconstructions were resized to a voxel size of 18.8 µm (scale factor of 0.5). The CNN trained with Strategy 3 exhibited significant performance degradation when confronted with resizing. This discrepancy can be explained by the fact that the offline augmented dataset could not achieve the same variability as that created by the online augmentation, as mentioned above. The online augmentation allowed the CNN to learn the underlying features more effectively so that it could segment the roving at larger voxel sizes. However, the CNN cannot distinguish the coating from the roving, and thus the extracted rovings were too large (see Figure 18b).



For Grid 1, Strategy 3 produced the best visual segmentation, followed by the online augmentation approach, despite the presence of additional artifacts (Figure 20d, left). However, the remaining noise is eliminated during post-processing in the roving extraction phase. With respect to Grid 2 and the general applicability, online augmentation proved to be the most effective strategy. Therefore, the 3D U-Net with online augmentation was preferred for the following steps, as it performed best overall.





3.3. Roving Extraction


The 3D U-Net trained with Strategy 4 was used to extract all rovings, as it visually performed best in the roving segmentation task. Although this strategy contains many artifacts, the Roving Surface Extractor (link in Data Availability Statement) was able to remove them, and only the rovings (and coating) were obtained (Figure 22). The rovings of Samples A, B, and C were extracted almost perfectly, while in Sample D, a small fraction (≈3 mm) is missing.




3.4. Parameterized RVE and Definition of Characteristic Geometric Properties


Of the four extracted samples, Samples C and D contained too much coating, resulting in incorrect roving dimensions; see Figure 18. Sample B contained two layers of textile and two roving intersections and was therefore not suitable as an introductory example. Therefore, the characteristic properties for Sample A were derived.



Figure 23a illustrates the sample size and the size of the RVE that was modeled. Figure 23b shows Sample A. Figure 23c depicts the point cloud of the extracted roving. Finally, Figure 23d shows the obtained surface model of the roving that will be embedded in the RVE. For an illustration of the complete modeling process from CT reconstruction to parameterized RVE, refer to Figure 2.



The segmented area had the dimensions of 19.88 mm (warp) × 18.53 mm (weft). Further, it can also be seen that both rovings were not orthogonal to each other; see Figure 23c. The roving in the weft direction was not parallel to the z-axis but rotated by approximately    6.325 ∘   . The voxel size of Sample A was 9.5 µm.



3.4.1. Roving Dimensions    b 1  /  b 2    and    h 1  /  h 2   


To approximate the roving dimensions of the textile in Sample A, the method described in Section 2.7.1 was used for the x- and z-directions, respectively. The number of   n  s l i c e    slices used for the evaluation is crucial.



For each slice, the concave hull algorithm was used to derive a polygon representing the area described by the point cloud. The area of the polygon corresponds to the cross-sectional area of the roving for the respective slice. The analysis was carried out for a varying number of slices, and the results for the obtained averaged cross-sectional areas are depicted in Figure 24. The reference solution (plotted as a dashed line) was obtained with    n  s l i c e   = 100  . It was observed that, for an increasing number of slices, the averaged cross-sectional area    A ^   r o v i n g    converged to a fixed value.



In the following,    n  s l i c e   = 40   was chosen to derive the roving geometry. Applying the concave hull algorithm to the point cloud of the extracted roving and using Equation (4), the averaged properties for each roving (in x- and z-directions) were obtained. Following Equation (5), the dimensions of the ellipse approximating the rovings were derived and are summarized in Table 4.



Since the roving in the weft direction was not perfectly parallel to the z-axis (see Figure 2c), the derived dimensions may be inaccurate. To investigate this issue, the extracted surface was rotated by    6.325 ∘    around the y-axis. Again, the width, height, and cross-sectional areas of the rovings in both directions were obtained. The maximum difference amounts to   1.1 %   for the width of the roving (weft direction). In the civil engineering context, this is considered negligible.



The textile used in Sample A was SITgrid 044 VL with yarn spacings of 16.20 mm (warp) × 14.70 mm (weft) (Section 2.1). According to the manufacturer, the cross-sectional area of the textile is 35.25 mm   2  /m. From this, cross-sectional areas of 0.57 mm   2   (warp) and 0.52 mm   2   (weft) were derived, which is a significant difference compared to the results in Table 4. The deviation can be explained by the coating of the rovings and the knitting thread (shown in red in Figure 4a). Because the training dataset also contained the knitting thread as ground truth, and since the grayscale value and structure of the knitting thread and coating are similar to those of the roving, the segmentation could not distinguish between them. Figure 17b illustrates the problem. The knitting thread runs along the x-axis below the roving and is repeatedly interrupted, but the grayscale value is indistinguishable from that of the roving itself. The same applies to the coating.



However, since the textile was fully impregnated and the impregnation and textile were fully bonded, we used the values obtained from computed tomography data for further calculations.




3.4.2. In-Plane Dimensions    l 1  /  l 2   


The in-plane dimensions depend on the textile and can be obtained from the manufacturer’s data sheet. It was taken as the distance between the center lines of the rovings in the warp and weft directions. For the present example (Sample A), the dimensions were


   l 1  = 16.20  mm  and   l 2  = 14.70  mm ,  








as mentioned in Section 2.1. The in-plane RVE size, in comparison to the sample size and the segmented area, is shown in Figure 3a.




3.4.3. Shell Thickness   h  R V E   


The sample was produced using the Laboratory Mortar Extruder (LabMorTex) [5]. The employed mouthpiece had an opening height of   h = 10  mm  ; however, due to the extrusion process, the thickness of the extruded components was larger than the mouthpiece opening.



Using 2D binary images describing the sample at 35 locations along the scanning direction (z-axis), an averaged shell thickness was obtained using the procedure described in Section 2.7.3. Again,    n  s l i c e   = 40   was chosen; however, five images were discarded since they depicted the intersection of the two rovings.



For the present example, the shell thickness derived from the computed tomography images was obtained as   h =  h  R V E   = 13   mm. The deviation between the expected height, corresponding to the mouthpiece opening, and the derived thickness from computed tomography originates from the extrusion process and is discussed in more detail in Kalthoff et al. [5].




3.4.4. Concrete Cover   c 0  


The concrete cover   c 0   depends on the sample. Here, the textile was positioned at the center of the component [5]. Especially for thin structures, the position of the textile within the shell is an important characteristic, which is why a verification using computed tomography images is useful.



Using the same 35 locations along the scan direction that have been used for the determination of the shell thickness, the average concrete cover   c 0   is derived using the method from Section 2.7.4 and is obtained as    c 0  = 5.92  mm  .



For validation, the theoretical concrete cover was calculated using the derived roving dimensions and shell thickness for the case of a perfectly centrally aligned roving as:


   c  0 , r e f   =     h  R V E   −  ( 2  h 2  +  h 1  )   2   = 5.55  mm .  



(6)







It can be concluded that the textile was successfully placed at the center of the component during the production process, since    c 0  ≈  c  0 , r e f    .




3.4.5. Example


Sample A was taken from an extruded concrete specimen, which was experimentally tested in a tensile test [5]. The setup is depicted in Figure 25a. The free length is given by   L = 250   mm, and the width of the specimen is   B = 60   mm. These dimensions characterize the macroscopic shell; see Figure 25b (left). The example has been presented in [65]. In contrast, here the geometric properties of the RVE were derived according to Section 3.4.1, Section 3.4.2, Section 3.4.3 and Section 3.4.4. The constructed representative volume element was embedded in a multiscale framework; see Figure 25b. The material parameters are given in Table 5 and were chosen according to [5]. Here, for an initial comparison, only linear-elastic material behavior was assumed. Following the experimental test, the analysis was conducted using displacement control, where   u = 2   mm/m. The 3D model of the RVE used for analysis is published on Zenodo [63].



Figure 25c shows the load-strain curve for four tested extruded specimens and the proposed multiscale approach. Good agreement in the linear-elastic regime can be observed. This proves the applicability of the multiscale approach for the analysis of textile-reinforced concrete structures. Furthermore, it is shown that the derived geometric properties yield the correct volume fractions between textile and concrete. In the future, more examples need to be considered that take the positioning of the textile within the concrete into account, e.g., in bending-dominated examples. The non-linear effects, such as degradation of the concrete and debonding between roving and concrete, need to be considered in future work. Kikis et al. [43] have presented a microplane-damage model in the context of a shell homogenization approach, which is able to represent the nonlinear material behavior of concrete. Here, the material parameters have been taken from [5]; in the future, these should be calibrated and validated by means of multiple examples. The use of a more advanced material model will then allow for evaluation of the load-bearing behavior of textile-reinforced concrete structures.




3.4.6. Assumptions


Finally, the assumptions made in Section 2.7.5 are evaluated with regard to their applicability to the selected example.



	
Orthogonality: From Figure 2c, it is clear that the rovings in warp and weft directions were not perfectly orthogonal to each other. However, the rotation of the extracted roving led to only small deviations in the derived geometric properties. Additionally, the distortion was introduced by the extrusion process. Using classical production methods, the distortion of the textile is less distinct. Thus, the assumption of orthogonal rovings is valid.



	
A single roving intersection is sufficient for the RVE. This assumption is valid as long as manufacturing errors, which could lead to varying shell thicknesses or concrete covers, can be excluded. Ideally, the segmented area is greater than or equal to the RVE size in order to properly approximate the roving dimensions.



	
Elliptical cross-sections are assumed for both rovings. Analysis of the cross-sectional images revealed that small height-to-width ratios   κ = h / b   should be considered for the roving. In the context of the presented linear-elastic tensile test, the shape approximation proved to be satisfactory.






For the selected example, the assumptions made are valid. In general, the assumption of the rovings being orthogonal to each other only holds as long as the warp and weft direction of the textile are orthogonal. For other textile geometries, the parameterized RVE has to be adapted. Note that the employed periodic boundary conditions in the multiscale approach require the RVE to be symmetric and point symmetric. Thus, a non-symmetric RVE requires different boundary conditions for the homogenization process. A possible solution is discussed in [65].



The investigation of only a single roving intersection is sufficient as long as it is periodically repeating and representative of the whole structure. If the reinforcement layout changes within the structure, e.g., multiple layers of textile in highly stressed areas, multiple RVEs have to be defined. These can be used for homogenization of the corresponding areas.



The assumption of elliptical roving geometries may not be sufficient if debonding or friction are to be investigated. That would require a different algorithm to define the roving geometries; one possibility is presented in Zhang et al. [66] for modeling arteries. Due to the limitations imposed by the scaling center, e.g., star-shapedness, automation is not trivial. Again, the chosen homogenization process requires symmetry and point symmetry, which further complicates the possible description of an RVE.






4. Conclusions


A multiscale method for the analysis of thin structures enhanced by image-based methods was presented. It can be used for the evaluation of novel construction methods and for the structural analysis of textile-reinforced concrete shells.



The entire process, ranging from the generation of computed tomography data to the segmentation and derivation of characteristic geometric properties for the multiscale method, was demonstrated on an extruded concrete specimen. The computed tomography images were processed using a 3D convolutional neural network to obtain a volumetric reconstruction of the grid-aligned rovings within the mortar matrix. Four different augmentation strategies were presented, and the efficiency of the trained CNNs was compared. The derived grid properties were validated by comparison with values from existing literature. A linear-elastic benchmark example showed the validity of the multiscale approach.



However, there is still room for improvement.



In terms of roving extraction, the CNN training dataset can be extended with different textiles and/or the implementation of an unpaired volume-to-volume translation for the training data generation based on [67].



For the structural analysis of concrete specimens, further validation using more complex examples is required to validate the derived geometric properties. For the analysis of specimens with multiple reinforcement layers, the proposed parameterized RVE can be used multiple times on top of one another, so that an extension is straightforward. The analysis of specimens where the weft and warp directions of the employed textile are not orthogonal to each other requires the definition of an adapted parameterized RVE and, consequently, may require different boundary conditions within the multiscale framework. To evaluate the non-linear material behavior of concrete, a microplane damage model can be used [43]. The calibration and validation of the respective material parameters using several different experimental examples is part of future work. At this stage, a full bond between concrete and roving is assumed. However, when investigating debonding behavior, the assumption of an elliptical shape of the roving may not be sufficient. For these cases, it may be beneficial to incorporate the exact roving geometry in the RVE. However, this cannot necessarily be incorporated directly into the multiscale framework.
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Figure 1. Pavilion made from carbon reinforced concrete with example inner structure. The dimensions of each shell are 7 m × 7 m × 6 cm. 
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Figure 2. From computed tomography (CT) reconstruction to representative volume element. (a) A CT reconstruction containing a carbon roving. (b) A segmentation of the roving contained in (a). (c) Point cloud representing solely the roving from (b). (d) Representative volume element including the carbon roving. (a,b) were visualized using Dragonfly 2021.1 by Object Research Systems (ORS). 
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Figure 3. (a) Scheme of the cut-out region of a sample (yellow) with Grid 1 and the dimensions of a representative volume element (green). The component is indicated by the gray overlay. (b–e) From left to right: Samples A, B, C, and D with carbon reinforcement (dark spots). All samples are of roughly the same size. 
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Figure 4. (a) Grid 1 with knitting thread (red), (b) Grid 2 with knitting thread (white), (c) Grid 2 with sanded surface. 
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Figure 5. Scheme and computed tomography (CT) device (Procon CT-XPRESS) with 1: X-ray source, 2: X-rays, 3: sample, 4: rotating sample plate, 5: projection on 6: X-ray detector, 7: protective cover (lead), 8: movable sample table. (a) Scheme of a CT device; (b) Photo of the test setup. 
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Figure 6. Visualization of the beam hardening effect (cupping) and its correction during a computed tomography reconstruction process of Sample B using the reconstruction software X-AID 2023.2 (MITOS GmbH). Top: cross-sectional views; Bottom: grayscale profile. (a) Uncorrected reconstruction. The grayscale profile does not perfectly correlate with the specimen’s thickness. (b) Correction of the cupping effect along the long side of the sample. (c) Correction of the cupping effect along the short side of the sample using the values of (b). Due to differences in thickness between the long and short sides, the correction becomes too strong, resulting in a non-linear profile (the red line should ideally be straight). 
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Figure 7. (a) Normalized histogram of a cross-sectional image (b) of Sample B. The grayscale range of the carbon reinforcement is highlighted. (c) The horizontal slice (b) was used to calculate the histogram. A threshold was applied based on the grayscale range in (a). The result is a binarized image: all values outside the range were set to 0 (black), while all voxels inside the range were set to 255 (white). 
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Figure 8. Visualization of the Carbon Rovings Segmentation Dataset [11] with manually segmented roving targets (light blue). The upper volumes have been reduced in depth to visualize the position of the rovings. (a) Training volume of Textile 1. (b) Training volume of Textile 2. (c) Training volume of Textile 3. Volumes (a) and (b) were split into multiple subvolumes and represent the training and validation data. The volume in (c) is used for testing. All textiles are variants of Grid 1 with different yarn spacings. 
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Figure 9. Example visualization of a training subvolume of size 128 × 128 × 64 voxels (height × width × depth) before (a) and after applied online augmentation (b). From left to right: subvolume, related ground truth, and combined versions. 
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Figure 10. Schematic homogenization procedure for shell structures using computed tomography data on the mesoscopic scale. (Adapted with permission from Ref. [43]. 2023, L. Mester.) 
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Figure 11. (a) Exploded view of a cylinder and (b) example discretization of a section. 
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Figure 12. (a) Perspective and (b) plane view (y–z plane) of parameterized RVE with dimensions (1: warp direction, 2: weft direction). 
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Figure 13. (a) Example cross-sectional image of Sample A with magnification of roving. (b) Corresponding point cloud and concave hull. (c) Magnification of point cloud and concave hull. 
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Figure 14. (a) Plane view of approximated ellipse from two concave hulls describing the roving. (b) Perspective view of derived elliptical cylinders with concave hulls used for approximation. 
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Figure 15. (a) Binary image of Sample A (pixels belonging to sample have value 255 (white)). (b) Binary image of the roving contained in Sample A (pixels belonging to extracted roving have value 255 (white)). 
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Figure 16. (a) Sample A (voxel size: 9.5 µm). (b) Sample B (voxel size: 8.9 µm). (c) Sample C (voxel size: 9.4 µm). (d) Sample D (voxel size: 9.4 µm). The dark spots in the reconstructions are the carbon grids. (e) Schematic of the scanned region. 
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Figure 17. Cross-sectional images of a computed tomography reconstruction of Sample A. (a) Sample A with marked image positions. (b) X–Y-view with roving. (c) X–Z-view with roving. (d) Y–Z-view with roving. 
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Figure 18. Cross-sectional images of Samples B, C, and D along with magnifications. (a) Sample B contains a two-layer configuration of Grid 1. (b) Sample C contains Grid 2 with a lot of coating. The roving is highlighted within the yellow contours. The coating is indicated by the red arrow. (c) Sample D contains Grid 2 with a sanded surface, clearly visible in the computed tomography scan. 
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Figure 19. Training and validation loss for all four strategies. (a) Strategy 1: No augmentation. (b) Strategy 2: Weak offline augmentation. (c) Strategy 3: Strong offline augmentation. (d) Strategy 4: Online augmentation. 
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Figure 20. Segmentation of Sample A (left in all subimages) and Sample C (right in all subimages) using each of the four strategies. (a) Strategy 1: No augmentation with removed artifacts in frontal views and full segmentation as miniatures. (b) Strategy 2: Weak offline augmentation. (c) Strategy 3: Strong offline augmentation. (d) Strategy 4: Online augmentation with removed artifacts in Sample A (frontal view) and full segmentation as miniatures. 
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Figure 21. Test of Strategies 3 and 4 on resized versions of Samples C and D (scale factor: 0.5, voxel size: 18.8 µm). (a) Strategy 3 on resized Samples C (left) and D (right). (b) Strategy 4 on resized Samples C (left) and D (right). 
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Figure 22. Post-processed rovings using the 3D U-Net trained with Strategy 4. From left to right: Samples A, B, C, and D. 






Figure 22. Post-processed rovings using the 3D U-Net trained with Strategy 4. From left to right: Samples A, B, C, and D.



[image: Buildings 13 02399 g022]







[image: Buildings 13 02399 g023] 





Figure 23. (a) Textile of Sample A indicating the sample, segmented size, and size of representative volume element (RVE). (b) Sample A with highlighted scanned region. (c) Point cloud representing the roving in (a), RVE size indicated. (d) Surface model of the roving from the parameterized RVE. 
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Figure 24. Obtained cross-sectional area of roving    A ^   r o v i n g    for varying number of slices   n  s l i c e    for each direction of Sample A. 
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Figure 25. (a) Experimental setup. (b) Adaptation for multiscale approach. (c) Load-strain curve for tensile test. (Adapted with permission from Ref. [65]. 2023, L. Mester). 
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Table 1. Measured cross-sectional dimensions of the rovings contained in Grid 1 and Grid 2. At the intersection of the rovings in the warp and weft directions, Grid 1 has a height of ≈0.88 mm, and Grid 2 has height of ≈3.15 mm due to the coating.
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Roving

	
Fiber Strand Grid 1

	
Fiber Strand Grid 2






	

	
Height in mm

	
Width in mm

	
Height in mm

	
Width in mm




	
Warp direction

	
0.55

	
1.41

	
1.41

	
2.13




	
Weft direction

	
0.29

	
2.35

	
1.02

	
2.51











 





Table 2. Computational time required to process 100 epochs, depending on the augmentation strategy. The dataset used for online augmentation has been increased as explained in Section 2.3.2.
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	Strategy
	Training Volumes
	Duration (100 Epochs)



	1: No augmentation
	516
	01 h:09 m



	2: Weak offline augmentation
	3658
	08 h:06 m



	3: Strong offline augmentation
	21,776
	38 h:50 m



	4: Online augmentation
	1262
	45 h:43 m










 





Table 3. Training results of testing DICE and validation metrics.
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	Strategy
	DICE in %
	Validation Loss
	Validation Accuracy





	1: No augmentation
	72.46
	0.0493
	98.88



	2: Weak offline augmentation
	98.62
	0.0354
	99.21



	3: Strong offline augmentation
	98.67
	0.0239
	99.34



	4: Online augmentation
	97.44
	0.0853
	98.92










 





Table 4. Derived cross-sectional dimensions of cylindrical approximation of roving using    n  s l i c e   = 40  .
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	A in mm    2   
	   2 b    in mm
	   2 h    in mm
	    κ = h / b    





	warp direction
	0.83
	1.49
	0.71
	0.48



	weft direction
	0.71
	2.45
	0.37
	0.15










 





Table 5. Material parameters for tension test.






Table 5. Material parameters for tension test.










	
	Roving
	Concrete





	Young’s modulus E in N/mm   2  
	142,000
	27,000



	Poisson’s ratio  ν 
	0.35
	0.2
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