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Abstract: As-built schedules are an essential tool for evaluating contractors’ schedule performance
and analyzing delay and lost productivity claims. Yet, most often construction schedules are not
updated frequently and/or accurately as required, which limit the availability of as-built schedules.
Furthermore, the retrospective development of as-built schedules, when sufficient and reliable project
data is available, is a lengthy and costly process. This study describes a simulation-assisted modeling
approach that automatically processes and integrates schedules progress data and develops as-built
schedules at the activity level. The proposed method uses conceptual entities that are central to
the operation of simulation models and whose content changes as they route through the schedule
network model. The approach introduces (1) an entity information model that records relevant
schedule information either in a materialized or virtual form, and (2) an entity lifecycle model
that imitates the possible routes an entity instance may maneuver through in a schedule network
model which, together, simultaneously respond to schedule logic and invoking duration changes. To
demonstrate its effectiveness, a prototype based on the framework was developed using Excel and
MS Project and was tested with a real case study. The study is expected to facilitate the development
of as-built schedules for the analysis of delay and time extension claims.

Keywords: construction management; as-built schedules; construction simulation

1. Introduction

Contractors are usually required to submit baseline schedules that demonstrate their
intended plan for delivering projects, as well as provide periodic progress updates dur-
ing the execution phase. The updates are usually provided in different forms, such as
daily site reports, monthly progress reports, meeting minutes, and/or updated schedules.
This information becomes part of the project contract and is generally used for resolving
relevant claims. Ultimately, this scattered information is gathered and transformed into
as-built schedules, which represent the actual durations and execution sequences of ac-
tivities following critical path method (CPM) principles. All project changes should be
considered when developing such schedules, including, but not limited to, scope, schedule,
and resource allocation changes [1–3]. As-built schedules are useful for many purposes,
including verifying contractor progress on ongoing activities, project performance eval-
uation, claims analysis and validation, and as a reference when developing new project
schedules [4]. However, developing and analyzing as-built schedules with dynamic CPM
networks is difficult for many reasons, including inadequate site event documentation [2]
and inaccurate schedule updates calculations [5], which limit the utilization of as-built
schedules when analyzing delay claims.

To develop an as-built schedule, a collection of activity progress data over time is
required. More importantly, if as-built schedules are to be used for delay analysis, a history
of events that took place during the project execution phase must be documented and
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readily available. Previous research focused on either (1) manually developing as-built
schedules from unstructured project data [1,6] or (2) automating the as-built schedule
development process [7–14]. The first approach is tedious and time consuming, because it
requires a substantial effort to thoroughly review mass project documentation to sort and
determine events that occurred during the project [15], and it often suffers from inaccuracies
due to lost information [16,17]. Moreover, a standardized process for extracting meaningful
data from scattered project data is lacking, consequently resulting in a prolonged process
and augmented cost. A rule of thumb in claims preparation is that 70% of the time is spent
on searching for and organizing information, with the analysis processes consuming the
remaining 30% [18].

The second approach relies on the advancement of tracking technologies (digital
cameras, laser scanners, and radiofrequency identification [RFID] sensors) [13], building
information models (BIMs) and smart technologies (e.g., cyber-physical systems, big data,
artificial intelligence, and smart robotics) [19]. Such technologies can be used to identify
variations between actual and planned progress, so corrective measures can be taken for
either schedule recovery or expenditure adjustment. Although this approach can improve
the efficiency of collecting as-built data from construction sites, previous research was
concentrated on progress monitoring and project controls, with as-built schedule devel-
opment as a secondary focus. Additionally, adopting these new systems is an expensive
process, because their application imposes new means of data collection and restricted
project control tools.

This study reviews previous studies and highlights the need for a new as-built devel-
opment approach. Additionally, it proposes and highlights the novel features of, a novel
simulation-assisted approach to achieve (1) automated data processing, (2) integration
of the impact of progress events on project schedules, and (3) assist in the development
of as-built schedules. The architecture of the proposed simulation model includes two
main constructs, an entity information model that uses attributes to document relevant event
data and an entity lifecycle model that simulates the possible routes a simulation entity may
take to maneuver through a schedule network in a way that responds to a predefined
activity execution sequence and invokes changes to activity durations while maintaining
the CPM principles. This entity-centric approach facilitates the development and analysis
of as-built schedules in ways that current approaches do not. A real case study is used to
demonstrate the merits of the proposed approach and validate its principles. The benefits of
the newly proposed approach are also discussed, along with directions for future research.
It is important to note that, while this study focuses primarily on as-built development
and analysis, it is part of a larger research scope that aims to improve the overall analysis
process by addressing the limitations of delay analysis techniques currently used in the
construction industry [20].

2. Background and Literature Review

Much of the literature recognizes the value and importance of as-built records for
the analysis of delay claims, as they can be used to validate as-built dates and evaluate
the performance of contractors [4,7,21]. On the contrary, they can also be used to defend
and validate time-related claims as they form the basis for most of the delay analysis
methods [22].

In general, as-built schedules are developed either by creating an as-built schedule
from scratch using progress records or by modifying a fully progressed schedule update as
needed [22]. A subset of this approach is to create the as-built schedule by fully progressing
a baseline schedule. Several studies have addressed the development of as-built schedules
from contemporaneous and unstructured site records [1,6].

2.1. Developing As-Built Schedules from Unstructured Project Data

For instance, a study by Alkass et al. in 1995 introduced a computerized delay claim
analysis (CDCA) system that integrates traditional scheduling tools with a delay expert
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system. CDCA exports progressing activities into an editable format that are later updated
and imported back into the scheduling tool and stored as a new schedule update to compare
adjusted as-planned work with previous schedules [18]. A similar tool was later introduced
by Al-Gahtani, Al-Sulaihi, and Iqupal (2016), which focused on implementing as-built
versus as-planned delay analysis. The main challenges addressed by previous studies are
the lengthy manual process and the need for additional resources to capture and sort the
data [2]. Elzouni and Salem (2010) used neural-network pattern recognition (NN-PR) and
statistical pattern recognition (S-PR) techniques, which map the CPM schedule, to classify
planned progress patterns at a certain date, using the classification to measure and monitor
actual progress patterns on the same day.

Other studies introduced new methodologies for determining a pre-structured set
of data to automatically generate as-built schedules. Hegazy, Elbeltagi, and Zhang (2005)
introduced an intelligent bar chart (IBC) that is made of spreadsheet cells in which activity
durations are represented as groups of cells rather than bars to facilitate delay analysis.
Each cell is then used to store the daily percentage complete for activities, general activity
information, and other data relevant to delays. Navan and Haskaya (2006) developed a tool
to generate monitoring and control information using information from a computerized
daily site report (DSR) that stores as-built information. The tool uses this information
to generate actual progress records that are later transformed to schedule updates using
scheduling tools [23].

2.2. Developing As-Built Schedules Using Tracking Technologies

In another study, Hegazy and Abdel-Monem (2012) developed an email-based frame-
work for progress tracking. The framework automatically sends daily emails to supervisors
requesting as-built information for ongoing activities. Once the forms are returned, the sys-
tem automatically reads the responses and updates the schedule with the recorded as-built
information. The framework was later used to facilitate progress tracking and control of
linear projects [24]. Further enhancements to the framework were later introduced by using
cloud-based interactive voice response (IVR) technology to capture as-built information.
Using the same principles, the system captures as-built records by either receiving update
calls from supervisors or initiating automatic update calls for ongoing activities [25]. To
automate the schedule updating process, Chin et al., 2008 proposed using RFID technology
and 4D computer-aided design (CAD) models to monitor progress. In this approach, steal
components are weighted and marked with RFID tags. Once steel components are installed
and the tags are scanned, the progress of the relevant 4D CAD model is measured by
comparing the total installed weight to the total planned weight. Notably, the application
of RFID technology was limited by the manual tagging and scanning process.

To improve data collection efficiency, one study used digital images and AutoCAD to
produce as-built schedules [16]. In principle, the study simulates 2D images or photos of the
construction scene and compares them to a 3D CAD model to measure progress. Another
study proposed superimposing site camera images on views of 3D models to recognize
building structural components that were installed [9]. The study measures progress
through user intervention by extracting site images and comparing them to a 3D model
view to identify constructed components. Another study used a fixed position camera
to take a sequence of images at different times, with the differences between consecutive
images analyzed and compared to the 3D as-planned model [11]. A similar approach, also
based on recognizing the difference between images, was used by Zhang et al., 2009.

Golparvar-Fard et al., 2009 proposed generating a 3D point cloud from a large number
of daily site images and aligning and comparing the point cloud to an as-planned 4D
model to identify constructed components. In another study, researchers used a Bayesian
probabilistic model to measure the physical progress of structural components along
with a continuation of research on calculating differences between planned and actual
progress [26]. However, as these studies failed in producing as-built schedules, they are not
useful for delay analysis. This failure is mostly due to the fact that the project schedules
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are defined at a different level of detail than the building components. To overcome this
problem, Turkan et al., 2012, proposed an approach that integrates 3D point clouds, 4D
CAD models, and 3D sensing technologies to automate progress tracking and schedule
updating. In this approach, the coordinates of the 4D CAD model are compared with site
condition data that are captured using a 3D laser scan to extract as-built objects, measure
progress, and automatically update the project schedule [13]. However, the dates of the
updated schedule were found to be incompatible with traditional scheduling software such
as Microsoft Project or Oracle Primavera. Following the same principles, Son, Kim, and
Cho (2017) used the 3D registration method proposed by Kim Son and Kim (2013), which
employs a laser scanner to obtain a 3D point cloud that is later compared with a 4D BIM to
identify the constructed components. The Kim Son and Kim (2013) study also proposed an
as-built status revision process to modify inaccuracies caused by the incompleteness of the
3D point-cloud data set. As BIM is highly praised for its potential for efficient buildings
management, some researchers have focused on the automation of Scan-to-BIM using
occluded point clouds [27]. In a recent study, Zhu, Hwang, Ngo, and Tan (2022) proposed
using a two-stage 3D object-detection approach using region-based convolutional neural
networks (R-CNN) to reconstruct 3D models of non-Manhattan and multiroom buildings.
However, the study also did not address the challenge of developing dynamic as-built
construction schedules.

Although prior studies primarily focused on developing as-built schedules from
existing data or automating data processing, an overwhelming majority of the proposed
solutions focused on the prospective development of as-built schedules to serve the project
control aspects of a project. Subsequently, prior studies failed to recognize the need
to automate the retrospective development of as-built schedules. Only one study, by
Shrestha and Jeong (2017), focused on automating the development of as-built schedules
for highway projects from previously collected field data. The data were collected using a
Daily Work Report (DWR) system that encompassed a variety of activities, such as ongoing
construction activities, equipment types, labour and equipment hours, and quantity of
work performed [28]. The proposed framework filters the data of a certain project, processes
activity duration and quantity of the work performed, evaluates contractor performance,
and develops a visual as-built schedule accordingly [29]. However, the schedule produced
has serious limitations, including a restricted application area, a lack of CPM functionality,
and a lack of planned schedule consideration.

3. Study Rationale

The current state of the art practice, represented by the previously discussed studies
on as-built schedule development, has a number of gaps in knowledge that hinder the
efficient utilization of as-built schedules for delay claims analysis. The reviewed methods
do not meet the increasingly tight timelines for delay claims and the need to integrate
heterogeneous project data sources and schedule updates to develop an as-built schedule
while complying with CPM principles. Specifically, this study addresses the following
three main gaps which include (1) a need for a practical approach for automated and
retrospective development of CPM based as-built schedules, (2) a relatively long as-built
schedule development time compared to the short decision-making window that governs
most construction contracts for dispute resolution, and (3) a lack of structured approach for
progress documentation and demonstration of controlling activities of completed work.
Table 1 summarizes the capabilities of existing research and indicates the identified gaps in
each of the approaches (highlighted in a double-line border).
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Table 1. Summary of previous studies.
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[1] X X X
[2] X X X X X X X X X
[16] X X X X X
[23] X X X X
[8] X X
[9] X X X X X
[12] X X X X X
[30] X X X
[17] X X
[6] X X
[13] X X X X
[14] X X X X X X X
[25] X X X X X X X
[24] X X X X X X
[29] X X X X X
[31] X X X X X
[19] X X

Proposed
Simulation
Approach

X X X X X X X X X X X

4. Simulation Architecture

This study expands on the simulation-based framework that was introduced by Fagiar,
Mohamed, and AbouRizk [20] for delay analysis. The framework takes advantage of
simulation technology to model the dynamic of schedule changes as a project progresses
by modeling and integrating activities changes such as durations, logic, status, start and
finish dates, that are caused by unplanned events. While the framework includes delay
analysis functionalities such as delay analysis and quantification algorithms, this study
focuses primarily on the simulation aspects of the framework by describing the simulation
architecture relevant to the development and analysis of as-built schedules.

The simulation is based on the concept of time-step analysis where the analysis result
of a time-step forms the basis for the successor time-step. It models the dynamics of
schedule changes by extracting relative activities and their logic based on a predefined
time-step of one entity, integrating the impact of events relevant to the entity instance into
the CPM computation, and lastly analyzing the data to provide results. To enable this
process, conceptual entities that represent time units such as minutes, hours, or weeks, are
generated. It is important to note the distinction between an entity and an event. While an
entity is an object with a unit of time, an event is an instantaneous incident that changes
a state of the schedule and/or influences the occurrence of other events. The simulation
architecture is illustrated in Figure 1. Detailed descriptions of the proposed components
are discussed as follows.
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4.1. Provisions

The proposed approach relies on data from three sources, which serve as inputs:
the baseline schedule, schedule updates, and the schedule of events (SoE). The proposed
approach utilizes the baseline schedule as an initial reference to measure time extension or
acceleration, to allocate liability, and to support the as-built versus as-planned analysis. It
is also used to model the planned sequence of activities and to estimate activity duration,
logical constraints, and project calendars to calculate the start and finish dates of activities as
per CPM computations. The proposed approach also supports available schedule updates
to reflect schedule changes. It is important that schedules used in the analysis adhere to the
best scheduling practices.

The SoE is a documentation of project events that may impact the project schedule,
including, but not limited to, daily site events, management decisions, change orders, and
others. The proposed approach requires certain attributes of an event to be documented
in a certain format, which include event ID, description, cause, quantification type (fixed,
uncertain, or formula), start time, parameters, responsible part, impact type (global or
task specific), as well as references and their issue dates. The reader is referred to Fagiar,
Mohamed, and AbouRizk [20] for detailed descriptions of these attributes and their formats.
Transforming these inputs into the acceptable specification is based on a combination of
actions from the analyst, along with automated verification and synthesis algorithms.

4.2. Simulation

Construction schedules are constantly subject to changes, depending on internal and
external factors, such as planned activities, resource availability, approvals, and weather
conditions. As such, a time-step simulation approach is most suitable to model the dynam-
ics of CPM networks. It is reasonable that simulation entities may represent time units
(hours, days, weeks), based on the desired level of abstraction. This poses certain modeling
requirements, including (1) that each entity must be distinct and represent unique and
‘Active’ event(s) and (2) the capability to route through ‘Active’ activities, so that duration
adjustments can be made where applicable. The ‘Active’ status of an event or an activity
refers to the occurrence of the event or activity at that entity instance. These requirements
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will be addressed in the following sections through a detailed explanation of the simulation
components. The entity movement is facilitated through two main constructs, (1) an entity
information model that contains relevant information of events and schedule activities and
(2) an entity lifecycle model that defines possible routes through which an entity can proceed
through a schedule network.

4.3. Entity Information Model

Simulation entities are initiated equally by default. To make them representative of
distinct time points, certain key events and activity information must be carried by the
entities. This often refers to descriptive attributes such as event ID, cause, and impact. To
enable entities to carry both event and activity-related information, an integrated entity
information model (EIM) is designed. Figure 2 illustrates the components of EIM, which
include (1) simulation run-time data, (2) impacting events data, and (3) other project control
data. The EIM is a record type where each of the fields is either a record of an attribute or
collection of attributes.
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Figure 2. Entity information model (EIM).

As sown in Figure 2, the EIM is broken into three categories. The Simulation time
attributes hold information about the simulation time of an entity instance, including
the most current simulation timestamp as per the entity instance, cycle number, and the
entity instance label (working or non-working day). The event attributes hold information
about the occurrence of impacting events relevant to the entity instance, including event
ID, cause, description, impact value (derived), impact type, and applicable impacted
activities ID. An impact of an event on a project schedule can be expressed in three different
ways, which are certain (known event duration), uncertain (uncertain event duration), and
formula for events with impacts that can only be expressed formulaically. Events with
uncertain impact are modeled using probability distributions such as uniform, triangular,
or beta distributions. Depending on the type of events impact, the end date of each event
is calculated.

A given event occurrence may be relevant to multiple entity instances; in such cases,
event attributes will be recorded for all applicable entities. This means the event span is
larger than an entity instance. Nesting events is supported and executed in parallel. The
simulation allows both events that occur at specific times as well as periodic events to be
modeled. When there are multiple events relevant to an entity instance, EIM will contain
records of all events, route through all Active activities, and, accordingly, trigger change to
their duration. The project control attributes are not currently implemented in this study;
however, they are included to demonstrate how the EIM can be expanded to hold other
information such as resources, cost, and risks.



Buildings 2023, 13, 974 8 of 16

4.4. Entity Lifecycle Model

Figure 3 shows the topmost levels, referred to as stages, of the entity lifecycle. The
entity lifecycle model specifies the activities that an entity can be involved in as the entity
routes through its lifecycle. It is specified using stages, where each stage consists of
one or more guards. A guard is a condition (possibly a triggering event) that, when
activated, enables entities to route through the network model and trigger changes in
the activity durations. The guard’s conditions range over the information model of the
entity instance and are expressed using if/then rules. When these rules are evaluated to be
TRUE (satisfying the condition under consideration), the guards become OPEN, allowing
a set of associated actions (changes to activity durations) and other rules to be executed.
For instance, if there was an Active Event at an entity instance, the Events’ Schedule
guard would become OPEN, allowing the entity to pass through to collect records of that
Active event.
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4.5. Run-Time Engine (RTE)

The run-time engine (RTE) is responsible for controlling the simulation execution;
creating the simulation environment; initiating entities with a timestamp, cycle number,
and label—and advancing the simulation time. At time zero (τ0 = 0), the starting simulation
date is initiated as the smallest early start time in the project schedule. In other words,
the simulation sets the starting simulation date as the earliest start time (〖ES〗_i) of the
first activity in the project. The simulated start date will then be incremented by one entity
throughout the simulation of the entire schedule. Hu (2013) argued that using large time-
steps results in fast but inaccurate/unstable simulations. Therefore, it is recommended to
use small entity span to achieve more precise results.

4.6. Schedule of Events Model

An event can be broken into smaller events (events slicing), which are referred to as E-
bites in this framework to reduce the modeling complexity of an event, thereby facilitating
integration into the project activities. Event slicing transforms events into E-bites by using
the entity span as slicing criteria to identify E-bites relevant to an entity instance. All
E-bites inherit the attributes of their parent events. The generation of E-bites begins by
defining the slicing criteria, which are the time spans represented by the entity instance.
Each E-bite is tagged with a timestamp and includes a Boolean attribute, which holds its
status. This is initialized at CLOSE and becomes ACTIVE once its guard becomes OPEN.
The guard status changes as per the status of its parent event. For example, if an entity was
released and a parent event was active, the guard becomes OPEN. This means the entity
will route through the event’s schedule, and its information model will be updated as per
the attributes of the parent event.

4.7. Network Model

Initial values of the activities’ attributes (ID, name, duration) embedded at compile
time (τ0) are used to model the network of the project schedule. The proposed approach
relies on basic CPM principles, including modeling precedence relationships, leads and
lags, calendars, as well as both forward and backward passes computation through the
schedule network. As schedule updates become available, they are used to update the
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activities’ attributes and execution logic. Modeling the aforementioned principles can be
done programmatically in variety of ways, depending on preference. The modeled CPM
is executed at the initiation to establish the planned project timelines. The framework
supports continuous critical path identification and calculation at every time-step. It is
important to note that executing the CPM at the initialization is also a vital step in verifying
the modeled network.

A similar approach to event slicing is used for scheduling activities, where the dura-
tions of activities are broken down into smaller activities, referred to as A-bites. Each A-bite
represents an entity span; its status attributes change as per the release of a matching entity.
The Network model, however, has a guard for the network and guard for each activity.
The network guard becomes OPEN once the status of a parent activity becomes ACTIVE,
which allows the entity instance to route though the Network model. The activity guards
become OPEN only when the network guard is OPEN, and the status of the A-bite becomes
ACTIVE. In such a case, the entity routes through the parent activity and triggers changes
to its duration as per the attributes of the relevant E-bites.

4.8. Data Integration

As shown in Figure 4, the integration process begins by advancing the simulation time
from day zero (τ0) to the starting simulation date (τ1). The RTE then releases the first entity
instance tagged with working or non-working labels as per the project calendar. When
an entity instance is released, it may result in a series of changes in the status of parent
events, E-bites, parent activities, and A-bites becoming ACTIVE. Guards become OPEN
or CLOSED.

When τ1 is a non-working day, the entity routes to the compiler without triggering
any changes in the CPM network model; otherwise, the simulation explores the event’s
schedule to determine if there is any ACTIVE event relevant to the entity instance through
an event-to-event sequence. In such a case, the event’s guard becomes OPEN, allowing
the entity instance to route through the event’s schedule. When there is an ACTIVE E-bite,
the simulation updates the EIM; otherwise, the entity simply routes to the compiler. For
ACTIVE E-bites with global impact type, the impacted activities field in the EIM will
be updated to include all the ACTIVE A-bites. Additionally, for ACTIVE E-bites with a
task-specific impact type, the impacted activities field in the EIM will be updated to include
the ID of the impacted activities regardless of their status.

The entity instance then transfers to the network model stage. When there is an
ACTIVE parent activity, the network guard becomes OPEN, allowing the entity instance
to route through the network model. The activity guards become OPEN when there
are ACTIVE A-bites, allowing the entity to trigger changes to the duration of parent
activities as per the impact field of EIM. Durations of all Active parent activities are
updated simultaneously, and the CPM model will be executed accordingly. Thereafter, the
entity routes through the compiler, and the simulation advances to the next time step (TS)
by following the same updating process. Thus, it shifts from one entity to the next until
it passes the timestamp of the last ACTIVE E-bite. If, at any time during the simulation,
a guard has a CLOSED status, the entity routes to the compiler without triggering any
changes in the network model. It is important to note that an activity’s duration is only
updated to a maximum of one entity span (a time-step). The update could either be positive
or negative.



Buildings 2023, 13, 974 10 of 16

Buildings 2023, 13, x FOR PEER REVIEW  10  of  17 
 

network model.  It  is  important  to note  that an activity’s duration  is only updated  to a 

maximum of one entity span (a time-step). The update could either be positive or negative. 

Is there
 ACTIVE E-bite?

Update Entity 
Info Model

τ = τ + TS

Execute CPM Model

Yes

No

Start

End

Update matching 
E-bites status 

Update matching 
A-bites status

Is there
 ACTIVE A-bite?

Are there ACTIVE events?

Compiler

Is there matching 
activities ID?

Update duration of 
parent activities

Yes

Yes

Last E-bite?

Yes

No

Release Entity

Yes

Is τ1 working 
time?

Yes

No

 

Figure 4. Data integration process. 

4.9. Outputs/Compiler 

The last stage in the entity lifecycle is the compiler responsible for capturing the in-

formation recorded in each EIM, for compiling the results of the CPM, and for identifying 

the controlling activities at every interval. Once the simulation is complete, the compiler 

uses this information to generate the as-built schedule, which is a result of incorporating 

all of the impacting events into the durations of the base schedule’s activities. The planned 

and  simulated  timelines  for  each  activity  are  recorded  along with  the  history  of  the 

evolved events relevant  to  the activity. Then, a comparison of  the as-built records and 

planned schedule of controlling and critical activities is visualized in a graphical and sta-

tistical fashion. 

   

Figure 4. Data integration process.

4.9. Outputs/Compiler

The last stage in the entity lifecycle is the compiler responsible for capturing the in-
formation recorded in each EIM, for compiling the results of the CPM, and for identifying
the controlling activities at every interval. Once the simulation is complete, the compiler
uses this information to generate the as-built schedule, which is a result of incorporat-
ing all of the impacting events into the durations of the base schedule’s activities. The
planned and simulated timelines for each activity are recorded along with the history of
the evolved events relevant to the activity. Then, a comparison of the as-built records
and planned schedule of controlling and critical activities is visualized in a graphical and
statistical fashion.

5. Case Study
5.1. Background

To verify the functionality of the framework, the prototype model was applied to
a number of hypothetical case studies with various scheduling scenarios. Initial results
demonstrated that the framework has several benefits due to the added features for as-
built schedules. To demonstrate the observed benefits, the prototype was applied to a
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segment of a real-life tunneling project. The segment includes the excavation of a 162-m
tunnel using a tunnel boring machine (TBM) and construction of a removal shaft. This
segment was expected to be completed over 44 working days (59 days including weekends).
The breakdown of activities involved in this segment and their estimated durations were
defined in Microsoft (MS) Project, as shown in Figure 5.
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Another project schedule, as shown in Figure 6, was later provided by the contractor
to accommodate a TBM alignment check that took 25 days and was accepted by the owner
as contemporaneous evidence providing as-built information for evaluating schedule delay
and changes in the critical path.
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5.2. Automated Development of As-Built Schedule

This study relied on daily progress reports and monthly progress reports that were
available from the project. These contemporaneous records were organized and sorted
as per the format and attributes of SoE. This process helps with organizing scattered
project information, and, subsequently, enables the automatic development of as-built
schedules at any time-prospectively and/or retrospectively. A concept proving prototype
was developed to support scenario experiments and implementations. The prototype
model uses Excel for the event schedule and MS Project for the planned schedule, as well
as front-end data processing through Visual C#.Net. MS Project data was manipulated and
transferred automatically to the simulation using an MPJX library. Then, the prototype of
the proposed approach was used to automatically integrate the contemporaneous records
with the preliminary schedule that was developed by the contractor at the start of the
project. To model schedule changes, the updated schedule that was issued at a later date to
accommodate the alignment check on the TBM was used. As the simulation progressed
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and once a schedule update became available, the schedule network, activity durations
and schedule constraints were updated, while preserving analysis results, as per the
schedule update.

The activity information window provides a tabular view of the project activities
on the left and the schedule information associated with a selected activity on the right
(Figure 7). The predecessor and successor tabs on the bottom right show the activity
relationships driving the calculation, while the impacting events tab shows the events that
have impacted the activity, if any. As can be noted from Figure 7, tunneling through the
first 68 m of sandstone was impacted by three events, which resulted in a five-day increase
in the planned duration.
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5.3. Delay Analysis Facilitation

One of the main objectives when analyzing delay claims is establishing a factual
matrix and a precise chronology of events that impacted project activities and, subsequently,
overall project schedule. A review of the as-built schedule provides an overall view of
the delays to the project from the planned start date to the finish date. To analyze the
activities of the as-built schedule, it is important to identify the critical activities that
drive the schedule. However, critical activities on the last portion of the date on which
the schedule status is being reported (data date) cannot be identified through the use of
conventional scheduling tools. Consequently, the driving activities of an as-built schedule
are called controlling activities and are identified either through the baseline schedule or
schedule updates. In the absence of schedule updates, the identification of controlling
activities becomes a subjective process that is based on the opinion of project participants.
In such cases, the proposed approach uses the simulation traceability feature to track and
demonstrate controlling activities of completed work based on a predefined total float
specified by the user or analyst, or through the calculation of the lowest total float during
the simulation of the entity instance.

Figure 8 illustrates bar charts for controlling and critical activities at the time of analysis.
For each activity, the planned duration and simulated duration are plotted with blue and
red bars, respectively. Details of the planned duration and simulated duration of an activity
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can be observed by hovering a cursor over the desired activity bars. This helps analysts
identify and isolate controlling activities with large delays and allows for more focused
delay analysis.

Buildings 2023, 13, x FOR PEER REVIEW  13  of  17 
 

updates. In the absence of schedule updates, the identification of controlling activities be-

comes a subjective process  that  is based on  the opinion of project participants. In such 

cases, the proposed approach uses the simulation traceability feature to track and demon-

strate controlling activities of completed work based on a predefined total float specified 

by the user or analyst, or through the calculation of the lowest total float during the sim-

ulation of the entity instance. 

Figure 8 illustrates bar charts for controlling and critical activities at the time of anal-

ysis. For each activity, the planned duration and simulated duration are plotted with blue 

and red bars, respectively. Details of the planned duration and simulated duration of an 

activity can be observed by hovering a cursor over the desired activity bars. This helps 

analysts identify and isolate controlling activities with large delays and allows for more 

focused delay analysis. 

 

Figure 8. Illustration of the controlling activities of the tunneling segment. 

One form of analysis is based on an as-planned versus as-built schedule delay anal-

ysis method. It is a retrospective approach used to compare the baseline, or as-planned, 

construction schedule against the as-built schedule. The as-built schedule reflects the pro-

gress of all activities and milestones throughout the project and provides verification of 

the driving activities of  the schedule. The proposed approach facilitates as-built vs. as-

planned analysis by  automatically providing activity  information  (planned and actual 

dates), thereby identifying controlling and critical activities, along with a detailed docu-

mentation of events that impacted activity progress, in one way or another. 

Some of the other observed benefits of the proposed approach to as-built schedule 

development and analysis include: 

 The method takes into account the uncertainty of event timelines. Previous studies show 

that the data capturing process is subject to human errors, the unavailability of con-

temporaneous records, and conflicting information regarding the progress of an ac-

tivity due to inaccuracies and inconsistencies between the contemporaneous records 

available for a project. More specifically, in this case study, some daily site reports 

were not available because  they were never sent, or,  in some  instances, the wrong 

reports were sent (for instance, the report of the previous date was sent a second time, 

Figure 8. Illustration of the controlling activities of the tunneling segment.

One form of analysis is based on an as-planned versus as-built schedule delay analysis
method. It is a retrospective approach used to compare the baseline, or as-planned, construc-
tion schedule against the as-built schedule. The as-built schedule reflects the progress of all
activities and milestones throughout the project and provides verification of the driving
activities of the schedule. The proposed approach facilitates as-built vs. as-planned anal-
ysis by automatically providing activity information (planned and actual dates), thereby
identifying controlling and critical activities, along with a detailed documentation of events
that impacted activity progress, in one way or another.

Some of the other observed benefits of the proposed approach to as-built schedule
development and analysis include:

• The method takes into account the uncertainty of event timelines. Previous studies show that
the data capturing process is subject to human errors, the unavailability of contempo-
raneous records, and conflicting information regarding the progress of an activity due
to inaccuracies and inconsistencies between the contemporaneous records available
for a project. More specifically, in this case study, some daily site reports were not
available because they were never sent, or, in some instances, the wrong reports were
sent (for instance, the report of the previous date was sent a second time, resulting in
duplicate reports). This negligence resulted in uncertainty with the timelines used
when developing the event schedule. For these cases, the proposed framework enables
the use of distributions to model timelines uncertainties; for this case study, uniform
distributions were used.

• The method limits the level of scheduling skills required for the development of as-built sched-
ules. Developing realistic as-built schedules requires experienced schedulers to review
project documentation and establish the activity execution sequence. The current sys-
tem eliminates this subjective process and, in contrast, helps inexperienced schedulers
have a better understanding of projects.

• The proposed method limits the need for balancing between purpose of analysis and as-built
schedule preparation cost. Typically, delay analysts are constrained by the need to
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strike a balance between the objective of the analysis and the cost of preparing an
as-built schedule. For instance, in the case of retrospective delay analysis, the time
required to identify the start and finish dates for all activities on a large schedule is
disproportionate in terms of the cost and time required, especially when delay events
impacted a small portion of the activities. Practically, therefore, analysts compromise
by collapsing activities that are pertinent to the analysis process into a single activity
or bar when illustrating as-built schedules. When such a balance is made, analysts are
required to demonstrate that the omission of identifying actual dates of non-critical
work was not intentional to avoid contradictory or negative evidence that does not
support the conclusion of the analysis. On the contrary, the proposed framework
eliminates the need of this subjective and judgmental balancing process by enabling
analysts to focus on identifying the actual dates of events that might have impacted
the project schedule, rather than wasting effort to identify actual dates for all activities.

• The proposed method offers a more objective approach to as-built development: Traditionally,
as-built schedules are created either from scratch or a fully progressed schedule update
and are then modified or augmented as needed. Both approaches require analyst
interaction with the schedule, which makes the development process subjective and
easy to manipulate. The proposed framework eliminates any interaction with the
schedule by fully progressing the planned/baseline schedule and schedule updates,
when available, with contemporaneous records, while simultaneously modeling the
dynamics of schedule changes.

5.4. Results Validation

To validate results, a comparison between the simulated planned dates with those
of the baseline schedule and schedule update were drawn. The tabulated view window,
as shown in Figure 9, provides a tabular view of tunneling segment activities, reflecting
both the simulated project plans and as-built records. The timelines of the “Sandstone
68 m” activity, as well as the planned early start date of “Sandstone curve 32 m” activity,
are matched with those indicated in the baseline schedule (Figure 5) primarily because
the simulation model was initially based on the baseline schedule. Once the schedule
update became available, the network model was updated to reflect schedule changes
(TBM alignment check). Consequently, the timelines of the remaining activities are matched
with those indicated in the updated schedule (Figure 6).
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Moreover, the simulated as-built timelines can be validated at an activity-level by
comparing event information with simulated timelines. As it can be noticed in Figure 7,
some of the planned activity durations changed after the simulation and integration of
event(s) that impacted the activities and resulted in extension to the planned completion
dates. For instance, the “Sandstone 68 m” activity, as shown in Figure 7, was impacted
by three events that contributed a total of 5 days of delay to its planned completion date.
It is also noticeable that the durations of un-impacted activities remained unchanged,
while the start and finish timelines were automatically updated based on the modeled
CPM calculation. In general, increase in activities durations indicate delay while decrease
in activities durations indicate acceleration. These comparisons show that the proposed
approach can successfully generate as-built schedules. It also provides schedule analysts
with information needed to better understand project execution. It is important to note
that the prototype is currently limited to one calendar per schedule due to technical
difficulties with the MPJX library, which can easily be addressed in future implementation
and development.

6. Conclusions

The role of as-built schedules in claims analysis cannot be underestimated. While
existing methods for as-built schedule development have been gradually improving in
terms of data capture efficiency, automation of schedule generation, and visualization, the
existing methods limit the usefulness of as-built schedules, prolong the development pro-
cess, and increase cost. Previous studies also fail, collectively, to provide desired features of
as-built schedules, which would ultimately add to their value in claims analysis. This study
introduced a simulation architecture to automatically develop as-built schedules that are
specifically tailored to facilitate the delay analysis process. The simulation approach enables
an efficient data integration process and adds valuable features to as-built schedules, such
as event traceability, data organization, and uncertainty modeling. Due to the importance
of these features in delay analysis, having them as mandatory requirements in claims
submission is long overdue. In this method, as-built schedules can be developed either
prospectively or retrospectively with limited scheduling knowledge and expertise. The
proposed data structure for the schedule of events is simple, logical, and helps project teams
to organize project data in a manner that is useful for many project management functions.
Additionally, the modeling approach is flexible and can easily be adopted for modeling
other complex construction operations. A prototype model was also developed, and real
project data were used to demonstrate framework capabilities and for validation purposes.

This study showed that simulation technology and principles can be beneficial in inte-
grating and analyzing project data including schedule updates. As the present study served
as a proof-of-concept, expansion to the framework to cover the delay analysis process will
be explored in future studies. This expansion includes a delay analysis mechanism, events
categorization, liability allocation, and integration of model-based impact quantification.
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