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Abstract: Plate end (PE) debonding and intermediate crack (IC) debonding are the two main failure
modes of beams strengthened with fiber-reinforced polymer (FRP) in flexure. Therefore, it is essential
to clarify the force state of the structure when debonding occurs in strengthened beams. This paper
collected 229 beams with debonding failure as the database, of which 128 were PE debonding and
101 were IC debonding. Correlation and grey correlation analysis were used to establish the indicator
systems for predicting PE and IC debonding and to identify the critical indicators among them. Five
machine learning models, linear regression, ridge regression, decision trees, random forests, and
back propagation (BP) neural networks, were used to build the two debonding prediction models.
Optimization of the best prediction among the five machine learning models took place using the
Dung Beetle Optimizer (DBO) algorithm, which has competitive performance with state-of-the-art
optimization approaches in terms of convergence rate, solution accuracy, and stability. Finally, the
optimal prediction model was compared with the models suggested by codes, and it was found that
the established model can well predict PE and IC debonding.

Keywords: plate end debonding; intermediate crack debonding; fiber-reinforced polymer; machine
learning; dung beetle optimizer (DBO)

1. Introduction

In recent years, deformation and strengthening of structures have been widely stud-
ied [1–4]; fiber-reinforced polymers (FRP) have been widely used to strengthen struc-
tures [5]. However, due to the linear elasticity of the material, debonding failure occurs
in FRP-strengthened reinforced concrete (RC) beams before the FRP has reached its full
performance, which largely limits its further application. [6–10]. PE and IC debonding are
the two failure modes for FRP-strengthened RC beams (Figure 1). Generally, IC debonding
occurs in beams with a relatively large shear-span-to-depth ratio, while for beams with a
relatively small shear-span-to-depth ratio, since the bending moment is minor at this time,
the beams are mainly subjected to shear strength, so PE debonding occurs [6]. Nevertheless,
due to the complex mechanism of debonding failure of FRP-strengthened RC beams in
flexure, it is not realistic to judge the failure modes in strengthened beams merely by
shear-span-to-depth ratio [11,12].
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To clarify the failure mechanism of FRP-strengthened RC beams, researchers have
conducted a lot of experiments and proposed some models. For PE debonding, in 1992,
Oehlers proposed a model for strength based on the forces of shear and flexural moments
which act on the end of the plate [11]. In 1997, Jansze proposed a plate-end debonding
strength model for steel-plated beams. The model focuses on PE debonding of the strength-
ened beams at the onset of shear cracking [13]. Ahmed and Van Germert, in 1999, modified
Jansze’s model to take into account the differences between FRP and steel properties and
the effect of shear reinforcement [14]. In 2001, fib Bulletin adopted Blaschko’s beam-based
model for the shear strength of concrete [15]. In 2002, Smith and Teng proposed a concrete
shear strength model for PE debonding [16]. Yao and Teng, in 2007, conducted tests on
FRP-strengthened RC beams and modified the expressions proposed by Oehlers [17]. TR55
in 2012, ACI and AS in 2017 recommended an upper limit on the shear force in the plate
end region to avoid PE debonding [18–20]. El-Sayed proposed a model for predicting PE
debonding based on the beam’s concrete shear strength, which considers the parameters
that affect the opening of shear cracks in 2021 [21]. For IC debonding, in 2001, fib and
JSCE proposed models which limit the tensile stress during debonding [15,22]. CECS 2003,
CNR 2004, and TR55 2012 present FRP ultimate debonding strain models which are based
on tests of shear at the interface between FRP and concrete. [18,23,24]. In 2013, Kim and
Harries proposed a Monte Carlo prediction model for the effective strain of FRP based on
the statistical approach [25]. Bilotta et al., in 2013, proposed standard and design values
for the maximum tensile strain of FRP when IC debonding occurs based on flexural tests
of RC beams strengthened with FRP [26]. In 2016, Lopez-Gonzalez characterized the FRP–
concrete interface of the strengthened beams and proposed an interface fracture energy
model [27]. ACI modified the model proposed by Teng in 2003 based on the maximum
tensile strain of RC beams strengthened with FRP and proposed a model for calculating
the allowable debonding strain of FRP in 2017 [20]. Li and Wu investigated the mechanism
of IC debonding of FRP-strengthened beams using a finite element analysis model based
on the smeared-crack method in 2018. They established a model for IC debonding based
on the finite element analysis simulation results [28].

These models for predicting PE and IC debonding have facilitated the study of the
debonding failure of FRP-strengthened RC beams. Still, they have significant coefficients of
variation between the calculated and experimental values [21,29]. Therefore, it is necessary
to conduct a deeper study on debonding failure to establish more accurate models for
predicting PE and IC debonding. In recent years, machine learning has been widely used
in structural engineering [30–32]. In this paper, a data-driven model was adopted, which
reduces the cost of experiments and is scientific in the selection of indicators; 229 beams
with debonding failure were collected as a database, of which 128 were PE debonding and
101 were IC debonding. Correlation analysis and grey correlation analysis were used to
establish the indicator systems for predicting PE and IC debonding and to identify the
important indicators among them. Five machine learning models, linear regression, ridge
regression, decision trees, random forests, and BP neural networks, were used to build
the two debonding prediction models. Optimization of the best prediction among the five
machine learning models took place using the Dung Beetle Optimizer (DBO). Finally, the
optimal prediction model was compared with the models suggested by codes.

2. Construct the Indicator System
2.1. Primary Indicator System

Based on the relevant codes and experimental studies [6–8,10–12,25–32], in the primary
indicator system, according to the literature [18–24], as shown in Figure 2, independent
indicators and mixed indicators systems are constructed, respectively. Among them, the
mixed indicator is a linear combination of independent indicators. The combination prin-
ciple is based on the codes and related literature [16–24]. In contrast, the independent
indicator system is the physical composition of the study object itself, including the geomet-
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ric and material properties of the reinforced material itself and the geometric and material
properties of the reinforced material.
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Figure 2. Primary indicator system.

2.2. Data Collection

The data collection criteria are as follows:

(a) Debonding failure occurred in all 229 strengthened beams, including IC debonding
and PE debonding, as shown in Table 1.

(b) The FRP sheets were not prestressed. The ends of the strengthened beams were
not anchored.

(c) The geometric and material properties of the strengthened beams, FRP, and reinforce-
ments are clear.

Table 1. Data sources and failure modes.

Reference Beam Number Failure Mode

[33] C D G I M 5 PE
[34] B2 B3 B4 B6 4 PE
[35] A4 A5 B3 3 PE
[36] 1Bu 2Bu 3Bu 1Cu 2Cu 3Cu 6 PE
[37] B1U,1.0 B3U,1.0 B4U,1.0 B1U,2.3 4 PE
[38] VR5 VR6 VR7 VR8 4 PE
[39] P2 P3 P4 P5 4 PE
[40] 2 1 PE
[41] A3 A8 C2 3 PE

[42]
AF.2 AF.2.1 AF.3 AF.4 BF.2-1 BF.3-1 CF.2-1 CF.3-1

15
PE

CF.4-1 DF2 DF3 DF4 EF.1-1 EF.3-1 EF.4-1 PE
[43] BF2 BF3 BF4 BF5 4 PE
[44] F5 F6 F7 F10 4 PE
[45] 1N4 1N6 2 PE
[46] Beam3 Beam4 Beam5 3 PE
[47] A950 A1100 A1150 3 PE
[48] A4 A6 A8 B5 4 PE
[49] 1A 1B 2A 2B 3A 3B 6 PE
[50] A-S1 B-S1 2 PE

[51]
A1-1 A2-1 A3-1 A4-1 A5-1

10
PE

A1-11 A2-11 A3-11 A4-11 A5-11 PE
[52] 1T6LN 2T6LN 2T4LN 3 PE
[53] A0 B0 2 PE
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Table 1. Cont.

Reference Beam Number Failure Mode

[54] Bb1 Bb3 2 PE

[55]
E1a E1b E2a E2b E3a E3b

11
PE

E4a E4b E5a E5b E3b2 PE
[56] RB1 1 PE
[57] B3-12D-2L15 B4-12D-3L15 2 PE
[17] CS-B CS-L3-B CS-W100-B CP-B 4 PE
[58] A3 B2 B3 3 PE
[59] B85P B70P B25P 3 PE
[60] C2 1 PE
[10] S-0.5-35-360 1 PE
[61] S(AT1)C B(AT1)C 2 PE
[62] BC1-1 BC1-2 BC2-1 BC3-1 BC4-1 BC4-2 6 PE
[55] B 1 IC
[6] SM2 SM3 MM2 MM3 4 IC
[63] A1.1 A3.1 2 IC
[64] S-A R-A 2 IC
[65] H-75-2 C3 2 IC

[66]
CB3-2S CB4-2S CB5-3S CB6-3S

8
IC

CB7-1S CB8-1SB CB9-1SB CB10-2SB IC
[67] A11 A12 A21 A31 A32

9
IC

[68] A41 A42 A51 A52 IC

[51]
BP BF 2 IC

A3 A4 A5 A6 B3 B4 B5 B6 8 IC
[54] A10 A20 B10 B20 4 IC
[69] S1a S1b S2a S2b S3a S3b 6 IC

[70]
B11 B12 B21 B22 B31 B32 6 IC

Beam 2 Beam 6 2 IC
[71] S2PF7M S3PS1M S3PS2M 3 IC
[72] B5 B6 B7 B8 4 IC

[73]
A2 1 IC

NFCB1 NFCBW2 2 IC
[74] EBR 1 IC
[58] 1 2 4 3 9

10
IC

[75]
10 11 12 5 6 IC

B-04/0.5S B-08/S1 BF-04/0.5S BF-06/S 4 IC
[76] S-0 S-0.4 S-0.6 3 IC
[77] W-CSP1-0 W-CSP1-0E W-CSP1-4(1) W-CSP2-3-0

17 IC[78]
W-CSP2-3-4(1) W-CSP2-3-4(2) W-CSP2-3-4(3)

W-CSP6-9-0 W-CSP6-9-4(1) W-CSP6-9-4(2) W-CSP6-9-4(3)
P-CSP1(1) P-CSP2-3(1) P-CSP2-3(2) P-CSP6-9(1) P-CSP6-9(2)

The range of the parameters is large, which includes the general situation in prac-
tical applications.

2.3. Data Analysis and Indicator System Establishment

There are many independent indicators affecting PE and IC debonding of the strength-
ened beams and it is unclear whether there is a relationship between each independent
indicator and the debonding failure, so correlation and grey correlation analysis were used
to identify the redundant indicators.

2.3.1. Correlation Analysis

The correlation between the indicators is expressed by Pearson correlation coefficient,
with a correlation coefficient close to 1 for a positive correlation and close to −1 for a
negative correlation [79]. The formula for its calculation is given in Equation (1).
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rxy =
Cov(X, Y)

SxSy
(1)

where Cov(x, y) =

n
∑
1
(Xi−X).(Yi−Y)

n−1 , Sx =

√
n
∑
1
(Xi−X)

2

n−1 and Cov(x,y) denotes the covariance
of x and y, Sx denotes the standard deviation of variable x, and Sy denotes the standard
deviation of variable y

The correlation coefficients (expressed as P) between independent indicators were
calculated as shown in Figure 3. In it, the absolute value of the correlation coefficient of
the indicator is compared with 0.5, and the correlation between indicators is strong if it is
greater than 0.5 and the correlation is weak if it is less than 0.5.
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In Figure 3, A1 to A11 are L, b, h, Lf, bf, tf, f’c, ρsv, fy, Ef, fpy; B1 to B11 are L, b, h, Lf,
bf, tf, f’c, ρsv, fy, Ef, ρs. It can be seen from Figure 3 that there is a significant correlation
between A1 and A2, A3, A4, a significant correlation between A2 and A3, A5, a significant
correlation between A3 and A2, A4, A9, a significant correlation between A4 and A1, A3,
A9, a significant correlation between A5 and A2, a significant correlation between A6 and
A10, A11, a significant correlation between A8 and A11, a significant correlation between
A9 and A3, A4, a significant correlation between A10 and A6, and a significant correlation
between A11 and A6. Additionally, there is a significant correlation between B1 and B2,
B3, and B4, a significant correlation between B2 and B1 and B4, a significant correlation
between B3 and B1 and B4, a significant correlation between B4 and B1, B2, B3, and B6,
and a significant correlation between B6 and B7. In summary, the correlations among
the independent indicators of PE failure are complicated, and most have significant
correlations; the relationships among some indicators of IC failure are complicated and
cannot be eliminated; therefore, mixed indicators are considered in establishing the
indicator system. The correlation analysis results of the mixed indicators are shown
in Figure 4.

In Figure 4, a1 to a7 are λ, Lu/a, bf/b, f’c, fy, ρsv, Eftf; b1 to b8 are λ, Lu/a, bf/b, f’c, ρs,
ρsv, fy, Eftf. It can be seen from Figure 4 that the mixed indicators of PE failure indicators are
weakly or lowly correlated (because the P-value between these indicators are less than 0.5),
and no indicators need to be removed; the mixed indicators of IC failure are all weakly or
lowly correlated with each other also, and as with PE failure, there is no need to eliminate
any indicator.



Buildings 2023, 13, 608 6 of 17

Buildings 2022, 12, x FOR PEER REVIEW 6 of 19 
 

indicators are considered in establishing the indicator system. The correlation analysis re-

sults of the mixed indicators are shown in Figure 4. 

 

Figure 4. P-value of mixed indicators of PE and IC failure. 

In Figure 4, a1 to a7 are λ, Lu/a, bf/b, f’c, fy, ρsv, Eftf; b1 to b8 are λ, Lu/a, bf/b, f’c, ρs, ρsv, fy, 

Eftf. It can be seen from Figure 4 that the mixed indicators of PE failure indicators are 

weakly or lowly correlated (because the P-value between these indicators are less than 

0.5), and no indicators need to be removed; the mixed indicators of IC failure are all 

weakly or lowly correlated with each other also, and as with PE failure, there is no need 

to eliminate any indicator. 

2.3.2. Grey Correlation Analysis 

Grey correlation analysis is used to determine the degree of influence of each factor 

on the system [80]. The basic steps are as follows. 

(a) Determine the reference series reflecting the characteristics of the system behavior 

and the comparison series affecting the system behavior. 

(b) Dimensionless processing of the reference and comparison series. 

(c) Find the grey correlation coefficient between the reference series and the comparison 

series, noted here as ξ, which is shown in Equation (2). 

( ) 0 i

0 i

a +ρb
ξ x (k),x (k) = , i,k

x (k) - x (k) +ρb
 (2) 

where a denotes the minimum difference of the data in the subsequence and b denotes the 

maximum difference of the data in the subsequence; ρ is the resolution factor and gener-

ally taken as 0.5. 

(d) Search for correlation. Because the correlation coefficient is the value of the degree of 

correlation between the comparison series and the reference series at each point, it 

has more than one number, and the information is too scattered to facilitate a holistic 

comparison. Therefore, it is necessary to pool the correlation coefficients at each point 

into one value; that is, to find its average value, as a quantitative representation of 

the degree of correlation between the comparison series and the reference series, the 

correlation degree is noted as ri, and its formula is as follows in Equation (3). 

( )
N

i i
k=1

1
r = ξ k

N
 (3) 

Figure 4. p-value of mixed indicators of PE and IC failure.

2.3.2. Grey Correlation Analysis

Grey correlation analysis is used to determine the degree of influence of each factor on
the system [80]. The basic steps are as follows.

(a) Determine the reference series reflecting the characteristics of the system behavior
and the comparison series affecting the system behavior.

(b) Dimensionless processing of the reference and comparison series.
(c) Find the grey correlation coefficient between the reference series and the comparison

series, noted here as ξ, which is shown in Equation (2).

ξ(x0(k), xi(k)) =
a + ρb

|x0(k)− xi(k)|+ ρb
, ∀i, k (2)

where a denotes the minimum difference of the data in the subsequence and b denotes
the maximum difference of the data in the subsequence; ρ is the resolution factor and
generally taken as 0.5.

(d) Search for correlation. Because the correlation coefficient is the value of the degree of
correlation between the comparison series and the reference series at each point, it
has more than one number, and the information is too scattered to facilitate a holistic
comparison. Therefore, it is necessary to pool the correlation coefficients at each point
into one value; that is, to find its average value, as a quantitative representation of
the degree of correlation between the comparison series and the reference series, the
correlation degree is noted as ri, and its formula is as follows in Equation (3).

ri =
1
N

N

∑
k=1

ξi(k) (3)

The grey correlation of each indicator of PE and IC with failure is shown in Figure 5.
From Figure 5, it can be seen that the degree of the influence of the parameters on PE

debonding are FRP stiffness (Eftf), concrete strength (f’c), the ratio of sheet width to beam
width (bf/b), stirrup reinforcement ratio (ρsv), tensile strength of tensile reinforcement (fy),
shear span ratio (λ), and location of FRP cut-off point (Lu/a); the output parameter is the
shear strength (Vdb,end). As for IC debonding, the degree of influence of the parameters on
it are concrete strength (f’c), FRP stiffness (Eftf), shear span ratio (λ), stirrup reinforcement
ratio (ρsv), the ratio of sheet width to beam width (bf/b), tensile strength of tensile rein-
forcement (fy), tensile reinforcement ratio (ρs), and location of FRP cut-off point (Lu/a); the
output parameter is the debonding strain of FRP (εfd). It can be obtained that FRP stiffness
(Eftf) and concrete strength (f’c) have a large effect on both PE and IC debonding and this
conclusion is roughly the same as the models suggested by codes [15,18–20,22–24].
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3. Construction of the Machine Learning Models
3.1. Machine Learning Algorithms
3.1.1. Linear Regression

Linear regression (LR) can be classified as univariate linear regression, and multivariate
linear regression, which establishes a functional relationship between the dependent and
independent variables and is a supervised machine learning algorithm [81]. This paper
uses multivariate linear analysis because of the large number of independent variables. Its
expression is given in Equation (4).

Y = β0 + ∑m
j=1 Xjβj (4)

where Y denotes the dependent variable, which in this paper represents the shear force at
the end of the beam when PE debonding occurs and the strain of the sheet at the middle of
the beam when IC debonding occurs; β0 is the regression constant; m denotes the number
of independent variables; Xj denotes the independent variable, which in this paper is the
parameter for predicting the debonding; and βj is the regression coefficient. The root mean
square error is minimized by the gradient descent method, and the best combination of
regression coefficients is subsequently obtained, which in turn leads to the best-fit line.

3.1.2. Ridge Regression

The ridge regression (RR) is a modified linear regression method. By giving up the
unbiased nature of linear regression, the regression method obtains more realistic and
reliable regression coefficients at the cost of losing some information and accuracy, and the
fit to the pathological data is stronger than that of the ordinary linear regression method [82].

3.1.3. Decision Tree

The decision tree (DT) is a classic machine learning algorithm. It mainly consists of
nodes and directed edges. There are two types of nodes: the internal node and the leaf
node. Internal nodes represent features or attributes, and leaf nodes represent classes or
values. When the regression is performed with a decision tree, each feature of the sample is
tested from the root node, and the sample is assigned to its child nodes according to the
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test results; at this time, each child node corresponds to one of the values taken for the
feature. The samples are tested and assigned in this way recursively until they reach the
leaf nodes [83].

3.1.4. Random Forest

The random forest (RF) is an algorithm that integrates multiple trees through the
concept of integrated learning. Its basic unit is a decision tree, and its essence goes with
an important branch of machine learning–integration learning [83]. As shown in Figure 6,
from an intuitive point of view, each decision tree is a decision maker. N trees will have
N decision. The random forest integrates all the decision and designates the consequence
with the most decision as the final output.
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3.1.5. BP Neural Network

Back propagation (BP) neural network is a multilayer forward neural network trained
according to the error back propagation algorithm. Its gradient descent method is used
to adjust the weights and thresholds of neurons in each layer to reduce the error of the
network output. BP neural networks can achieve arbitrary nonlinear mapping of input and
output, and have the characteristics of self-learning and simple structure [84].

The general architecture of the above machine learning algorithms is shown in Figure 6.

3.2. Model Construction and Evaluation

The data used for model construction were 128 sets of PE debonding and 101 sets
of IC debonding, as listed in Table 1. The model’s input parameters are identified in
Section 2 of this paper, shown in Figure 5. For PE debonding, the input parameters are FRP
stiffness (Eftf), concrete strength (f’c), the ratio of sheet width to beam width (bf/b), stirrup
reinforcement ratio (ρsv), tensile strength of tensile reinforcement (fy), shear span ratio
(λ), and location of FRP cut-off point (Lu/a). For IC debonding, the input parameters are
concrete strength (f’c), FRP stiffness (Eftf), shear span ratio (λ), stirrup reinforcement ratio
(ρsv), the ratio of sheet width to beam width (bf/b), tensile strength of tensile reinforcement
(fy), tensile reinforcement ratio (ρs), location of FRP cut-off point (Lu/a). The training set,
validation set, and test set of the model are 60%, 20%, and 20%, respectively.
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In the paper, MAE and R2 are used to evaluate the performance of the model, where
MAE indicates the mean of the absolute error between the predicted value of the model
and the actual value of the sample, and R2 indicates the degree of fit between the predicted
value of the model and the actual value of the sample, and their equation are shown
in Equation (5).

MAE = 1
n

n
∑

i=1
|yi − pi|

R2 = 1−

n
∑

i=1
(yi−pi)

2

n
∑

i=1
(yi−yi)

2

(5)

where yi is the true value of the sample, pi is the predicted value of the model, and yi is the
mean value of the sample.

The MAE and R2 of the training set, the validation set, and the testing set of the
machine learning model are shown in Figure 7; the ratio of the training, the validation,
and the testing sets is 70%, 15%, and 15%. The validation set is the samples left during
the model training, which can be used to adjust the hyperparameters of the model and
evaluate the ability of the model. The testing set is used to evaluate the performance of the
final model.
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From Figure 7a,b, it can be seen that for PE debonding, the MAE and R2 of LR, RR,
DT, and RF in the training set, the validation set, and the testing set differ significantly,
indicating that the generalization ability of these models is poor, while the MAE of BP neural
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network in the training set, the validation set, and the testing set are 5.42, 5.52, and 5.62,
respectively, which are the most minor and most average among all models. Meanwhile,
the R2 of the training set, the validation set, and the BP neural network testing set are
0.97, 0.86, and 0.90, respectively, which are also the highest among all the models. From
Figure 7c,d, it can be seen that for IC debonding, the MAE and R2 of LR, RR, DT, and
RF in the training set, the validation set, and the testing set differ greatly, indicating that
these models have poor generalization ability, while the MAE of BP neural network in the
training set, the validation set, and the testing set are only 576, 529, and 466, respectively,
which are the lowest and the most average among all models. In addition, the R2 of the
BP neural network in the training, validation, and testing sets reach 0.87, 0.58, and 0.62,
respectively. Although the R2 of the training set is lower than that of the DT, the R2 of its
validation set is higher than that of the DT. In summary, the BP neural network outperforms
other machine learning models regarding prediction accuracy and debonding failure’s
generalization ability.

3.3. Model Optimization

For the prediction of debonding failure, it is known from Section 3.2 that the BP neural
network model with the best performance still has the problem of poor generalization
ability, so the BP neural network model for debonding failure prediction is considered
for optimization. To overcome the shortcomings of the BP algorithm in the generation of
weights and thresholds, which are easy to fall into the local optimum, and slow convergence
speed, the Dung Beetle Optimizer algorithm (DBO) is used to optimize it. The Dung Beetle
Optimizer algorithm is a novel swarm intelligence optimization algorithm proposed in
November 2022, mainly inspired by the ball rolling, dancing, foraging, stealing, and repro-
duction behaviors of dung beetles and the algorithm presents substantially competitive
performance with state-of-the-art optimization approaches in terms of the convergence rate,
solution accuracy, and stability [85]. The coefficients of variation of the predicted and actual
values of the 50 runs of DBO-BP and BP for PE and IC debonding are shown in Figure 8.
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It can be seen from Figure 8 that the overall coefficient of variation of the prediction
of debonding failure by the BP neural network model optimized by the DBO algorithm is
smaller than that of the BP neural network model. The accuracy of the optimized model is
significantly better than that of the traditional BP neural network.
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4. Evaluation of Models Recommended by Codes

The models recommended by codes for PE and IC debonding are shown in Table 2. In
all, 128 sets of PE debonding and 101 sets of IC debonding samples collected in ‘Table 1′ are
used to analyze the two types of models separately. The computed values of the models
are compared with the actual values of the samples in Figure 9. The evaluation of the
model is based on two indicators: coefficient of variation and conservativeness. In general,
the smaller the coefficient of variation, the smaller the dispersion between the two sets of
data, indicating a better predictive value of the model. The model is conservative if more
than ninety percent of the predicted values are less than the test values. The performance
evaluation of the codes’ models is shown in Table 3.

Table 2. Models recommended by codes.

Codes PE Debonding IC Debonding

ACI440.2R Vdb,end < 0.67Vc ε f d = 0.41
√

f ′c
E f t f
≤ 0.9ε f u

fib Vdb,end < 0.15 f 1/3
ck bd ε f d = αc1kckb

√
fct

E f t f

TR55 Vdb,end < 0.67Vrd ε f d = 0.5kb

√
fct

E f t f

AS 5100.8 Vdb,end < 0.67Vu

CNR ε f d = 0.484

√
kb
√

f ′c fct
E f t f

JSCE ε f d ≤
√

2G f
E f t f

CECS ε f d = kb fct

(
1√
E f t f
− 0.2

Ld
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As can be seen from Figure 9 and Table 3, for PE debonding, the models suggested
by ACI and fib are a bit conservative, and their calculated values are lower than the
experimental values. The coefficient of variation between the calculated values of the
models suggested by TR55 and AS and the experimental values exceeds 40%, which is
difficult to apply in practice. For IC debonding, the models suggested by TR55, CNR, and
JSCE are a little conservative, while the models suggested by ACI and CECS have the risk of
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overestimating the FRP strains in case of the IC debonding, and the coefficients of variation
between the calculated values of all the models suggested by the codes and experimental
values are above 38%, which is difficult to apply in practice. For PE and IC debonding,
the DBO-BP model has the lowest coefficient of variation between predicted values and
experimental values among all models, which are 19% and 10%, and its predicted values
are more stable, which shows a relatively balanced proportion of conservative values in the
predicted values of the models.

Table 3. Model Evaluation.

PE Debonding IC Debonding

Models Coefficient of Variation Conservative Value Coefficient of Variation Conservative Value
ACI440.2R 26.6% 100% 46.8% 29%

fib 25.1% 100% 45.4% 40%
TR55 48.3% 39% 38.6% 96%

AS 5100.8 44.5% 38%
CNR 40.1% 94%
JSCE 44.7% 94%
CECS 38.8% 14%

DBO-BP 19% 48% 10% 42%

5. Parametric Study

The importance of the parameters is calculated based on the connection weights
and excitation functions between the input layer and the hidden layer, and between the
hidden layer and the output layer of the DBO-BP neural network model. In this study,
the connection functions of the input layer and the hidden layer are “hyperbolic tangent
function” and “linear function”, which are expressed in Equations (6) and (7).

yi = f ·
(

∑
i

wijxi + φj

)
=

2

1 + e
−2(∑

i
wijxi+φj)

− 1 (6)

yi = f ·
(

∑
i

wijxi + φj

)
= ∑

i
wijxi + φj (7)

where xi denotes the value of the ith input metric, wij is the connection weight of the ith
metric to the jth neuron, and Φj is the bias of the jth neuron.

The interlayer connection weights and biases for PE and IC debonding are shown in
Tables 4 and 5.

The importance results of the indicators calculated according to Tables 4 and 5 are
shown in Figure 10.

Table 4. Layer-to-layer connection weights for the predictive model of PE debonding.

P

P

H O

h1 h2 h3 h4 h5 h6 h7 h8 h9 h10 h11 h12 h13 V

I

Φ −0.9 −0.5 −0.3 −0.4 0.3 0.5 −0.6 1.2 −0.5 −0.4 −0.9 −0.7 −0.7
a1 1.0 −0.4 −0.2 −0.9 −0.1 −0.3 −0.1 −0.2 −0.5 −0.1 0.8 0.6 0.2
a2 0.8 0.4 −1.1 0.3 0.9 −1.5 0.7 0.1 0.4 0.5 −0.6 0.4 −0.1
a3 −1.2 0.0 −0.3 −1.1 −0.1 0.3 −0.8 0.6 0.6 −0.1 −0.4 −0.4 −0.1
a4 −0.8 0.4 −1.2 1.2 −1.1 1.7 0.0 −1.1 0.1 −0.2 −0.8 −0.7 0.4
a5 0.0 −0.1 0.9 −1.6 0.7 −1.0 −0.6 0.9 0.0 −0.3 −1.2 1.3 0.4
a6 0.0 1.5 −0.8 −0.2 0.5 0.7 0.8 0.6 0.2 −0.1 −1.4 0.1 −0.8
a7 0.0 0.8 0.8 0.6 0.0 −0.7 −0.1 0.5 0.2 0.3 −1.0 −0.9 −0.4
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Table 4. Cont.

P

P

H O

h1 h2 h3 h4 h5 h6 h7 h8 h9 h10 h11 h12 h13 V

H

Φ 0.4
h1 1.0
h2 −1.1
h3 0.9
h4 −1.5
h5 −0.7
h6 0.9
h7 1.3
h8 0.4
h9 0.5
h10 0.3
h11 −1.5
h12 −1.2
h13 1.3

Table 5. Layer-to-layer connection weights for the predictive model of IC debonding.

P

H O

h1 h2 h3 h4 h5 ε

I

Φ −0.6 0.4 −0.3 1.1 −0.1
b1 0.9 −1.2 −0.4 −0.2 −0.8
b2 −0.4 −0.6 0.7 −0.6 1.0
b3 −0.1 0.3 0.1 0.6 0.7
b4 −0.4 0.8 1.2 −0.1 −0.8
b5 −0.6 0.1 0.2 0.0 0.8
b6 −1.6 −0.8 −0.2 1.1 1.0
b7 0.3 0.4 0.0 0.4 −0.8
b8 −0.6 −1.0 −0.2 −0.9 0.6

H

Φ 0.7
h1 1.5
h2 0.7
h3 −0.6
h4 −0.8
h5 1.5
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From Figure 10, it can be seen that for PE debonding, the degree of influence of each
parameter on the output result is a5, a4, a6, a2, a3, a1, a7; for IC debonding, the degree of
influence of each indicator on the output is b6, b4, b1, b2, b5, b8, b3, b7.

6. Discussion and Conclusions

Researchers have proposed different prediction models for PE and IC debonding
and these models for predicting PE and IC debonding have facilitated the study of the
debonding failure of FRP-strengthened RC beams. Still, they have significant coefficients of
variation between the calculated and experimental values.

This paper used correlation analysis and grey correlation analysis to construct the
indicator system for debonding failure. PE and IC debonding prediction models for
FRP-strengthened RC beams were developed by several machine learning algorithms.
Optimization of the model took place using the Dung Beetle Optimizer and comparison
with the model suggested by codes. We can draw the following conclusions:

(1) The correlation between the indicators in the established mixed indicator system is
insignificant, and the correlation with the predicted values is significant. Additionally,
FRP stiffness (Eftf) and concrete strength (f’c) have a large effect on both PE and
IC debonding.

(2) For the prediction of PE and IC debonding, the BP neural network has the best
performance compared to other machine learning algorithms.

(3) The model optimized by the DBO algorithm is significantly accurate and can better
predict PE and IC debonding. The models suggested by codes have a significant coef-
ficient of variation and are conservative or overestimate the state of the strengthened
beam in case of failure.

(4) The experimental data used in this paper are unevenly distributed, which will affect
the accuracy of the model to some extent. More data need to be collected in the future
to build a more reliable model. Additionally, the parameters considered in this paper
are not complete and more parameters need to be investigated in the future.
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