
Citation: Liu, X.; Wu, Y.; Zhou, Y.

Axial Compression Prediction and

GUI Design for CCFST Column

Using Machine Learning and Shapley

Additive Explanation. Buildings 2022,

12, 698. https://doi.org/10.3390/

buildings12050698

Academic Editors: Harry Far and

Nerio Tullini

Received: 26 March 2022

Accepted: 19 May 2022

Published: 23 May 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

buildings

Article

Axial Compression Prediction and GUI Design for
CCFST Column Using Machine Learning and Shapley
Additive Explanation
Xuerui Liu 1, Yanqi Wu 2,* and Yisong Zhou 3

1 School of Architecture and Civil Engineering, Zhengzhou University of Industrial Technology,
Zhengzhou 451100, China; myzj1990@163.com

2 School of Civil Engineering, Southeast University, Nanjing 211189, China
3 School of Civil Engineering, Xinyang College, Xinyang 464000, China; yisongzhou2022@163.com
* Correspondence: yanqiwu@seu.edu.cn

Abstract: Axial bearing capacity is the key index of circular concrete-filled steel tubes (CCFST). A
hybrid PSO-ANN model consisting of an artificial neural network (ANN) optimized with particle
swarm algorithm (PSO) was proposed to reliably and accurately predict the axial bearing capacity in
this paper. The predictive performance of the model was evaluated and compared with the EC4 code
and original ANN based on a dataset of 227 experiments, and a graphical user interface (GUI) was
developed to achieve the automatic output of the results. The influence of each design parameter on
the bearing capacity was analyzed and quantified using the Shapley additive explanation (SHAP)
method and sensitivity analysis. The results show that the prediction performance of the PSO-ANN
model is superior, and can be recommended as a candidate for the prediction of axial compression
bearing capacity of the CCFST column in terms of performance indices. Shapley additive explanation-
based parameter analysis indicated that the diameter and thickness of the steel tube are the most two
important parameters to the bearing capacity; in particular, the fluctuation of the diameter under the
stochastic environment leads to the variation of the axial compression bearing capacity beyond the
diameter itself.

Keywords: CCFST; axial bearing capacity; machine learning; GUI; parametric analysis; SHAP

1. Introduction

The circular concrete-filled steel tube (CCFST) is a structural element made of steel
tubes and a core filled with concrete. In the CCFST column (Figure 1), the outer tube
not only restrains the concrete core, but also prevents the local buckling inside the steel
tube, thus having the advantages of high bearing capacity, good ductility, and good fire
resistance [1–5]. In recent years, this composite member has been widely used in many
load-bearing structures due to its high load-bearing capacity, low cost, and high labor
efficiency [6–9]. With the development of material manufacturing technology and cost re-
duction, CCFST structures are increasingly using high-strength concrete and high-strength
steel; therefore, CCFST is widely used in high-rise structures, fabricated buildings, and
bridges [10,11].

The study of axial compression bearing capacity has been the focus of CCFST, and
numerical simulation and experiments are the two main means for studying the bearing
capacity performance of CCFST columns under axial compression [12–19]. Based on the
results of these studies, several empirical formulas have been summarized and they can be
seen in the standards ACI 318 (ACI 2014), Eurocode 4 (CEN 2004), and AISC 360 (AISC 2016).
Most of these empirical formulas are obtained on the basis of regression analysis. They
are easy to use and are used widely. However, for the same application scenario, different
empirical formulas may give different results, which may cause confusion for decision
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makers. The laboratory test results can be considered a standard answer. However, it has
to be said that the CCFST has a high bearing capacity, the study of its axial bearing capacity
requires a lot of money and expensive experimental equipment, and the laboratory tests
are labor-intensive [20,21]. Numerical simulations can theoretically model essentially any
engineering problem, but they often require experimental testing to verify. Moreover, the
modeling and computational process is a task that requires high-performance workstations
and high computational skills, which cannot be ignored [22,23]. Therefore, there is an
urgent need to develop an efficient prediction method that requires less computational
effort, but can describe the highly nonlinear relationship between the ultimate strength of
steel pipe concrete and the design parameters. This approach can intelligently output a
uniform result in the same application scenario, and can partially replace the laboratory
compression experiments to reduce the test cost and time.
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In recent years, soft computing methods and intelligent algorithms have been devel-
oped and widely used in the field of civil engineering. Some machine learning models such
as the ANN [24,25], GEP [26,27], and fuzzy logic [28] models have been applied to predict
the ultimate load capacity of CCFST columns. Related studies have shown that even with
limited experimental data, these intelligent algorithms can produce better results than
traditional methods in many structural engineering problems. However, it is undeniable
that while these models exhibit high sexual accuracy, they also have some limitations.
For example, artificial neural networks have a slow learning speed and tend to fall into
local minima [29], FL lacks effective learning capability, and GEP needs to be run several
times. For these underlying models, further optimization to improve their performance
may be needed. The combination of machine learning and optimization allows the model
to efficiently explore the most appropriate computational parameters, thus improving the
accuracy and computational efficiency of the prediction process. For example, Fei et al. [30]
proposed a support vector regression model optimized with the sine cosine algorithm on
478 samples to predict the axial compressive strength of CCFST, and the accuracy of the
proposed method was verified by comparing the performance with other widely used
machine learning methods and design codes. Payam et al. [31] employed both IWO and
ABC algorithms based on ANN to optimize the CFST columns, the results showed that
IWO has a higher capability in optimizing the load-carrying capacity of CFST columns
compared to the ABC algorithm.

In summary, the main application of machine learning techniques to the CCFST col-
umn is still in its infancy and exploration stage, and currently focuses on the prediction of
mechanical properties of members. However, these studies seem to be inadequate. Espe-
cially for parametric design, inexperienced designers may need to determine an estimate of
the axial compressive strength based on some predefined parameters. One practical way
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to realize this concept is to resort to artificial intelligence. The trained machine learning
models can provide reference value as experienced team members. It is undeniable that
machine learning models cannot completely replace laboratory compression experiments
to estimate the axial compression strength as far as the current machine learning research
results are concerned. However, if possible, based on the data from previous studies,
using machine learning algorithms to accurately estimate the axial load capacity of CCFST
columns with known design parameters would greatly reduce the test time and cost. To
this end, this paper proposed a hybrid PSO-ANN model, with design parameters as input
variables and axial bearing capacity as output variables, to achieve an accurate prediction
of the axial bearing capacity. Moreover, an interactive graphical user interface (GUI) was
developed tentatively to help the structural designers achieve the automatic output of
the results. Additionally, Shapley additive explanation (SHAP)-based parametric analysis
is performed to analyze the importance and contribution of each design parameter to
the output, and a sensitivity analysis of the design parameters affecting the axial bearing
capacity was carried out.

2. Dataset Description and Analysis

A total of 227 sets of CCSFT samples were collected. Each set of data includes five
types of design parameters, the diameters of steel tube (D), the thickness of steel tube (T),
the yield strength of steel (fy), concrete compressive strength (fc), column length (L) and the
axial bearing capacity (Nu). The distribution and statistics of these parameters are shown
in Figure 2 and Table 1, respectively. These parameters vary considerably from each other,
for example, the axial bearing capacity varies from 210.7 kN to 11,460 kN. The Pearson
correlation coefficient matrix between these data is shown in Figure 3. There is a complex
non-linear relationship between the design parameters and the axial compression load
capacity, which cannot be predicted by applying a linear model of a single parameter.

Table 1. Statistical characteristics of the dataset.

Parameter Unit Maximum
Value

Minimum
Value

Standard
Deviation Mean Value

D mm 355.6 76 48.565 135.971
T mm 12.8 1.397 2.384 4.553
fy MPa 605 200 64.3 344
fc MPa 106 14.44 15.710 42.629
L mm 5400 508 961.863 1722.351

Nu kN 11,460 210.7 1160.625 1188.439
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3. Prediction Models

In this section, the evaluation metrics of the models are first introduced, and the model
prediction performance is evaluated and compared after using all of the models to create
a prediction.
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3.1. Performance Indices of Models

To evaluate the performance of model prediction, four evaluation indices, namely
correlation coefficient (R), mean absolute error (MAE), root mean square error (RMSE), and
mean squared error (MSE) are introduced. The mathematical expressions of these indices
are defined as follows [32–34]. For the three prediction models in this section, to prevent
overfitting, the data set is divided into two parts, with 80% constituting the training set
and 20% the test set. Moreover, 10-fold cross-validation was performed.

R =

N
N
∑

i=1
(yt,i − yp,i)−

N
∑

i=1
yt,i

N
∑

i=1
yp,i√

[N(
N
∑

i=1
yt,i

2

)− (
N
∑

i=1
yt,i)

2

][N(
N
∑

i=1
yp,i

2

)− (
N
∑

i=1
yp,i)

2

]

(1)

MAE =

N
∑

i=1

∣∣yt,i − yp,i
∣∣

N
(2)

RMSE =

√√√√ 1
N

N

∑
i=1

(
yt,i − yp,i

)2

(3)

MSE =
1
N

N

∑
i=1

(
yt,i − yp,i

)2

(4)

where N is the number of samples, and yt and yp are the true and predicted values.
Theoretically, the closer the R is to 1 or the smaller the other three indicators are, the closer
the predicted value is to the true value, and the better the model prediction is.

3.2. PSO-ANN Neural Network

A neural network is a mathematical model that applies a structure similar to that of
the synaptic connections of the brain for information processing. It relies on the complexity
of the system to process information by adjusting the interconnections between a large
number of internal nodes [35]. ANN is widely used for function approximation, model
identification and classification, data compression, and time series prediction [36]. With
the sample data and network structure having been determined, the determination of
initial weights and thresholds is the most important factor affecting the model training and
prediction results. The random forest algorithm, genetic algorithm, ant colony algorithm,
and particle swarm optimization algorithm provide new insights for seeking the best range
of weights and thresholds [37–40].

The particle swarm optimization (PSO) algorithm, proposed by Kennedy and Eberhart
in 1995, is an optimization method based on swarm intelligence [41,42]. It simulates the
behavior of a flock of birds flying to feed, and the birds collaborate in order for the flock to
optimally achieve its purpose. Similar to the genetic algorithm, it is also population-based
stacked generation, but without the crossover and variation used in genetic algorithms;
instead, the particles search for the optimal particle in the solution space. PSO has the
advantage of being simple and easy to implement, with a profoundly intelligent back-
ground [43,44]. It is suitable not only for scientific research, but also for engineering
applications and does not have many parameters that need to be tuned. For this reason, this
section proposes the use of the PSO algorithm to solve for the optimal range of weights and
thresholds for the network [45]. The global search ability of the particle swarm algorithm is
used to optimize the topology, connection weights, and thresholds of the neural network.
The good global search ability of the particle swarm algorithm is combined with the good
local search ability of the ANN algorithm to improve the generalization ability and learning
performance of the neural network and to improve the overall search efficiency of the
neural network.
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Related studies have shown that single hidden layer networks can achieve arbitrary
nonlinear mappings by appropriately increasing the number of neuron nodes [46]. There-
fore, a single hidden layer is used for the neural network in this paper. For the neural
network, the number of neurons in the input layer is 5, the number of neurons in the
output layer is 1, and the number of neurons in the hidden layer is not unique in general.
Theoretically, if the number of neurons in the hidden layer is too small, the network cannot
learn well, and the prediction accuracy will be affected, but if the number of neurons is too
large, the training time will be too long, and will be prone to overfitting. The number of
neurons in the hidden layer is usually adjusted by trial by error.

Network structures with different numbers of neurons in the hidden layer were
established, and the training and testing errors on the dataset are shown in Figure 4. As can
be seen, the MSE is smallest when the number of neurons in the hidden layer is 7; thus, the
number of neurons in the hidden layer was chosen to be 7. The parameters of the whole
neural network are shown in Table 2, and the flowchart of the PSO-ANN network is shown
in Figure 5.

Buildings 2022, 12, x FOR PEER REVIEW 7 of 18 
 

swarm algorithm is used to optimize the topology, connection weights, and thresholds of 

the neural network. The good global search ability of the particle swarm algorithm is com-

bined with the good local search ability of the ANN algorithm to improve the generaliza-

tion ability and learning performance of the neural network and to improve the overall 

search efficiency of the neural network. 

Related studies have shown that single hidden layer networks can achieve arbitrary 

nonlinear mappings by appropriately increasing the number of neuron nodes [46]. There-

fore, a single hidden layer is used for the neural network in this paper. For the neural 

network, the number of neurons in the input layer is 5, the number of neurons in the out-

put layer is 1, and the number of neurons in the hidden layer is not unique in general. 

Theoretically, if the number of neurons in the hidden layer is too small, the network can-

not learn well, and the prediction accuracy will be affected, but if the number of neurons 

is too large, the training time will be too long, and will be prone to overfitting. The number 

of neurons in the hidden layer is usually adjusted by trial by error. 

Network structures with different numbers of neurons in the hidden layer were es-

tablished, and the training and testing errors on the dataset are shown in Figure 4. As can 

be seen, the MSE is smallest when the number of neurons in the hidden layer is 7; thus, 

the number of neurons in the hidden layer was chosen to be 7. The parameters of the 

whole neural network are shown in Table 2, and the flowchart of the PSO-ANN network 

is shown in Figure 5. 

1 2 3 4 5 6 7 8 9 10

0.001

0.002

0.003

0.004

M
S

E

Number of hidden layer neuron

 Train

 Test

 

Figure 4. Errors of the training set and the test set of different layer nodes. 

Table 2. PSO-BP network parameters used in this study. 

Parameter Settings 

Neural network  

Input layer neurons 5 

Hidden layer neurons 7 

Output layer neurons 1 

Epochs 100 

Learning rate 0.01 

Loss function MSE 

Back-propagation algorithm Levenberg-Marquardt 

Transfer function in hidden layer Tansig 

Transfer function in the output layer Purelin 

Alpha 0.001 

Beta 0.1 

Delata 0.01 

Figure 4. Errors of the training set and the test set of different layer nodes.

Table 2. PSO-BP network parameters used in this study.

Parameter Settings

Neural network
Input layer neurons 5

Hidden layer neurons 7
Output layer neurons 1

Epochs 100
Learning rate 0.01
Loss function MSE

Back-propagation algorithm Levenberg-Marquardt
Transfer function in hidden layer Tansig

Transfer function in the output layer Purelin
Alpha 0.001
Beta 0.1

Delata 0.01
Gama 0.1

Max_fail 6
Low_limit 0.1
Up_limiit 0.5

Particle swarm optimization algorithm
Learning factor C1 1.5
Learning factor C2 1.5

Swarm size 200
Maxgen 100

Lower bound velocity −5
Upper bound velocity 5
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Before data training, it is recommended to scale the database to a range of [−1, 1] by
the normalization procedure (Equation (5)) for faster convergence [47].

xnorm,i =
2× (xi − xi,min)

xi,max − xi,min
− 1 (5)

3.3. Comparison of Prediction Models

To highlight the performance of the model proposed in this paper, Eurocode 4 (EC4)
and the original ANN model are also employed for training and prediction. The results
are shown in Figure 6. To express these more clearly, the correlation coefficients between
experimental and predicted values for different models are plotted in Figure 7. With respect
to the PSO-ANN model, it can be observed that the data points cluster closely around the
diagonal line, reflecting a complete agreement between the predicted and the experimental
values, achieving a maximum correlation coefficient of 0.995 for the training set and 0.995
for the test set. Compared with EC4 and the original ANN model, at each sample point, the
predicted value of the PSO-ANN model matches well with the experimental one, proving the
accuracy and efficiency of the PSO-ANN model in capturing complex and nonlinear relations
between six input variables and the ultimate compressive strength of the CCFST columns.
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Additionally, the evaluation metrics of the training and test sets are presented in
Figure 8. It can be observed from both sets that R is close to 1, and low values for MAE,
RMSE, and MSE are achieved. This further verifies the accuracy and reliability of the
PSO-ANN model.



Buildings 2022, 12, 698 10 of 16

Buildings 2022, 12, x FOR PEER REVIEW 11 of 18 
 

0 1000 2000 3000 4000 5000 6000 7000 8000

0

1000

2000

3000

4000

5000

6000

7000

8000
 EC4 (R=0.921)

 ANN (R=0.942)

 PSO-ANN (R=0.989)

P
re

d
ic

te
d

 v
al

u
e 

(k
N

)

Experimental value (kN)  
(b) 

Figure 7. Correlation coefficients between experimental and predicted values for different models. 

(a) Training set. (b) Test set. 

EC4 ANN PSO-ANN
0

1

2

3

4

5

Model

 R

 MAE (×102)

 RMSE (×102)

 MSE (×105)

 

EC4 ANN PSO-ANN
0

1

2

3

4

5

Model

 R

 MAE (×102)

 RMSE (×102)

 MSE (×105)

 
(a) (b) 

Figure 8. Comparison of evaluation metrics under different prediction models. (a) Training set. (b) 

Test set. 

3.4. Development of Interactive Graphical User Interface 

Although the PSO-ANN model showed high accuracy and good performance in pre-

dicting the axial compression bearing capacity of CCFST columns, it is not convenient for 

use by structural designers, who prefer to use well-developed software when implement-

ing operations. For this reason, we developed a GUI to help users automatically output 

and display the results under variable inputs. As shown in Figure 9, the computer soft-

ware encourages the user to manually enter the required five parameters. Finally, the axial 

compression bearing capacity of CCFST columns is directly displayed by clicking on the 

Predict button. 

Figure 8. Comparison of evaluation metrics under different prediction models. (a) Training set.
(b) Test set.

3.4. Development of Interactive Graphical User Interface

Although the PSO-ANN model showed high accuracy and good performance in
predicting the axial compression bearing capacity of CCFST columns, it is not convenient for
use by structural designers, who prefer to use well-developed software when implementing
operations. For this reason, we developed a GUI to help users automatically output and
display the results under variable inputs. As shown in Figure 9, the computer software
encourages the user to manually enter the required five parameters. Finally, the axial
compression bearing capacity of CCFST columns is directly displayed by clicking on the
Predict button.

Buildings 2022, 12, x FOR PEER REVIEW 12 of 18 
 

 

Figure 9. PSO-ANN interactive graphical user interface. 

4. Influence of Design Parameters on Axial Bearing Capacity 

4.1. SHAP-Based Importance Factor Identification 

The results in Section 3 show that for a given combination of design parameters, the 

machine learning model can automatically predict the axial carrying capacity with high 

accuracy. However, understanding the effect of each design parameter on the axial capac-

ity of CCFST is of great significance for the design of the CCFST column; thus, it is neces-

sary to investigate the effect of each input variable on the output results. For this purpose, 

the Shapley additive explanation (SHAP) method is introduced in this section to analyze 

the importance and contribution of each variable to the output results. As a game theory-

based approach, the output model is constructed as a linear addition of the input variables 

in SHAP, which identifies whether the input variables contribute positively or negatively 

to each prediction [48,49]. The explanatory model g(x′) of the original model f(x) can be 

expressed as follows [50]. 

8

0

1

( ) ( ') 'i i

i

f x g x x 
=

= = +  (6) 

where x is the original input, and there is a mapping function ( ')xx h x=  between x and 

x′; φ0 indicates the constant value when all inputs are missing. 
The global importance factors for the eight input variables are shown in Figure 10, 

and it is worth noting that the important factors here represent the average of the absolute 

Shapley values for each feature across the sample data. From Figure 10, it can be observed 

that diameter is the most important input variable, followed closely by thickness, length, 

compressive strength, and yield strength. Furthermore, the positive or negative impact of 

each input variable on the output results can be explored through the SHAP summary 

plot as shown in Figure 11.  

As shown in Figure 11, each point represents the Shapley value for a particular input. 

As can be seen in Figure 11, the axial load carrying capacity increases with the increase of 

diameter (D), thickness (T), fc, and fy. Conversely, length (L) has a negative effect on the 

output results, with an increase in column length reducing the axial load capacity. 

Figure 9. PSO-ANN interactive graphical user interface.



Buildings 2022, 12, 698 11 of 16

4. Influence of Design Parameters on Axial Bearing Capacity
4.1. SHAP-Based Importance Factor Identification

The results in Section 3 show that for a given combination of design parameters, the
machine learning model can automatically predict the axial carrying capacity with high
accuracy. However, understanding the effect of each design parameter on the axial capacity
of CCFST is of great significance for the design of the CCFST column; thus, it is necessary
to investigate the effect of each input variable on the output results. For this purpose, the
Shapley additive explanation (SHAP) method is introduced in this section to analyze the
importance and contribution of each variable to the output results. As a game theory-based
approach, the output model is constructed as a linear addition of the input variables in
SHAP, which identifies whether the input variables contribute positively or negatively
to each prediction [48,49]. The explanatory model g(x′) of the original model f (x) can be
expressed as follows [50].

f (x) = g(x′) = ϕ0 +
8

∑
i=1

ϕix′i (6)

where x is the original input, and there is a mapping function x = hx(x′) between x and x′;
ϕ0 indicates the constant value when all inputs are missing.

The global importance factors for the eight input variables are shown in Figure 10,
and it is worth noting that the important factors here represent the average of the absolute
Shapley values for each feature across the sample data. From Figure 10, it can be observed
that diameter is the most important input variable, followed closely by thickness, length,
compressive strength, and yield strength. Furthermore, the positive or negative impact of
each input variable on the output results can be explored through the SHAP summary plot
as shown in Figure 11.
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As shown in Figure 11, each point represents the Shapley value for a particular input.
As can be seen in Figure 11, the axial load carrying capacity increases with the increase of
diameter (D), thickness (T), fc, and fy. Conversely, length (L) has a negative effect on the
output results, with an increase in column length reducing the axial load capacity.
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4.2. Quantification of the Influence Degree of Design Parameters on Bearing Capacity

SHAP-based studies qualitatively demonstrate the effect of each parameter on the
output and the interrelationship between the input parameters but fail to quantify the
extent of this effect. The random change of each parameter will have some effect on the
axial compression load capacity. Moreover, in a stochastic environmental setting, there are
almost no deterministic values for the content of these components [51]. To quantify this
effect, a sensitivity analysis of the parameters is performed. Firstly, random numbers were
used to simulate the experimental data according to the characteristics of the data set in
Section 2, and the data requirements are shown in Table 3.

Table 3. Statistics for random samples of design parameters.

Parameter Unit Mean Value Standard
Deviation

Coefficient of
Variation Sample Size Distribution

D mm 150 15 10% 10,000 Normal distribution
T mm 5 0.5 10% 10,000 Normal distribution
L mm 1750 175 10% 10,000 Normal distribution
fc MPa 45 4.5 10% 10,000 Normal distribution
fy MPa 350 35 10% 10,000 Normal distribution

To study the variation in axial compression bearing capacity caused by the variation
of a single variable, a normally distributed random sample with a coefficient of varia-
tion of 10% was generated for each parameter by referring to relevant studies by other
scholars [40,51]. The distribution of each parameter sample with its corresponding axial
compression bearing capacity variation is shown in Figure 12. It can be seen from Figure 13
that the random fluctuations of D and T are most likely to cause fluctuations in the axial
bearing capacity. The coefficients of variation of the axial compression bearing capacity
due to fluctuations of the five design parameters are 15.81%, 7.01%, 3.29%, 1.69%, and
0.99%, respectively. These results indicate that the diameter is the dominant factor in the
variation of the axial compression bearing capacity, and the variation of diameter causes
the variation of bearing capacity (15.81%) beyond the variation of diameter (10%). The
coefficient of variation of the bearing capacity caused by the fluctuation of the other four param-
eters is less than 10%. The quantitative analysis of these variation coefficients is significant for
guiding the design and construction of the CCFST column. It is worth mentioning that these
quantitative indicators are obtained from the axial bearing capacity analysis under the current
data set with the mean value of the parameters as the determined values of the configuration
parameter for the stochastic environment. When the data set or the determination value of the
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configuration parameter is changed, the degree of variation of the bearing capacity caused by
any one parameter under the same random degree may be different, but the ranking of the
parameters causes the degree of variation of the axial bearing capacity should be the same.
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Figure 13. Variation in axial compression load capacity caused by each design parameter.

5. Conclusions

In this work, a hybrid PSO-ANN model was employed for the prediction of the axial
bearing capacity of CCFST columns, and a SHAP-based parametric sensitivity analysis was
performed. The main conclusions are summarized as follows.

(1) The PSO-ANN model can accurately capture the nonlinear relationship between
the five input parameters and the axial bearing capacity of CCFST columns with a
correlation coefficient of 0.99 for both training and test sets.

(2) The prediction performance of the PSO-ANN model proposed is superior to that of
the EC4 and original ANN model with regard to the R, MAE, RMSE, and MSE.

(3) A GUI using MATLAB was developed tentatively to achieve automatic output and
display of the axial bearing capacity of CCFST columns under manual keying of input
variables, which could help structural designers in determining some initial estimates
of the outcomes before performing any extensive laboratory or fieldwork.

(4) Among the five design parameters affecting the bearing capacity of the CCFST column,
diameter is the dominant factor, followed by steel tube thickness, length, compressive
strength of concrete, and yield strength of steel. Except for the length, the increase of
the other four parameters plays a positive role in the axial capacity, and the fluctuation
of diameter in a random environment can lead to the variation of bearing capacity
beyond its own variation range.

(5) The research in this paper can assist or partially replace laboratory compression
experiments of CCFST columns to achieve time and cost savings, and it can also be
used as a convenient and reliable candidate for decision-making in the field of CCFST
column construction and design.
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