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Abstract: Pollutants from construction activities of building projects can have serious negative im-
pacts on the natural environment and human health. Carrying out monitoring of environmental
pollutants during the construction period can effectively mitigate environmental problems caused by
construction activities and achieve sustainable development of the construction industry. However,
the current environmental monitoring method relying only on various sensors is relatively singlar
which is unable to cope with a complex on-site environment We propose a mechanism for environ-
mental pollutants identification combining association rule mining and ontology-based reasoning
and using random forest algorithm to improve the accuracy of identification. Firstly, the ontology
model of environmental pollutants monitoring indicator in the construction site is built in order to
integrate and share the relative knowledge. Secondly, the improved Apriori algorithm with added
subjective and objective constraints is used for association rule mining among environmental pollu-
tants monitoring indicators, and the random forest algorithm is applied to further filter the strong
association rules. Finally, the ontology database and rule database are loaded into a Jena reasoning
machine for inference to establish an identification mechanism of environmental pollutants. The
results of running on a real estate development project in Jiangning District, Nanjing, prove that this
identification mechanism can effectively tap the potential knowledge in the field of environmental
pollutants monitoring, explore the relationship between environmental pollutants monitoring indica-
tors and then overcome the shortcomings of traditional monitoring methods that only rely on sensors
to provide new ideas and methods for making intelligent decisions on environmental pollutants in a
construction site.

Keywords: environmental pollutants; monitoring system; association rule mining; ontology-based
reasoning; random forest; construction site

1. Introduction

The rapid development of the construction industry has made significant contributions
to the improvement of China’s national economy and people’s lives, but it has also caused
a relatively obvious negative impact on the natural environment [1–3]. Compared with
other projects in the construction industry (such as bridge projects or tunnel projects),
construction projects are more concentrated in places where human beings gather, which
will have a more serious influence on the daily life and physic health of the surrounding
people [4–7]. According to statistics, environmental pollution caused by various types of
construction activities accounts for 34% of all pollution, and this is especially dominated
by the environmental problems generated during the construction phase of the project [8].
Therefore, the management of environmental pollutants from construction sites is essential
to reduce the impact of construction on human beings and to further realize the sustainable
development of the construction industry.

The focus of previous studies on the control of environmental pollutants at construc-
tion sites can be divided into three parts: pollutants prediction in the pre-construction
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phase, quantitative analysis in the post-construction phase and real-time monitoring in the
construction phase. However, both the pollutants prediction before construction and the
quantitative analysis after construction have some unavoidable defects, which are specifi-
cally reflected in the following two points: prior studies [9,10] on pollutants prediction fail
to predict pollutant emissions where unpredictable and complex labor is undertaken; quan-
titative analysis [11–15] using experimental methods in the post construction stage cannot
effectively identify the potential emission risks in the construction process. These functions
depend on the real-time monitoring of environmental pollutants in the construction phase
to achieve accuracy. At present, in the context of green construction and smart site develop-
ment in the construction industry, the construction site of each project has basically realized
the full configuration of environmental monitoring equipment, mainly using various types
of sensors to sense the state of the environment in real time, and when the index monitoring
value exceeds the system preset value, the recognition signal is issued. Further, in order
to achieve more accurate and timely monitoring at construction sites, Internet of Things
technology [16–18], sensor networks [19], convolutional neural network [20,21] and some
software programs [22] are introduced. However, the traditional pollutants identification
mechanism is relatively simple [23], when the monitoring data collected and transmitted
are abnormal or real environmental emergencies occur, the management personnel are
likely to fail to make the correct judgment in time due to the lack of relevant professional
knowledge. Besides, there are still another limitation of the previous research: the field
of environmental pollutants monitoring involves a wide range of knowledge, and the
research topics are cultivated under the joint action of engineering technology and envi-
ronmental ecology [24], requiring multi-disciplinary synergy, while the current knowledge
distribution is fragmented and usually presented in the form of written text or expert
experience, making it difficult to realize the integration and sharing of knowledge. There
is thus a need to establish a way to identify environmental pollutants in construction site
monitoring so that on the one hand knowledge in the field can be integrated and shared,
and on the other hand when abnormal monitoring data and unexpected accidents occur
with traditional monitoring methods, further judgments on the current environmental
pollution situation can be made based on the identified pollutants, improving monitoring
efficiency and accuracy.

Association rule mining (ARM) is a knowledge discovery method for finding correla-
tions and causal associations between frequent items or attribute sets in a database, first
proposed by Agrawal et al. [25] in 1993 for the shopping basket problem, and is mainly
used to discover hidden association relationships between data. In the domain of con-
struction engineering, the association rule is frequently employed to uncover correlations
between causes and accidents [26] and risk monitoring [27] in the construction safety area
to compensate for the weaknesses of qualitative approaches in finding the probable causes
of construction accidents. In essence, ARM is a simple and useful approach for identifying
frequent itemsets between unknown parameters and generating strong association rules
from huge datasets, especially since it can find frequent itemsets and association rules
between diverse anomalous circumstances that have been tracked [28]. Therefore, associa-
tion rule mining can be adopted to analyze the association relationship between various
indicators of environmental pollutants. When the sensor at the construction site fails or the
data transmission is abnormal, the association rule can be implemented to jointly identify
the risk factors using other related parameters, thus reducing, to a certain extent, the errors
caused by the insufficient amount of sensor information. Using association rule mining
alone cannot build a readable and verifiable model [29], and the strong association rules
obtained from association rule mining can be further verified utilizing the random forest
algorithm to improve the accuracy rate. Conventional data analysis methods are not easily
avoiding the interaction between independent variables, while random forest, as one of
the emerging machine learning algorithms, requires low datasets, runs stably and has no
overfitting and covariance problems [30]. Many scholars have studied the combination
of association rules and random forests, all of which have shown excellent accuracy and
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advantages in addition. Lee et al. [31] used the random forest algorithm for the post-mining
process of association rules and based on this process, mines RME terms from the text
to further construct domain knowledge. Qu et al. [32] proposed a joint association rule
and random forest regression algorithm for seismic multi-attribute sand body thickness
prediction and numerically verified that the method can effectively identify redundant
features in seismic multiple attributes.

Of necessity, the knowledge in the field of environmental pollutants monitoring at
construction sites requires integration and sharing before using association rule mining
analysis, and this function needs to be realized by building ontology models. Ontology
is the formal conceptualization of knowledge in a certain domain [33] which helps en-
sure consistent semantics and avoid inconsistent representations under different systems.
Ontology-based reasoning is based on the concepts and properties of ontologies and ex-
tracts the knowledge implicit in explicit definitions and statements through a processing
mechanism. In the field of construction engineering, the technology of ontology-based
reasoning has also been deployed and promoted, including domain knowledge base es-
tablishment, construction safety control and project risk prevention and control. However,
there are certain shortcomings in this area of research. First, few ontology models for
environmental pollutants monitoring have been proposed; second, the rule base used
to accomplish ontology-based rule inference is either predefined [34] or based on expert
opinions [35], which lacks constant updates. In contrast, using strong association rules
derived by association rule mining methods as the rule base for ontology reasoning can
nicely solve the above problems. The rule base thus formed is not static but is continuously
learned through association rules. In summary, the purpose of this paper is to construct an
environmental pollutant identification mechanism, founded on association rule mining and
ontology-based reasoning, to explore the relationship between environmental pollutant
monitoring indicators and then to overcome the shortcomings of traditional monitoring
methods relying only on sensors.

The remainder of the paper is structured as follows: Section 2 presents related work.
Section 3 describes the methods used in the study including ontology, association rule
mining, Jena reasoning rules, random forest and identification mechanism. Section 4
demonstrates the concrete implementation of the method using a specific real estate devel-
opment project in Jiangning District, Nanjing. Finally, the paper is concluded along with
future work.

2. Literature Review
2.1. Monitoring of Environmental Pollutants

In the context of mutual integration of industrialization and informatization, infor-
mation technology, such as Internet of Things (IOT), Building Information Model (BIM),
Remote Sensing (RS), Global Position System (GPS) and Geographic Information System
(GIS), plays a role in monitoring environmental pollutants at construction sites, helping
to realize real-time perception of environmental conditions at construction sites and de-
veloping multifunctional monitoring system platforms. Wong et al. [36] developed an
integrated microenvironmental system which, combined with the application of Global
Position System (GPS), Wireless Fidelity (WIFI), 3rd-Generation (3G) and other technolo-
gies, can transmit the monitoring information of a location to the system in real time for
analysis and evaluation by the managers. Smaoui et al. [37] created a real-time monitoring
system that used a low-cost dust sensor to track worker dust exposure and displayed the
data using BIM. Kim et al. [22] created a system (CPSM) to control particulate matters in
real time at different locations on a building site using Internet of Things technology.

Most of the previous researchers started from improving the monitoring technology
of environmental pollutants at construction sites to improve its sensitivity and precision.
Even so, there are still many defects in the monitoring technology, and the accuracy of
environmental pollutants monitoring cannot be firmly guaranteed when there are abnor-
malities in the monitoring data collected and transmitted at construction sites. In addition,
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the utilization rate of construction site environmental monitoring data is low, and there is a
lack of a mechanism for knowledge sharing.

2.2. Association Rule Mining

Knowledge Discovery in Database (KDD) research becomes very active due to the
wide application of relational databases and the advantages of a unified organizational
structure, an integrated query language and equality between relations and attributes [38].
The term was first proposed by Piatetsky-Sharpiro at the International Joint Academic
Conference on Artificial Intelligence held in 1989 and was classically defined by scholars
such as Fayyad and Piatetsky-Sharpiro in 1996: knowledge discovery refers to the non-
trivial identification of valid, novel, potentially useful and ultimately understandable
patterns from raw data process.

Association rule mining is an indispensable tool to realize the process of knowledge
discovery that is used to find interesting relationships between variables in huge databases.
At present, the research related to association rule mining is more mature, and it is generally
solved using exact algorithms or intelligent algorithms, such as Apriori algorithm [25],
FP-growth (frequent pattern growth) algorithm [39], Eclat algorithm [40], genetic algo-
rithm [41,42], ant colony optimization algorithm [43] and particle swarm Optimization
algorithms [44]. The Apriori algorithm is the most basic and widely used algorithm in
discovering the association rules among different attributes, which has the advantage of
simple ideas and easy implementation.

In the field of construction engineering, association rule mining has also been widely
studied in applications. Cabello et al. [26] utilized the association rule method of data
mining to extract knowledge from the historical data of construction accidents to iden-
tify potential hazards to develop effective safety procedures. Sun et al. [45] classified the
window-opening duration modes in the observed workplace using the K-means cluster-
ing approach. Then, association rule mining was used to discover the window-opening
behavior modes and contributing variables. Tao et al. [46] applied the method of associ-
ation rules to explore the causes of collapse in construction accidents. Antonio et al. [26]
utilized the association rule approach to extract information from past occupational data
of construction accidents in order to assist managers in identifying common situations
that may be avoided in the future. Association rule mining algorithms can be very good
at analyzing the correlation of data, especially the cause-effect relationship between data,
and, therefore, can fully exploit the invisible knowledge in the domain. At present, the
application of association rule mining in the construction engineering is mostly focused on
energy consumption and safety management, and it has not been studied in depth in the
monitoring of environmental pollutants.

2.3. Ontology-Based Reasoning

The concept of ontology has been gradually enriched since it was introduced into the
computer field in the 1980s and 1990s and applied to artificial intelligence. Gruber [33]
provided a classical definition of ontology as a normative account of conceptualization,
but this definition does not fully summarize the essence of ontology. Borst et al. [47]
added more to clarify the nature of ontology and proposed the concept of ontology sharing.
Studer et al. [48] continued to expand on Borst’s definition by proposing a definition that
is highly accepted by expert scholars in various fields: an ontology is an explicit formal
specification of a shared conceptual model.

With the deepening of ontology research, scholars have constructed a large number
of ontologies and believe that these ontologies can be classified into four major categories
based on different characteristics. Table 1 compares the different ontology types.

In recent years, with the deepening research on ontology theory, ontology-based
reasoning has been broadly applied in the fields of knowledge management [35], semantic
segmentation [53], biomedicine [54] and risk warning [55]. In the field of construction
engineering, this technology has also been deployed and promoted, including domain
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knowledge in base construction, construction safety control and project risk prevention.
Tserng et al. [56] developed an ontology-based risk management framework that can
improve the effectiveness of risk management using past experience. Moradi et al. [57]
formulated a conceptual model of quality assurance ontology that can provide a unified
representation of information for consistency testing of urban construction quality. Based
on the above analysis, reasoning about ontologies has multiple applications: for the builders
of ontologies, the main role of reasoning is to detect conflicts and optimize representations
and ontology fusion; for the users of ontologies, the role of reasoning is mainly to obtain
knowledge in ontologies and apply knowledge in ontologies to solve problems.

Table 1. Classification of ontologies.

Ontology Type Characteristics

Representation ontology [49]
It is related to knowledge representation and refers to the ontology
used to obtain the expression of meta-words that formalize
knowledge in a particular knowledge representation system.

Generic ontology [50]
It is mainly used to study generic concepts and relationships between
concepts, independent of a specific domain, and can be shared on a
larger scale.

Domain ontology [51] It focuses on concepts and the relationships between concepts in a
specific subject area and is a specialized ontology.

Application ontology [51,52]
It describes knowledge that relies on both a specific field and a topic
and is linked to domain-specific expertise and problem-solving
methods.

3. Methodology

Aiming at the problems of difficult integration and sharing of knowledge in the
process of environmental pollutants monitoring in construction site, the ontology model
is firstly constructed on the premise of ontology theory. Secondly, the classical algorithm
of association rules, Apriori algorithm, is improved by adding subjective and objective
interest constraints to form the constrained Apriori algorithm to address the shortcomings
of low mining efficiency of traditional algorithm. The random forest algorithm is applied
to further filter the strong association rules. Finally, on the basis of the ontology model
and association rule mining results, Jena rule language is used to write reasoning rules in
order to establish an identification mechanism of environmental pollutants. The overall
methodology is presented in Figure 1.

Figure 1. The methodology of this research.
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3.1. Ontology Establishment

A complete ontology usually contains five basic elements: Concept, Relations, Func-
tion, Axioms and Instances, which are expressed as:

O = {C, R, F, A, I} (1)

In the above formula:

O—Complete ontology model;
C—Concept, also called Class, is a model for describing objects or events in a domain;
R—Relations, used for describing the links between concepts or classes;
F—Function, a special representation of relations between concepts, connects two concepts
with a mapping relation;
A—Axioms, a recognized fact or rule in the ontology, is used to constrain classes
and relationships;
I—Instances, representing the physical presence of a certain class, as concrete objects of
this class.

There is no unified standard for an ontology construction method at present. Based on
different application fields and requirements, scholars have proposed skeleton method [58],
TOVE method [58], IDEF5 method [59], METHONTOLOGY method [60], five-step cycle
method [61] and seven-step method [59]. Among them, the application of Stanford’s seven-
step method is relatively mature, which is dedicated to the construction of domain ontology.
The semi-automatic construction of ontology can be realized by using Protégé software,
and the constructed ontology is highly detailed. This paper will use the seven-step method
to establish the ontology.

(1) Ontology domain and scope

The ontology model of environmental pollutants monitoring indicator in construction
site belongs to the field of construction engineering, and the research scope is environmental
pollution and ecological destruction in the construction stage of the project.

(2) Domain knowledge acquisition

It is vital to obtain the existing ontology and important terms related to “construction
engineering”, “project construction” and “environmental pollutants monitoring” and to
acquire the knowledge needed to construct ontology by consulting the literature, standards
and expert research.

The available ontology is searched from top ontology, database, online ontology library,
saurus and other ontology resource libraries. The existing ontology related to this ontology
model in the search results includes green construction ontology, construction quality
ontology, construction noise ontology and safety construction ontology. However, these
ontologies are different from the research direction of this paper, and only parts of the
contents are similar and cannot be reused directly. Therefore, this paper will obtain the
domain-important terminology to reconstruct a new ontology based on these ontologies.

Firstly, important terms in the field are extracted from relevant national standards,
books, papers and internet information. Secondly, for the preliminary term set, it is required
to listen to the opinions of relevant experts, standardize term expression, delete duplicate
concepts and ensure the uniqueness of semantics. As a consequence, the important terms
in the relevant field will be represented as classes or properties in the ontology.

(3) Class and class level definition

Class is the most fundamental component unit in ontology, which is an abstract de-
scription of objective things with the same characteristics. On the level classification of
classes, it generally includes three methods: top-down method, bottom-up method and
comprehensive method. Top-down method starts from top-level concepts, refines decompo-
sition step by step and finally forms concrete entities; bottom-up method indicates that the
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top-level concept is formed by starting from specific examples and gradually summarizing;
comprehensive method is the comprehensive application of the above two methods.

In this paper, the comprehensive method is used to define the class level, and the
concepts in the relevant field are preliminarily abstracted into nine categories: Construction
Project, Environment Impact, Monitoring Item, Monitoring Indicator, Monitoring Site,
Monitoring Time, Monitoring Level, State of Environment and Countermeasure, as shown
in Figure 2.

Figure 2. Basic classes of the ontology model for identifying environmental pollutants.

(4) Property and property restrictions creation

The next task is to describe the relationship between classes and the characteristics
of the class itself, that is, the definition phase of object properties and data properties. At
the same time, in order to construct the ontology model more accurately and completely,
we are required to define the Domains, Ranges and Characteristics of properties and add
Quantifier Restrictions, Cardinality Restrictions or “has” Value Restrictions. Some object
properties and data properties are shown in Tables 2 and 3.

Table 2. Definition of object properties.

Object Properties Domains Ranges

has Environment Impact Construction Project Environment Impact

has Monitoring Item Construction Project Monitoring Item

has Monitoring Indicator Monitoring Item Monitoring Indicator

has Monitoring Site Monitoring Indicator Monitoring Site

is Monitored in Monitoring Indicator Monitoring Time

Table 3. Definition of data properties.

Data Properties Domains Ranges

has Project Name Construction Project xsd: string

has Project Scale Construction Project xsd: string

has Construction Time Construction Project xsd: string

has Monitoring Value Monitoring Item xsd: decimal

has Monitoring Unit Monitoring Item xsd: string

(5) Individual creation

Individual creation is a crucial step in the process of ontology model construction,
which realizes the correspondence between abstract concepts and specific examples and
enriches the ontology knowledge database. Specific individuals in this paper will be
illustrated in Section 4.

(6) Ontology verification

After the completion of the individual creation, the whole ontology model has been
preliminarily constructed. However, due to semantic contradictions or logical errors in the
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ontology creation process, it is still important to check the consistency of the initial ontology
model. In this paper, the HermiT 1.4.3.456 reasoning machine of Protégé software is used for
reasoning to complete ontology verification, including checking the consistency of ontology
and data description based on OWL language to judge the consistency of statement logic;
according to the relationship between model declarative reasoning concepts, judging
whether the declarative logic conforms to the domain understanding; and identifying
repeated names. Errors are corrected in the ontology model until the consistency check is
passed, and the final ontology model is shown in Figure 3.

Figure 3. Final ontology model.

3.2. Association Rule Mining

Association rule is a rule-based machine learning method to reflect the interdepen-
dence or relevance between one thing and other things [62]. The typical application of
association rules is to analyze the shopping basket data in supermarkets and analyze cus-
tomers’ purchasing habits by discovering the relationship between different commodities
in the shopping basket. The basic model of association rules mainly includes the concepts
of itemset, frequent itemset, support number, support degree and confidence degree, which
are introduced as follows:

Suppose I = {I1, I2, · · · , Im} is a collection of all items, D is a transaction database or
transaction set and transaction, T, is a subset of items (T ⊆ I). Let A be a set composed of
items, which is called itemset. Transaction T contains itemset A if and only if A ⊆ T. If
itemset A contains k items, it is called k-itemset. The number of times itemset A appears
in the transaction database D is called the number of supports (σ) for itemset A. The
number of occurrences of itemset A in transaction database D as a percentage of the total
transactions in D is called the support of itemset A. If the support of an itemset exceeds the
minimum support set by the user, it is called a frequent itemset.

The logical implication of association rules can be expressed as X ⇒ Y , where X is the
antecedent of association rules (LHS), Y is the consequent of association rules (RHS) and
X ⊂ I, Y ⊂ I, X ∩ Y = ∅. If S% of transactions in transaction database D contain X ∪ Y,
then the support of association rule X ⇒ Y is S%. At the same time, if C% of itemset X
contains X ∪Y, then the confidence of association rule X ⇒ Y is called C%. Thus, support
and confidence can be expressed as:

Support(X ⇒ Y) = P(X ∪Y) = σ(X ∪Y)/D (2)

Support(X ⇒ Y)—Support of association rule X ⇒ Y ;
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P(X ∪Y)—Probability of simultaneous occurrence of X and Y, where X ∪ Y should be
distinguished from concepts in mathematics;
σ(X ∪Y)—Number of simultaneous occurrences of X and Y in datasets;
D—Total number of records in dataset D.

Con f idence(X ⇒ Y) = P(Y|X ) = σ(X ∪Y)/σ(X) (3)

Con f idence(X ⇒ Y)—Confidence of association rule X ⇒ Y ;
P(Y|X)—Probability of Y when x appears;
σ(X ∪Y)—Probability of simultaneous occurrence of X and Y;
σ(X)—Number of occurrences of X in dataset D.

Association rules mining mainly includes two steps [63]:

(1) Find all frequent itemsets, that is, all itemsets satisfying minimum support.
(2) Find strong association rules from frequent itemsets, that is, support and confidence

meet the user‘s threshold.

Apriori algorithm, which is the most common algorithm, is designed based on associa-
tion rules mining in two steps: the first step is to find all frequent itemsets in the transaction
database through iterative loop; the second step is to construct rules that satisfy minimum
confidence using frequent itemsets. The core of Apriori algorithm, the implementation
process of mining all frequent itemsets, is shown in Figure 4. The basic realization steps are
the following:

(1) Input datasets and user-set minimum support min_sup.
(2) Scan the dataset, calculate the support of each itemset and generate a set composed of

frequent one-itemsets L1.
(3) Perform the step for connecting. In order to form a set composed of frequent k-itemsets,

generating a set composed of candidates frequent k-itemsets is a prerequisite. Suppose
m, n ⊂ Lk−1, m = {m1, m2, · · · , mk−2, mk−1}, n = {n1, n2, · · · , nk−2, nk−1}, and when
1 ≤ i ≤ k − 1, mi = ni; when i = k − 1 and mi 6= ni, then
m ∪ n = {m1, m2, · · · , mk−2, mk−1, nk−1} is a candidate frequent k-itemset, which
is also an element of Ck.

(4) Perform the step for pruning. Ck is a hyperset of Lk, which means some elements of
Ck may not be frequent. When Ck is large, it will bring a huge amount of calculation.
In this regard, it is a good method to reduce the size of Ck by using the nature of
association rules: “hyperset of non-frequent itemset is still non-frequent itemset”.
That is to say, when a k − 1 subset of the candidate frequent k-item set is not an
element in Lk−1, it shows that the candidate frequent k-item set is also non-frequent
and can be removed from Ck.

(5) Rescan the dataset and calculate the support of each candidate itemsets in Ck.
(6) Eliminate the itemsets that do not meet the minimum support in Ck to form a set Lk

composed of frequent k-itemsets.
(7) Through iterative loop, steps (3)–(6) above are repeated until the set of new frequent

itemsets (non-empty sets) cannot be generated. At this point, Apriori algorithm finds
all frequent itemsets satisfying the minimum support.

After all frequent itemsets are mined, they can be directly used to generate strong
association rules satisfying the minimum support, min_sup, and the minimum confi-
dence, min_conf:

(1) For each frequent itemset l, generate all the non-empty subsets of l.
(2) For each non-empty subset of l, output the rule “ s⇒ (l − s)” if σ(l)/σ(s) ≥min_conf.

However, association rules mining based on traditional Apriori algorithm usually
produces more users’ uninterested rules or deceptive rules from frequent itemsets under
the support-confidence framework, resulting in low efficiency of actual mining. In view
of the shortcomings of classical Apriori algorithm, this paper proposes constraint Apriori
algorithm to improve it. By adding constraint steps that reflect the actual needs of users in
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Apriori algorithm, the generation of useless rules is effectively reduced, and the mining
efficiency of association rules is improved.

Figure 4. Implementation process of mining all frequent itemsets using Apriori algorithm.

In the current research [64,65], there are five types of common constraint relations:

(1) Interest degrees constraints: reflect users’ interest in rules, such as basic support
and confidence;

(2) Rule constraints: specify the form of mining rules and emphasize rule templates,
including the number of assertions, property relationships, property values that
appear in the antecedent and consequent of association rules;

(3) Knowledge type constraints: constrain the type of mining knowledge, such as
association rules;

(4) Data constraints: limit the mined dataset;
(5) Dimension or layer constraints: describe data dimension or abstract level for mining rules.

The constraint relationship can be divided into objective interest constraint and sub-
jective interest constraint from the subjective and objective perspectives. The objective



Buildings 2022, 12, 2111 11 of 24

interest constraint will help to eliminate some inconsistent rules, and the most commonly
used objective interest measure is lift. Lift reflects the influence of rule antecedents on rule
consequents, which is expressed as:

li f t(X ⇒ Y) = P(Y|X)/P(Y) = σ(X ∪Y)/σ(X)× σ(Y) (4)

li f t(X ⇒ Y)—Lift of association rule X ⇒ Y ;
P(Y|X)—Probability of Y when x appears;
P(Y)—Expected confidence of Y, represents the probability of Y in dataset D;
σ(X ∪Y)—Probability of simultaneous occurrence of X and Y;
σ(X)—Number of occurrences of X in dataset D;
σ(Y)—Number of occurrences of Y in dataset D.

The P(Y) in the formula is called the expected confidence of the rule consequent Y,
which describes the support of the rule consequent Y itself without the rule antecedent
X. The larger the lifting degree is, the greater the influence of rule antecedent X on rule
consequent Y is. In general, the lifting degree of effective association rules should be
greater than 1, and only when the confidence degree of association rules is greater than
the expected confidence degree can the emergence of X promote the emergence of Y, and
the also shows that there is a certain degree of correlation between them. If the degree of
action is not greater than 1, this association rule is usually meaningless.

Subjective interest reflects researchers’ subjective attention to specific association rules
for some reasons, which is more closely related to researchers themselves. In the study of
this paper, since more attention is paid to the environment pollutants of the construction
site, it is more desirable to take the indicators reflecting the pollution as the consequent of
the association rules to a subjective extent. In order to achieve this goal, rules constraints
can be added to the Apriori algorithm, rule templates are introduced, and the item sets of
rule consequents are limited so as to reduce the mining of invalid rules.

Considering all the constraints, this paper adds the lifting indicator and rule template
which reflect the objective interest and subjective interest in Apriori algorithm to form the
constraint Apriori algorithm and then mine the subsequent association rules. This paper
mainly uses R language and R Studio software to realize rule mining based on constraint
Apriori algorithm. In R Studio software, the R package rules related to association rules
mining are called, and then the dataset is imported. The parameters and conditions required
for the application of constrained Apriori algorithm are set. Finally, the program is run to
mine and visualize the rules.

3.3. Random Forest

Using association rule mining alone cannot build a readable and verifiable model,
and the strong association rules obtained from association rule mining can be further
verified utilizing the random forest algorithm to improve the accuracy rate. Random forest
is a supervised machine learning algorithm consisting of a decision tree and a bagging
framework, where each tree is independent of the other [66]. “Random” in random forest
means that samples are randomly selected from the original data to form a subset of data,
with the row variables and column observations being randomly drawn each time. “Forest”
in random forest is a collection of decision trees in the form of a single decision tree, each
of which varies depending on the features used in its construction. While decision trees
individually are less effective in solving classification problems, the output of the random
forest algorithm is superior.

The random forest construction process is roughly as follows: Firstly, the sample set is
randomly drawn from the dataset as the training set according to the Bagging algorithm
with release, ensuring that the samples in each training set are not identical. Secondly, the
corresponding decision trees are generated according to each training set, and some of the
features in the corresponding features of the samples are randomly selected to train the
decision trees. Finally, the voting results of each decision tree are counted, and the plurality
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or average is taken as the voting result to get the final classification. The introduction
of two randomnesses, random features and random data, is crucial to the classification
performance of random forests which means the random forest does not easily fall into
overfitting and has good noise immunity. To validate the accuracy of the strong association
rules obtained from association rule mining, the input variables of the random forest model
constructed in this paper are the antecedents of each strong association rule, the output
variables are the consequents of each strong association rule and the accuracy threshold of
the prediction results is set to filter the rules.

3.4. Jena Reasoning Rules

The typical ontology reasoning machine systems are Jena, Jess, Pellet, Racer and
FACT++. In these reasoning machine systems, Jena reasoning machine is more comprehen-
sive and supports multiple languages. It integrates various operations on ontology and can
realize ontology parsing, storage, query and other functions. It can also reason based on
user-defined rules. Therefore, this paper uses the Jena reasoning machine.

Jena reasoning machine itself has some general rules based on ontology characteristics.
However, these generic rules cannot describe the structured and unstructured relationships
for a specific domain or in a specific task, so custom construction of the relevant rules using
a machine-understandable language is also needed. The rules applied in reasoning can be
described by traditional grammar as IF <condition> THEN <conclusion>, that is, when the
premise conditions of the rules are met, the rules are executed and the reasoning results
are generated. Yet this syntax structure cannot be combined with ontology description
language, so it is necessary to transform the expression of rules. At present, the common
rule description language compatible with ontology description language is the language
structure used by SWRL [67] and Jena custom rules. This paper uses the rule language
structure based on Jena to write and express rules.

In the Jena reasoning machine, the reasoning rule is defined as the rule object in the
Java system, which is composed of three parts—premise, condition and conclusion—and
satisfies the triple pattern. The basic expression is:

[rulename : (x P1 y)(y P2 z)→ (x P3 z)] (5)

Among them, rulename is the rule name; (x P1 y)(y P2 z) is the subject of the rule;
(x P3 z) is the head of the rule; P1, P2, P3 describe the relationship between x and y, y and z,
and x and z, respectively; and the relationship described by P3 is obtained by reasoning,
which means that the implicit relationship between x and y can be obtained by reasoning.
Therefore, based on this rule framework, this section will refer to the relevant national
norms, the association rules excavated above and the relevant elements in the ontology
model to represent the rules in the field of environmental pollutants monitoring in a
construction site and then construct the rule database. Some important rules are shown
in Table 4. Among them, use En as the abbreviation of http://www.owl-ontologies.com/
Environment.owl (accessed on 15 December 2020); considering the program’s recognition
exception for symbols, “PM2.5” is replaced with “PM2”.

Table 4. Examples of Jena reasoning rules.

Description of Rules Representation of Rules

When pH is in the range of 6–9, the pH
emission standard grade is 1

[rule_4:(?x rdf: type En# pH) (?x En# has pH Value ?y)
greater Than (?y 6) less Than (?y 9) -> (?x En# has
Monitoring Level En# Level 1)]

When the NH3—N concentration is less
than 15, the NH3—N emission standard
level is 1

[rule_6:(?x rdf: type En# NH3-N) (?x En# has
Concentration of NH3-N ?y) less Than (?y 15) -> (?x
En# has Monitoring Level En# Level 1)]

http://www.owl-ontologies.com/Environment.owl
http://www.owl-ontologies.com/Environment.owl
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3.5. Identification Mechanism

The identification mechanism of environmental pollutants in construction site moni-
toring is mainly based on the matching of ontology individual data and association rules to
obtain reasoning results. The main design ideas are as follows:

(1) The environmental monitoring data of the construction site are added as an individual
to the built ontology model in order to update the ontology library;

(2) The environmental monitoring data of the construction site are backed up in the
database, the association rules are analyzed after the pretreatment of the monitoring
data in the database, and the effective association rules are obtained and imported
into the rule base to achieve real-time updates;

(3) The updated ontology model and custom rules are loaded into the ontology reasoning
machine to perform parsing and reading operations to form a model object with
reasoning mechanism;

(4) The reasoning query results, mainly including judging whether the value of the
monitoring indicator exceeds the threshold and judging whether the monitoring
indicator level is reasonable, are returned based on reasoning rules. If the monitoring
value is within the threshold range and the indicator level is reasonable, the good
environmental information is output; if the monitoring value exceeds the threshold
and the indicator level is reasonable, the environmental risk information is output; if
the indicator level is unreasonable, the reminding information that monitoring may
be abnormal is output, and managers are responsible for confirming the monitoring.
The specific strategy is explained in Figure 5.

Figure 5. Design ideas of identification mechanism.
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4. A Case Study

This paper takes a real estate development project (Plot NO. 2019G83) which covers
an area of about 43,000 square meters in Jiangning District of Nanjing City as the research
case to demonstrate the detailed process of association rule mining. This site is located in
Hushu Street, Jiangning District, Nanjing, east to North Baota Road, south to the planned
road, west to Xixu Road and north to Youyi Road. The exact location of the site is illustrated
in Figure 6.

Figure 6. The exact location of Plot NO.2019G83.

4.1. Individual Creation in Ontology

The fifth step of the ontology model building is to create an individual which realizes
the correspondence between abstract concepts and specific examples. In this case part of
the individuals is shown in Table 5.

Table 5. Individuals database in the ontology model.

Types Individuals

Construction Project NO. 2019G83 Afford Housing Project

Environment Impact Air Pollution of NO. 2019G83 Project

Monitoring Item Air Environment Monitoring of NO. 2019G83 Project

Monitoring Item Meteorological Environment Monitoring of NO. 2019G83 Project

Monitoring Indicator Concentration of TSP in Construction Site of NO. 2019G83 Project

Monitoring Indicator Atmospheric Pressure in Construction Site of NO. 2019G83 Project

Monitoring Site Construction Site of NO. 2019G83 Project

4.2. Association Rule Mining and Random Forest

(1) Definition of problem.

The environmental pollution caused by construction projects is more serious, especially
the dust pollution. Therefore, this paper takes the dust pollution in the construction site
as an example to study the correlation between seven monitoring indicators such as
temperature, humidity, atmospheric pressure, wind speed, PM2.5, PM10 and TSP and to
excavate association rules.
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(2) Collection of data.

Data analysis is obtained by investigating the transportation management center of
the intelligent site supervision platform in Nanjing. A total of three pieces of environmen-
tal monitoring equipment are arranged at two entrances and exits of the site and at the
temporary yard of field materials for real-time monitoring of TSP, PM10, PM2.5, temper-
ature, humidity, atmospheric pressure, wind speed, wind direction and noise. Figure 7
demonstrates the position of the three pieces of environmental monitoring equipment in
the construction site.
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This paper derives a total of 59,239 monitoring data from Nanjing Smart Site Supervi-
sion Platform for 15 consecutive days from 0:00 on 1 March 2021. Some data are shown in
Table 6.

Table 6. Raw data exported by the platform.

Collection Time Temperature
(◦C)

Humidity
(%)

Atmospheric
Pressure (kPa)

Wind Speed
(m/s)

PM2.5(
µg/m3) PM10(

µg/m3) TSP(
µg/m3)

1 March 2021 0:00 13.5 85.9 101.69 0 26 40 46

1 March 2021 0:01 13.4 85.5 101.69 0 27 40 47

1 March 2021 0:02 13.4 85.5 101.69 0 25 38 44

1 March 2021 0:03 13.4 85.4 101.69 0 25 37 44

1 March 2021 0:04 13.4 85.6 101.69 0 25 37 43

1 March 2021 0:05 13.4 85.6 101.69 0 26 39 45

1 March 2021 0:06 13.4 85.6 101.68 0 25 37 44

1 March 2021 0:07 13.4 85.7 101.67 0.1 25 38 44

1 March 2021 0:08 13.4 85.2 101.67 0.3 25 38 44

1 March 2021 0:09 13.3 85.4 101.66 0.3 27 41 47

1 March 2021 0:10 13.3 85.4 101.66 0.3 26 40 46

(3) Preprocess of data.

The directly collected data may have some problems such as missing or repeated
data or high redundancy or inconsistent data format, so it is crucial to preprocess the data,
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including data cleaning, data integration, data reduction, data transformation and other
processing methods.

The amount of data obtained in this case is large, and there are some missing or
repeated data. Moreover, the application of Apriori algorithm requires the data type to be
discrete, so preprocessing the data before mining association rules is completely required,
mainly including the preliminary collation and discretization of data.

(i) Data interpretation.

The data collected in this paper are the data gathered at the construction site at a time
interval of one minute. The relevant specifications and standards related to TSP, PM10 and
PM2.5 usually take the data of every half hour or one hour or one day as the evaluation
level, so this paper intends to analyze the monitoring data of each hour. At the same time,
in consideration of the small number of missing or repeated data, the influence of these
data is ignored. The average value of the actual statistical data per hour is calculated, and
the two-digit decimal is retained. Finally, 1015 data are obtained. Some results of data
collation are shown in Table 7.

Table 7. Data collation results.

Collection Time Temperature
(◦C)

Humidity
(%)

Atmospheric
Pressure (kPa)

Wind Speed
(m/s)

PM2.5(
µg/m3) PM10(

µg/m3) TSP(
µg/m3)

1 March 2021 1:00 13.17 86.35 101.66 0.04 26.08 39.36 45.81

1 March 2021 2:00 13.18 86.73 101.68 0.03 26.77 40.47 47.02

1 March 2021 3:00 13.19 86.76 101.68 0.01 29.61 45.29 51.63

1 March 2021 4:00 13.07 87.47 101.66 0.02 29.42 44.86 51.27

1 March 2021 5:00 13.12 87.19 101.64 0.02 30.51 46.53 52.85

1 March 2021 6:00 12.89 88.09 101.68 0.32 28.25 42.68 48.93

(ii) Data discretization.

Data discretization is to replace the original values of numerical attributes with interval
labels or concept labels and to organize them into higher-level concepts. In this paper,
referring to relevant standards, regulations and the literature, the temperature, relative
humidity, atmospheric pressure, wind speed, PM2.5, PM10, TSP and other indicators are
discretized. The specific classification is shown in Tables 8 and 9.

In the discretization process, the sorted data are discretized and represented in the
form of “English alphabet corresponding to the indicator_level”, as shown in Table 10.
Taking ‘T_1’ as an example, it indicates that the temperature in the hour is level 1, ranging
from 5 to 9.9 ◦C.

Table 8. Classification of meteorological parameters.

Level

Meteorological Parameter

Temperature
(◦C)

Relative
Humidity (%)

Atmospheric
Pressure (kPa)

Wind Speed
(m/s)

1 0–4.9 0–20 101.0–101.5 0.0–0.2

2 5–9.9 21–40 101.6–102.0 0.3–1.5

3 10–14.9 41–60 102.1–102.5 1.6–3.3

4 15–19.9 61–80 102.6–103.0 3.4–5.4

5 20–24.9 81–100 103.1–103.5 5.5–7.9

6 25–29.9 / 103.6–104.0 8.0–10.7



Buildings 2022, 12, 2111 17 of 24

Table 9. Classification of particulate matter.

Level of Particulate
Matter

PM2.5 Concentration(
µg/m3) PM10 Concentration(

µg/m3) TSP Concentration(
µg/m3)

1 0.0–12.0 0–50 0–150

2 12.1–35.0 51–150 151–300

3 35.1–55.0 151–250 301–400

4 55.1–150.0 251–350 401–500

5 150.1–250.0 351–420 501–600

6 >250.0 >420 >600

Table 10. Discrete level representation of monitoring indicator.

Monitoring Indicator Specific Representation of Level

Temperature T_1, T_2, T_3, T_4, T_5, T_6

Relative humidity R_1, R_2, R_3, R_4, R_5

Atmospheric pressure A_1, A_2, A_3, A_4, A_5, A_6

Wind speed W_1, W_2, W_3, W_4, W_5, W_6

PM2.5 PM2.5_1, PM2.5_2, PM2.5_3, PM2.5_4, PM2.5_5, PM2.5_6

PM10 PM10_1, PM10_2, PM10_3, PM10_4, PM10_5, PM10_6

TSP TSP_1, TSP_2, TSP_3, TSP_4, TSP_5, TSP_6

(4) Association rule mining.

The constraint Apriori algorithm and the R language implementation steps are used to
mine the association rules; the preprocessed dataset and the minimum support, confidence
and lift are input. Meanwhile, the consequent of the association rules is constrained to
the corresponding levels of PM2.5, PM10 and TSP, and then the strong association rules
are output.

Setting the appropriate minimum support and confidence is also the key to output
effective strong association rules. If minimum support and confidence are set too low, a
large number of invalid rules are mined; if the minimum support and confidence are set
too high, some effective knowledge will be filtered out, and relatively comprehensive rules
cannot be obtained. At present, in the actual data mining process, the minimum support
and confidence are usually set according to industry characteristics and expert experience,
or different values are set for the minimum support and confidence, and multiple tests
are carried out to determine the appropriate support and confidence according to the
test results.

(5) Strong association rules generation

Referring to the opinions of many experts and combining with the experimental
analysis, this paper sets the minimum support and minimum confidence as 0.2 and 0.6,
respectively, and a total of 24 association rules are excavated, as shown in Table 11.

Table 11. Strong association rules.

Order Number Strong Association Rules Support Confidence Lift

1 T_3, W_1 ⇒ PM2.5_4 0.21 0.69 1.35

2 W_1 ⇒ PM2.5_4 0.36 0.64 1.25

3 PM2.5_2 ⇒ TSP_1 0.32 1.00 1.16

4 TSP_1, A_3 ⇒ PM10_2 0.26 0.78 1.13
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Table 11. Cont.

Order Number Strong Association Rules Support Confidence Lift

5 A_4 ⇒ PM10_2 0.28 0.77 1.11

6 PM2.5_4, TSP_1 ⇒ PM10_2 xd 0.77 1.11

7 TSP_1, W_1 ⇒ PM10_2 0.34 0.76 1.10

8 TSP_1, R_5 ⇒ PM10_2 0.26 0.76 1.09

9 W_2 ⇒ TSP_1 0.39 0.94 1.09

10 PM10_2, A_3 ⇒ TSP_1 0.26 0.94 1.09

11 T_2 ⇒ PM10_2 0.26 0.74 1.07

12 A_3 ⇒ PM10_2 0.27 0.73 1.06

13 T_2 ⇒ TSP_1 0.32 0.91 1.06

14 PM10_2 ⇒ TSP_1 0.63 0.91 1.06

15 TSP_1 ⇒ PM10_2 0.63 0.73 1.06

16 R_5 ⇒ PM10_2 0.28 0.72 1.04

17 A_4 ⇒ TSP_1 0.32 0.88 1.02

18 PM10_2, T_3 ⇒ TSP_1 0.29 0.88 1.02

19 TSP_1, R_4 ⇒ PM10_2 0.27 0.70 1.02

20 A_3 ⇒ TSP_1 0.33 0.88 1.02

21 PM10_2, W_1 ⇒ TSP_1 0.34 0.88 1.02

22 TSP_1, T_3 ⇒ PM10_2 0.29 0.70 1.01

23 TSP_1, W_2 ⇒ PM10_2 0.27 0.70 1.01

24 R_5 ⇒ TSP_1 0.34 0.87 1.01

(6) Random forest

In this paper, the sklearn machine learning package in Python software is adopted
to implement the random forest classification algorithm, dividing the original data into
training set, validation set and test set in the ratio of 6:2:2. Take the validation of the first
strong association rule T_3, W_1 ⇒ PM2.5_4 as an example. When training the model,
the six features other than PM2.5, i.e., TSP, PM10, temperature, humidity, atmospheric
pressure, wind speed, are regarded as input variables, and the rank of PM2.5 is regarded as
the target value. The parameters of the algorithm are adjusted several times according to
the performance of the trained model on the validation set, such as the number of decision
trees in the forest (n_estimators), the minimum sample leaf size (min_sample_leaf), the
maximum depth of the decision tree (max_depth), etc. The final accuracy of the model
obtained is 94%, and the out-of-bag data validation score is 93%. Finally, taking 20% of the
original data as the test set, samples with T rank 3 and W rank 1 were selected as input
variables to predict the PM2.5 rank, and the predicted results were compared with the
actual results to calculate the accuracy. The threshold is set to 80%, and if the prediction
accuracy is higher than the threshold, the rule will be kept; otherwise it will be removed.
The 24 strong association rules were verified sequentially according to the above process,
and the accuracy rates were all above the threshold values.

The top 5 rules are explained in this paper, ranked by their degree of lift, as shown in
Table 12. Through comparative analysis, it is found that the excavated rules are consistent
with the actual situation and can be used as effective rules to guide the dust monitoring
and control of the construction site.
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Table 12. Interpretation of strong association rules.

Strong Association Rules Meaning

T_3, W_1 ⇒ PM2.5_4
When the temperature is 20–24.9 ◦C and the wind speed is

0.0–0.2 m/s, the concentration of PM2.5 is 55.1–150.0 µg/m3,
and the probability of occurrence is 69%.

W_1 ⇒ PM2.5_4
When the wind speed is 0.0–0.2 m/s, the concentration of

PM2.5 is 55.1–150.0 µg/m3, and the probability of
occurrence is 64%.

PM2.5_2 ⇒ TSP_1
When the concentration of PM2.5 is 12.1–35.0 µg/m3, the

concentration of TSP is 0–150 µg/m3, and the probability of
occurrence is 100%.

TSP_1, A_3 ⇒ PM10_2
When the concentration of TSP is 0–150 µg/m3 and the

atmospheric pressure is 102.1–102.5 kPa, the concentration of
PM10 is 51–150 µg/m3, and the probability of occurrence is 78%.

A_4 ⇒ PM10_2
When the atmospheric pressure is 102.6–103.0 kPa, the

concentration of PM10 is 51–150 µg/m3, and the probability of
occurrence is 77%.

Summarizing the 24 rules obtained from the analysis, some conclusions can be eas-
ily inferred:

(1) There is a strong correlation between three dust indicators, including PM2.5, PM10 and
TSP, and relevant environmental elements, including temperature, relative humidity,
atmospheric pressure and wind speed. When the temperature is level 2–3, relative
humidity is level 4–5, atmospheric pressure is level 3–4 and wind speed is level 1–2,
the high probability of PM2.5, PM10 and TSP concentrations is level 4, level 2 and
level 1.

(2) PM2.5, PM10 and TSP are related to each other. The fourth level concentration of
PM2.5, the second level concentration of PM10 and the first level concentration of TSP
are corresponding to each other, and the concentration is controlled in 0–150, which
meets the construction dust emission standards.

4.3. Reasoning Implementation

Making use of the constructed ontology model and rule database, this section will
use Eclipse platform to realize identification of environmental pollutants based on rule
reasoning. The specific tools and software are shown in Table 13.

Table 13. Reasoning tools and software.

Name of Tools and Software Function

Eclipse IDE for Java Developers Java-based extensible development platform

Jena—2.6.4 Application development tools in Semantic Web,
including related jar packages

MySQL—8.0 Persistent storage of ontology model

MySQL—Connector—Java—8.0 Driver package for connecting MySQL with JDBC

Navicat Premium—15 Database management tool

(1) Persistent storage of ontology

Although Jena reasoning machine can store the knowledge described by OWL lan-
guage, its internal memory is small, and the storage effect of data is poor. Therefore,
it is generally considered to use relational database MySQL for persistent storage of an
ontology model.
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(2) Read and call of ontology model

After the ontology model is persistently stored in the database, in order to realize
the subsequent reasoning operation of the ontology model, it is also necessary to read the
ontology model from the database into OntModel. The reading method is roughly similar
to the storage method. When the ontology model is read successfully, the class, property
and individual information of the ontology model can be viewed in Eclipse.

(3) Rule reasoning and query

After reading the ontology model, the next steps are to import the rules needed for
reasoning, create a general reasoning machine and reasoning model InfModel, write query
statements, finally execute reasoning and query. Taking PM10 overrun identification as
examples, the program code for the above reasoning process is as follows.

First, call the PM10 identification rule, that is, when the concentration of PM10 ex-
ceeds 150, the identification of environmental pollution is expressed in Eclipse as follows:
String rule1=“[(?x rdf: type http://www.owl-ontologies.com/Environment.owl#PM10)(?x
http://www.owl-ontologies.com/Environment.owl#has Concentration of PM10 ?y)greater
Than(?y,150)->(?x http://www.owl-ontologies.com/Environment.owl#has State http://
www.owl-ontologies.com/Environment.owl#Air Pollution Identification)]”.

Secondly, statements for reasoning query is written: String queryString1 = “PRE-
FIX Environment:<http://www.owl-ontologies.com/Environment.owl#> SELECT ?PM10
?Monitoring Value ?State of Environment WHERE {?PM10 Environment: has State ?State
of Environment ?PM10 Environment: has Concentration of PM10 ?Monitoring Value}”.

Finally, the general reasoning machine and reasoning model are created, and the
inference is performed. The results are shown in Figure 8, indicating that when the
PM10 individual data read from the ontology model are 160, the rule-based reasoning can
determine that the construction site is in the risk state of air pollution.

Figure 8. PM10 overrun identification.

5. Discussion

Motivated by the above findings and results, the contribution of this study to the
existing literature and environmental pollutants monitoring practices includes the follow-
ing aspects.

Theoretical implications: This study utilizes the ontology approach to express the
knowledge in the field of environmental pollutants monitoring in construction sites in a
clear, formalized, shared conceptual model and then constructs ontology libraries and rule
bases, which can realize the integration, sharing and reuse of relevant knowledge and solve
the problem of information silos. In addition, in terms of algorithm, the paper improves the
traditional Apriori algorithm, and the proposed constrained Apriori algorithm integrates
the subjective and objective interest degrees, which can greatly improve the efficiency
of association rule mining and targetedly mine the credible association rules that are
of interest to users. In addition, the results of association rules are confirmed by using
the random forest algorithm, which combines correlation analysis under big data and
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nonlinear modeling, further improving the credibility of data mining results and enriching
the method of environmental pollutants monitoring in construction sites.

Practical implications: The association rule mining method can make full use of the
environmental monitoring data in the construction site to obtain strong association rules
and tacit knowledge between relevant monitoring indicators and enrich the knowledge
content in the domain of environmental pollutants monitoring in construction site. Also,
the identification mechanism supported by the rule-based reasoning proposed in the
paper is able to achieve the intelligent identification of environmental pollutants by using
the ontology model and rule base. In particular, depending on the constantly updated
association rules, it can infer the possible monitoring values or levels of certain indicators
with the help of other related indicators when there are abnormal values or false alarms so
that the basis for the identification of environmental pollutants is no longer singular and
the accuracy of monitoring has been greatly improved.

Limitations and future research directions: Despite the above theoretical and prac-
tical implications, several limitations exist in the current study. First of all, considering
the diversity and complexity of knowledge in the field of construction engineering, the
presently structured knowledge base is not well developed, and the ontology model is
mainly constructed manuall;, subsequent research may continue to be carried out in terms
of the perfection of the knowledge base and the improvement of the construction method.
Another point worth noting is that, in practical application, the results generated through
identification mechanism can be taken as a reference value, rather than a completely de-
pendent one, and regarded as an absolute standard. Future studies should integrate expert
opinion to limit the number of false alarms.

6. Conclusions

The management of environmental pollutants on construction sites is a significant
issue that should be urgently addressed. The methodology proposed in this paper first
integrates and shares the knowledge in the field of environmental pollutants monitoring
at construction sites by building ontology models. Next, the improved Apriori algorithm
with added subjective and objective constraints is used for association rule mining among
environmental pollutants monitoring indicators. The random forest algorithm is applied to
further filter the strong association rules. Finally, the ontology database and rule database
are loaded into the Jena reasoning machine for inference, and different signals are issued
according to whether different environmental pollutants monitoring indicators exceed
the threshold value and the level of the corresponding indicators so as to establish an
identification mechanism. By combining ontology-based reasoning and association rule
mining, on the one hand, when the data derived by traditional monitoring methods are
erroneous or an emergency suddenly occurs, the current risk factors can be inferred and
identified based on the monitoring indicators strongly associated with them; on the other
hand, the rule base generated by association rule mining is not fixed, but is constantly
learning. A continuous update of the rule base is more conducive to improving the accuracy
and effectiveness of reasoning.
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