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Abstract: Background: Cutting-edge digital technologies are being actively introduced into healthcare.
The recent successful efforts of artificial intelligence in diagnosing, predicting and studying diseases,
as well as in surgical assisting demonstrate its high efficiency. The AI’s ability to promptly take
decisions and learn independently has motivated large corporations to focus on its development
and gradual introduction into everyday life. Legal aspects of medical activities are of particular
importance, yet the legal regulation of Al's performance in healthcare is still in its infancy. The state
is to a considerable extent responsible for the formation of a legal regime that would meet the needs
of modern society (digital society). Objective: This study aims to determine the possible modes of Al’s
functioning, to identify the participants in medical-legal relations, to define the legal personality of Al
and circumscribe the scope of its competencies. Of importance is the issue of determining the grounds
for imposing legal liability on persons responsible for the performance of an Al system. Results: The
present study identifies the prospects for a legal assessment of Al applications in medicine. The
article reviews the sources of legal regulation of Al, including the unique sources of law sanctioned by
the state. Particular focus is placed on medical-legal customs and medical practices. Conclusions: The
presented analysis has allowed formulating the approaches to the legal regulation of Al in healthcare.

Keywords: artificial intelligence; medical law; robot law; robotic surgery; medical ethics; liability of
cyberphysical systems

1. Introduction

The history of the application of digital technologies and artificial intelligence (Al) in
healthcare spans several decades. In the 1970s, Stanford University introduced MYCIN, an
expert system that allowed doctors to identify bacterial infections, such as bacteremia and
meningitis, and to suggest an appropriate treatment. MYCIN was not applied in practice
and only served as an experimental model demonstrating the capabilities of Al In 1986,
the University of Massachusetts developed DXplain, a decision support system that used a
patient’s symptoms to produce a list of potential diagnoses for the physician’s reference.
Subsequently, the University of Washington implemented the Germwatcher expert system
for the detection of infections in patients (Kahn et al. 1993, 1996). Since the beginning of
the 21st century, the development of Al-based medical applications has become a priority
concern in the IT industry.

According to the expert opinion of IBM, the developer of the Watson supercomputer, Al
technologies can be effectively used in healthcare for the purposes of structuring medical
data (e.g., processing natural language by transforming it into clinical text), analyzing
patient data (e.g., abstracting treatment logs into a summary of a patient’s medical history),
identifying clinical diagnostic similarities (in order to determine the appropriate course
of patient treatment based on similar cases), as well as advancing medical thought (by
verifying medical hypotheses) (What is Artificial Intelligence in Medicine? 2021).

Al represents a set of technological solutions that simulate human cognitive functions
(including the abilities of independent learning and decision making in the absence of a
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predetermined algorithm) and that, when applied to certain tasks, can produce results
that are comparable or better than those achieved by human intellectual activity. This
set of technological solutions includes information and communication infrastructure,
software (including applications that employ machine learning methods), data processing
and decision-making services and tools.

International organizations in the field of Al, in particular, the European Association
for Artificial Intelligence (Brussels, Belgium) or the Association for the Advancement of
Artificial Intelligence (CA, USA) proceed from the history of the development of Al and
cybernetics in general (7 Types of Artificial Intelligence 2019), define Al as a technology for
managing information-data.

There are proposals for dividing Al into appropriate types. In particular, Naveen
Joshi distinguishes seven types: Reactive Machines, Limited Memory, Theory of Mind,
Self-aware, Artificial Narrow Intelligence, Artificial General Intelligence, Artificial Superin-
telligence (Akkus et al. 2021).

Researchers are actively working on advancing the capabilities of Al-based technolo-
gies, including both general aspects of their virtual and material application (Amisha
et al. 2019; Barh 2020; Xing et al. 2020) and specific instances of their application, such as
automatic detection of cardiac arrhythmias in an electrocardiogram (Zhang et al. 2020),
outpatient neurological diagnosing on the basis of electrophysiological activity of the brain
(Calhas et al. 2020), etc. The results of such work are presented at scientific conferences
(Haque et al. 2017; Pusiol et al. 2016). The merits and demerits of Al application in different
fields of medicine, including cardiology, echocardiography (Marlicz et al. 2020) pulmonary
medicine, endocrinology, nephrology, gastroenterology (Hamamoto et al. 2020; Ishimura
et al. 2021), neurology, oncology (Simopoulos and Tsaroucha 2021), computational diag-
nosis of cancer in histopathology, colorectal cancer screening, diagnosis and treatment
(Gurung et al. 2021), medical imaging and validation of Al-based medical technologies
(Briganti and Moine 2020), are being thoroughly examined in specialized literature.

According to a recent forecast by Deloitte, investments in healthcare IT and Al-based
technologies will amount to $57.6 billion by 2021 (Machine Learning: Things Are Getting
Intense 2017; Artificial Intelligence Act 2021). Microsoft plans to invest $40 million in Al ap-
plications for general healthcare (with the aim to promote research activities, development
of analytic tools, and accessibility to medicine) (Microsoft will Invest $40 Million into Al
for Healthcare 2020) and to spend an additional $20 million on Al solutions for combatting
COVID-19 (including data analytics, treatment and diagnosis, resource allocation, dissemi-
nation of reliable information and scientific research) (Microsoft will Invest $20 Million into
Combatting COVID-19 with the Help of AI 2020).

The rapid development of digital technologies, in particular Al, has led to the emer-
gence of a problem of legal regulation of the concept, conditions and features of develop-
ment, functioning and areas of application, integration into other systems and control over
the use of end-to-end digital Al technology. In each country, this problem is solved indi-
vidually, taking into account the peculiarities of the local legal system. By 2020, different
countries have accumulated their own experience in legislative regulation of relations aris-
ing in connection with the development of Al, from national Al strategies to the principles
of Al application in specific areas. Within the framework of this study, the authors propose
to analyze the system of the sources of legal regulation of the use of Al in medicine, as well
as to consider certain legal problems associated with the use of this technology.

The remainder of the paper is organized as follows. Section 3.1 explains directions
for the use of Al technology in health care (drug development and validation, disease
diagnosis and off-site Al applications, treatment). The legal aspects of medical applications
of Al (sources of legal regulation of the use of Al technology in healthcare, legal liability
for the work of Al, protection of personal data of patients) are described in Section 3.2.
Section 4 contains information about the results of the research.
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2. Materials and Methods

The research information base consists of 76 sources, including various regulatory
legal acts on Al, medical and legal research, thematic publications in the media and
Internet sources.

The present study relies on the core empirical methods of scientific inquiry, includ-
ing observation (of the development of Al-based technologies and their application in
medicine), comparison (of the efficiency of Al and human medical personnel), material
modeling (of Al application to healthcare). The employed theoretical methods include
analysis (of merits and demerits of Al application), theoretical modeling (of the prospects
for employing Al in different fields of medicine and the extents of its liability).

The current study focuses on the legal aspects of employing Al in healthcare and the
legal approaches to addressing the following issues:

e the rules of medical law that should regulate the application of Al: the law vs medical
legal customs and practices;
optimal implementation of Al in healthcare;
functioning of Al in space, over time and at a place of its deployment, including issues
pertaining to its transboundary nature;

e legal liability for the performance of Al: liable persons and ways of ensuring their
accountability;

e  protection of personal data of patients when using Al technology.

3. Discussion
3.1. Directions for the Use of Al in Health Care

The most promising applications of Al technology in healthcare are drug development
and application; medical imaging and diagnostics; physician decision support; forecasting
and risk analysis; lifestyle management and monitoring; information processing and analy-
sis from wearable devices; monitoring of chronic conditions; virtual assistants; emergency
care and surgery. Within the framework of this study, it is proposed to analyze in detail the
following areas of using Al technology in medicine.

The authors examine the application of the following Al-based systems:

1. acyborg-Al-doctor-a human individual with an intelligent Al chip implanted in their
brain (a cybernetic organism);

2. an Al-robot—an autonomous cyberphysical system (machine) that can independently
navigate through the hospital or visit outpatients in their homes;

3. an Al-hospital, or an Al-medical organization—Al implemented within a perimeter of a
given medical organization (on-site);

4. an Al-cloud-doctor-an Al-based software platform, whose information and communi-
cation infrastructure, data processing and decision-making tools are hosted in a cloud
storage service (off-site).

As a result of the analysis, a palette of possible forms of Al in medical practice is
revealed, taking into account territorial, technological, ethnic and other factors that affect
the choice of the form of Al in the provision of medical services.

3.1.1. Drug Development and Validation

In the process of creating new drugs, Al first of all allowed to accelerate the work with
big data. The main objective of Al in this case, is to predict the interactions between future
drug molecules and human cell proteins and, therefore, the effectiveness of the future
drug. In addition, AI can be used to study and understand disease mechanisms and search
for biomarkers.

In 2015, during an epidemic of Ebola virus disease in West Africa, Atomwise partnered
with the University of Toronto and IBM to quickly develop a cure for Ebola virus infections.
Atomwise has provided core Al technology for drug research (New Ebola Treatment Using
Artificial Intelligence 2015).
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In 2020, for example, Al technology made it possible to analyze the activity of thou-
sands of drugs in relation to their ability to block an enzyme without which the SARS-CoV-2
virus cannot multiply in human cells.

In the context of the COVID-19 pandemic, the use of Al technology has improved the
organization of clinical trials, optimized the development of new vaccines and the analysis
of trial results, as well as the comparison and systematization of data from different groups
of patients (Kaushal et al. 2020; Pires 2021). For example, Moderna Therapeutics is using
Al to discover potentially effective drugs for coronavirus and to develop an appropriate
vaccine (The Role of Al in the Race for a Coronavirus Vaccine 2020).

3.1.2. Disease Diagnosis and Off-Site Al Applications

The algorithmic thinking of medical Al has numerous advantages over human cog-
nition, including its ability to work 24/7 without interruptions, as well as the lack of
susceptibility to fatigue or emotional bias. These advantages become especially critical
in the event of a disease outbreak (epidemics and pandemics), treatment of severe forms
of diseases, as well as the emergence of new diseases that were previously unknown to
medicine. The ability of Al to accurately diagnose multiple conditions is attested to by
physicians. To give only a few examples, Al has been demonstrated to successfully identify
colon polyps during a colonoscopy (Azer 2019), to detect coagulopathy and inflammation
in trauma (Thorn et al. 2019), etc.

Al is capable of not only assessing the current health status of a patient but also of
immediately putting it in the context of their entire medical history. Such functionality is
implemented, for example, in Botkin.Al, a Russian software platform for diagnosing cancer
published on the Microsoft Azure Marketplace (It will detect cancer and provide explanations
2019), the American Google Health (Meet David Feinberg, Head of Google Health 2019) and
the Israeli Zebra Medical Vision (Nanox Al 2021).

Al is also able to provide an on-the-fly evaluation of the external factors relevant for
the diagnosis, treatment and future prevention of the disease in a given individual, such as:

o weather and climatic conditions (temperature, atmospheric pressure and humidity

level),

sanitary and epidemiological situation,

genetic predisposition of patients to certain infections,

economic factors (household income, living conditions and working capacity),

degree of social well-being (access to healthcare, availability of medicines),

legislative norms, in particular, those regulating healthcare.

All forms of Al (a cyborg-Al-doctor, an Al-robot, an Al-hospital and an Al-cloud-doctor)

can be effectively used to address the above issues. Al can play a role in managing health

conditions, preventing diseases and monitoring the risks of disease spread (Tian et al. 2019).
Al can be used off-site in the following areas of healthcare:

e genetic analysis of predisposition to and progression of diseases (in oncology, gas-
troenterology, orthopedics, ophthalmology, endocrinology, gynecology, etc.),
remote medical examination of a patient based on their symptoms and medical history,
assessment of the need for hospitalization (e.g., based on the results of an ECG,
coronary angiogram or ultrasound examination).

Obviously, one cannot currently have an X-ray, MRI, or CAT scan at home (off-site).
Physical contact with a patient is still required in many cases. The available portable
equipment allows only limited medical testing to be done at a patient’s home. Thus, cyborg-
Al-doctors, Al-robots and Al-medical organizations will need to be deployed in healthcare
facilities. An Al-cloud-doctor is not yet capable of providing a comprehensive patient
examination remotely, but some promising results have already been achieved in this area
(Chan et al. 2009) (e.g., Ada, an Al-powered doctor app and telemedicine service Our Global
Health Initiative 2021); MedWhat, an intelligent virtual assistant that can answer complex
medical questions posed in a natural language (MedWhat 2021).
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Every doctor, like any other specialist, is susceptible to doubt and fear of admitting an
error. This leads to potential disagreements among physicians with regard to diagnosis,
prediction of the disease progression and choice of treatment. A cyborg-Al-doctor, Al-robot,
Al-hospital and Al-cloud-doctor, on the other hand, will be able to take the most appropriate
course of action without hesitation, by relying on the algorithms programmed into them
and the available medical databases. The application of machine learning algorithms to
large sets of patient data can make the work of medical Al more objective compared to
human physicians (Qi and Lyu 2018; Wang and Summers 2012).

3.1.3. Treatment: Novel AI-Powered Solutions

Medical practice has accumulated a large body of approaches to disease treatment. It
appears that the high investment appeal of medical technologies may prompt hospitals to
make decisions that run counter to the physician’s Hippocratic oath. This may hamper the
widespread application of Al-cloud-doctors, and the predominant use of cyborg-Al-doctors,
Al-robots and Al-medical organizations in the foreseeable future.

It goes without saying that the correct diagnosis is a necessary requirement for choos-
ing an appropriate treatment. The ability to select effective medicines and adequate treat-
ment protocols on the basis of genomic data was recently demonstrated by the Al-robot
Sophia (Sophia Al Reaches Key Milestone by Helping to Better Diagnose 200,000 Patients
Worldwide 2018).

All forms of Al (cyborg-Al-doctors, Al-robots, Al-hospitals and Al-cloud-doctors) can be
effectively employed in the following areas:

medical interventions (surgery),
manufacture and prescription of medicines (pharmaceutics and pharmacology),
treatment with the use of immunologic agents (immunotherapy) and plants (herbal
medicine),

e  prevention of epidemics (epidemiology), etc.

Al can operate in one of the three different modes:

a cyborg-Al-doctor,
an Al-robot/Al-hospital / Al-cloud-doctor assisting a human physician,
an autonomous and remotely controlled Al-robot/Al-hospital.

The prospects for interaction with these forms of Al look promising. For example,
a human surgeon doing an intervention with the use of a remote-controlled machine
with surgical instruments may benefit from the help of an Al-robot assistant. During both
surgeries and diagnostic procedures, Al can promptly access the medical history of a
patient and evaluate the factors that may affect the choice of treatment (climatic conditions,
epidemiological situation, the patient’s genetic predisposition to infections, etc.).

The future of medicine lies with robotic surgery and pharmaceutics that would allow
reducing the costs of staffing and round-the-clock patient care. Even suboptimal or inade-
quate Al-powered treatment has the potential to be beneficial by evoking the placebo effect
in a patient. Moreover, on a subconscious level, patients will be more likely to deem the
work of Al error-free, owing to the fact that its algorithms are designed to minimize errors.

3.2. Legal Aspects of Medical Applications of Al
3.2.1. The Place of Medical Al in the Digital Space of Trust

Scientific and technological progress and digital technology have enabled the creation
of a unified digital space of trust. It is expected that participants in this space have trust
in the information derived from it, and their identification and authentication proceed
automatically.

The conversation about the space of trust was first brought up with respect to the
recognition of electronic signatures. To address this issue, the European Union adopted
Directive 1999/93/EC of the European Parliament and of the Council of December 13, 1999,
on a Community Framework for Electronic Signatures (Official Journal of the European
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Union 2000), that was subsequently replaced by Regulation (EU) No 910/2014 of the
European Parliament and of the Council of July 23, 2014, on Electronic Identification and
Trust Services for Electronic Transactions in the Internal Market and Repealing Directive
1999/93/EC (Official Journal of the European Union 2014). A similar approach was adopted
by the Eurasian Economic Union (see the Treaty on the Eurasian Economic Union of
29 May 2014) (Treaty on the Eurasian Economic Union 2014) and other international
associations. The Internet made it possible to transmit information remotely in electronic
form. The existence of the digital space of trust with regard to electronic signatures
provides the assurance that the received information is reliable and trustworthy through
the identification and authentication of participants in information exchange.

Broadly speaking, any digital information is deciphered by means of converting
binary code (ones and zeroes) into human-readable text. It appears reasonable to use the
e-signature space of trust as a model when developing a digital space of trust in the field of
Al in which the identification and authorization of medical Al would proceed uniformly.

It is expected that the establishment of the unified digital space of trust in Al will
be hampered by different practices adopted in medical schools and medical traditions
across the globe (the subjective factor). Nevertheless, all doctors are united by a common
goal-to cure the patient or prevent them from becoming ill, regardless of their nationality,
religion, gender and race, or the location of the hospital. Thus, it is likely that international
organizations and alliances of doctors (the World Health Organization, the International
Federation of Red Cross and Red Crescent Societies, Médecins Sans Frontieres, etc.) will
play a key role in the formation of the digital space of trust in AL

The core principle behind the establishment of the unified digital space of trust in
medical Al will be that doctors, patients, the government, the state and civil society as a
whole will acknowledge the accuracy of the exchanged information related to Al

3.2.2. Sources of Legal Regulation of the use of Al in Health Care

One of the main objectives of modern “digital” legal regulation of the use of Al
technology in healthcare is primarily to limit the emergence of risks to public health or
safety or the environment, as well as to respect the confidentiality of patients’ personal
data. However, not all of the risks associated with the use of Al technology in this sphere
are currently known to the people, so legislators in developing various regulations are also
faced with the task of anticipating and neutralizing the emergence of such risks.

Two approaches to the legal regulation of the development and application of Al
technologies stand out in the scientific literature:

- the formal (legal) approach, according to which, first, the fact whether Al and robotics
fall within the scope of existing legislation is considered. From the point of view of
the adherents of the legalistic approach, a more conservative approach, it would be
correct to assign responsibility for the actions of a robot to the person who launched it;

- technological approach, the essence of which is to preliminarily determine the exis-
tence of new problems created using Al and then measure the legal need for special
regulation of such new problems (Chung 2017). Proponents of the technological
approach insist on the secondary nature of law. According to the supporters of the
technological approach, insurance of liability of robots for their actions will be suffi-
cient, when a percentage of the economic effect when using a robot should be deducted
to a special fund, from which the damage caused by the robot is covered.

However, the use of a formal (legal) approach to the legal regulation of the develop-
ment and application of Al technologies will lead to a slowdown in the development of
robotics, as a result of which there will be a serious economic lag behind countries adhering
to the technological approach.

In order to ensure a balance of interests, we consider it necessary to highlight the third
approach to the legal regulation of Al technologies-a compromise approach-according to
which legal regulation will only concern the ethical aspects of the use of Al technology.
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Medical activities that involve Al technologies are not only subject to legal regulation,
but also raise psychological, ethical and moral issues related to patient treatment. The latter
concern gave rise to bioethics, which originated from the Hippocratic oath (Rudnev 1994)
and was later modernized by the Declaration of Geneva (1948) adopted by the General
Assembly of The World Medical Association. This attests to the fact that medical activities
are regulated not only by the rule of law but also by non-legal instruments, including rules
of morality, ethics, psychology, sociology, etc.

Traditionally, the universally recognized principles and rules of international law,
international treaties, and domestic acts (laws and by-laws), customs are viewed as the
sources of all branches of law.

The importance of international legal regulation in the field of Al application lies in:

- the possibility of establishing uniform “rules of the game” for all participants in the
global market;

- creating a benchmark for the development of individual provisions of laws in the
national law of individual states.

Currently, there are no multilateral international treaties-conventions that would
enshrine general provisions on the use of Al technology, especially on the use of Al
technology in healthcare. Only a few documents have been adopted that contribute to the
formation of the foundations of international legal regulation in the field of Al and are of a
recommendatory nature. Among such documents are the following:

- Okinawa Charter on Global Information Society (G8 Kyushu-Okinawa Summit Meet-
ing 2000, Kyushu-Okinawa Japan) (G8 2000), which proclaimed the need for a regula-
tory framework that promotes cooperation to optimize global networks and reduce
the digital divide;

- OECD Council Recommendation on Artificial Intelligence (adopted by the Council
at Ministerial Level on 22 May 2019) (OECD Council Recommendation on Artificial
Intelligence 2019) as the first intergovernmental standard on artificial intelligence. This
document contains general principles for the use of Al, as well as recommendations
for national governments on the development of Al;

- G20 Ministerial Statement on Trade and Digital Economy (2019, Japan) (G20 Min-
isterial Statement on Trade and Digital Economy 2019), in which the principles of
the development of Al were approved on behalf of the states-participants of the
so-called G20.

Within the framework of international legal regulation, it is also necessary to highlight
international technical standards. The creation of international standards is the result
of the activities of international standardization organizations that develop and publish
standards, guidelines, recommendations and technical reports. Such organizations include
the International Organization for Standardization (ISO), the International Electrotechnical
Commission (IEC) and the International Telecommunication Union (ITU).

In 2017, a technical committee on artificial intelligence (ISO/IEC JTC 1/SC 42 Artificial
intelligence) was created within the ISO structure, which developed and approved the
following standards:

- ISO/IEC 20546: 2019 Information technology-Big data—Overview and vocabulary
(2019) (the document contains a set of terms and definitions necessary to improve
communication and understanding of this area (ISO/IEC 20546: 2019));

- ISO/IEC TR 20547-2: 2018 Information technology-Big data reference architecture-Part
2: Use cases and derived requirements (2018) (ISO/IEC TR 20547-2: 2018);

- ISO/IEC 20547-3: 2020 Information technology-Big data reference architecture-Part 3:
Reference architecture (2020) (ISO/IEC 20547-3: 2020);

- ISO/IEC TR 20547-5: 2018 Information technology-Big data reference architecture-
Part 5: Standards roadmap (the document includes a roadmap for standards) (2018)
(ISO/IEC TR 20547-5: 2018).



Laws 2022, 11,3

8 of 18

At the level of the European Union (EU), the following sources of legal regulation of
the use of Al technology can be distinguished.

In February 2017, the EU Parliament adopted Resolution 2015/2103(INL) Civil Law
Rules on Robotics (European Parliament Resolution 2017). European legislation on robotics
and Al is based on Isaac Asimov’s laws: (1) a robot must not, by act or omission, cause
harm to humans; (2) a robot must obey human commands if they do not contradict the first
law; (3) a robot must take care of its safety to the extent that this does not contradict the
first or second law. Primarily, the provisions of the said regulation apply to robotics, but it
can be assumed that these provisions can also be applied to Al technology by analogy. The
resolution includes approaches to defining liability for damage caused by robotics, creating
a European registration system for “smart” robots, and proposing that Al robots be given
the status of electronic persons.

Subsequently, in April 2018, representatives of 25 European countries, including those
that are not members of the European Union, signed a Declaration of cooperation on
Artificial Intelligence (EU Declaration of Cooperation on Artificial Intelligence Signed at
Digital Day 2018), according to the provisions of which the participating States pledged
to work on an integrated European approach to the development of artificial intelligence,
pursuing coherent national policies to enhance the competitiveness of the European Union,
and creating digital innovation hubs at a pan-European level.

Also in 2018, the European Commission developed the Coordinated Plan for Artificial
Intelligence of 7 December 2018 (Coordinated Plan on Artificial Intelligence 2021 Review.
COM (2021) 205 Final 2021), which provides a European strategy for the development of
robotics and Al The overall goal of the participating States working together is to ensure
that Europe becomes the world’s leading region for the development and application of
“advanced, ethical and safe Al”. Thus, as part of the implementation of this plan, the
European Commission has increased investment in Al technology under the Horizon 2020
research and innovation framework program to €1.5 billion between 2018 and 2020, an
increase of 70% compared to the 2014-2017 period.

The regulation of ethical issues in the use of Al is also not ignored. So, in 2019, the
European Commission approved Ethics Guidelines for Trustworthy Al (Ethics Guidelines
for Trustworthy Al High-Level Expert Group on Artificial Intelligence 2019), the main
purpose of which is to promote Trustworthy Al Trustworthy Al has three components,
which should be met throughout the system’s entire life cycle: (1) it should be lawful,
complying with all applicable laws and regulations (2) it should be ethical, ensuring
adherence to ethical principles and values and (3 ) it should be robust, both from a technical
and social perspective since, even with good intentions, Al systems can cause unintentional
harm. According to the provisions of this document, the main ethical principles for the use
of Al are respect for human autonomy, prevention of harm, fairness and explicability.

In addition, the EU has adopted the Digital Europe Strategy Programme as a systemic
component of the EU financial consolidation for 2021-2027 to digitalize European society
and maintain competitiveness in innovative technologies, including robotics and Al tech-
nologies (The Digital Europe Programme for the Period 2021-2027. COM (2018) 434 2018).
The main objective of this program is to stimulate digital transformation by providing
funding for the implementation of emerging technologies in the most important areas, each
with its own budget, including high performance computing, Al, cyber security and trust,
high level of digital literacy, implementation and optimal use of digital literacy.

In 2019, the European Committee issued an opinion on “Artificial Intelligence for
Europe” (Opinion of the European Committee of the Regions on ‘Artificial Intelligence
for Europe’. (2019/C 168/03) 2019). which highlighted the importance of working closely
together to create an enabling environment for investment in Al technologies by all levels
of public authority, including local and regional authorities; the need to strengthen inter-
regional cooperation based on smart specialization strategies.

At the end of April 2021, the European Commission published a draft of the world’s
first law to regulate in detail the development and use of systems based on Al-Laying
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down harmonized rules on artificial intelligence (artificial intelligence act) and amending
certain union legislative acts [David and Jauffret-Spinosi 2002]. The main objectives of this
bill are:

(1) toestablish a legal framework guaranteeing the safety and compliance with European
law of Al systems entering the EU market;

(2) to provide a legal environment for investment and innovation in the field of AL

(3) to establish an enforcement mechanism in this area.

In the same bill, the EU proposes a risk-based approach to the regulation of Al
technology by dividing Al systems into the following groups: prohibited systems with
unacceptable risk; high-risk systems; and low- or low-risk systems. Accordingly, regulation
will differ according to the classification of Al systems.

As we noted earlier, Deloitte predicts that investment in IT healthcare and Al tech-
nologies will reach $57.6 billion by 2021, so countries are actively developing and adopting
national laws and policies to address this area, both to remain competitive and to ensure
information security. In addition, the European Commission is urging all EU member
states to develop a national Al strategy. To date, more than thirty countries, including
China (Notice of the State Council Issuing the New Generation of Artificial Intelligence
Development Plan 2017), Saudi Arabia (Saudi Arabia’s National Strategy for Data and Al
2020), Canada (Pan-Canadian Artificial Intelligence Strategy 2020), the US, the UK, France
(Al for Humanity 2018), Germany (Artificial Intelligence Strategy of the German Federal
Government 2020) and Russia (from 2019), have adopted national strategies in one form
or another.

Thus, the contents of strategic development documents on the use of Al technology
generally include the following components:

(1) the current level of development of Al technologies in the world, the key sectors of
their implementation;

(2) expectations for the development of technology in the short, medium and long term;

(3) key stages, tasks and objectives of development of Al technologies in a particular
country;

(4) main problems and challenges of Al technology development;

(5) plan of main activities aimed at technology development in general;

(6) financing of Al technology development;

(7) and so on.

In Russia, on 10 October 2019, Presidential Decree No. 490 “On the Development of
Artificial Intelligence in the Russian Federation” approved the National Artificial Intelli-
gence Development Strategy for the period until 2030 (the Strategy) (On the Development
of Artificial Intelligence in the Russian Federation 2019), one of the main goals of which is
to create a comprehensive system for regulating social relations arising in connection with
the development and use of Al technologies, which includes the following aspects:

- ensuring favorable legal conditions (including through the creation of an experimental
legal regime) for access to predominantly anonymized data, including data collected
by public authorities and medical organizations

- provision of special conditions (regimes) for access to data, including personal data,
for scientific research, creation of Al technologies and development of technological
solutions based on them

- elimination of administrative barriers to the export of civil products (works, services)
created on the basis of Al

- creation of unified systems for standardization and conformity assessment of techno-
logical solutions developed on the basis of Al, development of international coopera-
tion of the Russian Federation on standardization issues and ensuring the possibility
of certification of products (works, services) created on the basis of Al;

- development of ethical rules for human interaction with Al and other aspects.
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The Strategy also stipulates the principles of development and use of Al technologies,
the observance of which is mandatory: protection of human rights and freedoms; safety
of Al use; transparency of Al use; technological sovereignty; integrity of the innovation
cycle; and support for the competition. These principles are expected to influence the legal
regulation of Al technology that will be implemented as part of the implementation of
this Strategy.

Since 2020, Russia has been developing the first editions of national standards in the
field of Alin healthcare. The development will be coordinated by the Technical Committee
for Standardization “Artificial Intelligence” (TC 164) (Technical Committee 164 “Artificial
Intelligence” 2019), established based on the Russian Venture Company. Thus, according
to the work plan of this committee, by 2027 it is planned to develop about 50 standards
concerning the use of Al technology in healthcare in specific areas, including general
requirements and classification of Al systems in clinical medicine, radiology and functional
diagnostics, remote monitoring systems, histology, medical decision support systems,
image reconstruction in diagnostics and treatment, big data in healthcare, medical analytics
and forecasting systems, educational programs.

Along with the traditional sources of law, a unique form of law (rules of conduct) can
be distinguished-a medical custom.

According to researchers of comparative law René David and Camille Jauffret-Spinosi,
legal customs require legitimization within the law, however, this does not prevent them
from being considered as an independent, objective and fair source of law (David and
Jauffret-Spinosi 2002). Academics generally agree that legal customs are recognized as
sources of law on a par with legislative acts (e.g., see the works of Panagiotis Zepos)
(Zepos 1962). The contribution of legal customs to the system of sources of law in different
legal traditions is thoroughly described in the works of Raymond Legeais (Legeais 2004).
Following this approach, it can be argued that medical legal customs sanctioned by the
state or other public institutions (e.g., the World Health Organization) can be viewed as
sources of regulation of Al

Yet, the issue is not void of controversy. Given that medical customs are developed by
the medical community over the course of many years of work, how do we incorporate
them into the system of legal regulation of Al technologies (cyborg-Al-doctor, Al-robot, Al-
medical organization and Al-cloud-doctor)? Can the collaboration between doctors and Al
systems result in the emergence of such legal customs in the future? Providing answers
to these questions is difficult because the history of Al spans only a few decades. It is
likely that a key role in these matters will be attributed to the state, whose competent
authorities will have to determine which medical legal customs (written or undocumented)
may regulate Al technologies in healthcare. Importantly, it is necessary to distinguish
between legal and non-legal medical customs, the latter of which is not sanctioned by the
state and does not constitute a source of law.

Medical legal customs need to be systematized and made available to Al. This is
necessary to ensure the quality and objectivity of AL The guidelines and principles for
the application of Al technologies (such as an Al-hospital, Al-robot and cyborg-Al-doctor)
will largely depend on the legal tradition of a given country. Subsequently, we will need
to create an international database of medical legal customs adopted by all countries
participating in the integration program, which will provide the basis for international Al
(i.e., for an Al-cloud-doctor).

Currently, the legal regulation of the use of Al technology is at a nascent and emerging
stage, as states are primarily seeking to develop and adopt general (strategic) legal regula-
tions concerning, in principle, the use of Al technology. Since the legal regulation of the use
of Al technology in health care has not yet been formed, it seems appropriate to be guided
by the following principles in the development, implementation and use of Al technology:

(1) control over health-related decision-making should remain in the hands of the individual;
(2) protection of patients’ privacy and confidential information;
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(3) that developers of Al technology comply with the safety, accuracy and effectiveness
requirements for the use of Alin health care;

(4) non-discriminatory and equitable use of Al technology;

(5) implementation of professional training for healthcare professionals in the use of Al
technology;

(6) transparency in the use of Al technology.

3.2.3. Can Al Take Part in Forming Medical Practice as a Source of Medical Law?

In legal science, only case law (in European legal systems) and judicial precedent (in
Anglo-Saxon legal systems), that are formed by courts (as a rule, state courts) in the course
of the application of legislative norms, are considered de jure sources of law.

Can medical practices based on the application of laws and state-sanctioned legal
medical customs be regarded as sources of law? De facto, medical practice influences
decisions made by physicians, and practical knowledge accumulated over the years is a
major factor in determining the appropriate course of medical or prophylactic treatment.
In the words of Russian poet Alexander Pushkin, “An accident is the god of invention”. In
medical practice, a single case may unexpectedly lead to the development of an effective
way to treat or diagnose a disease. Yet, in cases of disputes and medical conflicts, including
those settled through the courts, the adopted medical practice is not always regarded as
an undeniable indicator of reasonable and good faith behavior of doctors from a legal
standpoint, owing to biological differences across individuals.

It is necessary to establish the grounds for recognizing medical practice as a source
of regulation of medical legal relations. To this end, it is important to determine whether
the work carried out by Al can be considered a genuine part of the developing medical
practice and legal customs on a par with the work of human physicians. It is also necessary
to determine the limits of Al’s autonomy and capacity for self-learning. Can an Al system
be viewed as a rule-making entity?

At first, one may think that the behavior of Al algorithms will always be predictable to
humans since it is the humans who designed them. At least that is what one would expect.
In reality, the capacity for self-learning in combination with the access to Big Data on
global medical practices (Liu et al. 2018) may result in the most unexpected behavior of the
cyberphysical system, which can be either beneficial (positive effect) or harmful (negative
effect). Therefore, beneficial Al practices may form part of general medical practice. At the
same time, if we let Al participate in the formation of medical practice, we will need to be
able to monitor its work, both online and in the follow-up.

3.2.4. Legal Liability for the Work of Al

The problem of legal liability for the actions of Al is one of the most important in
the field of legal regulation of Al relations. To confirm the urgency of this problem, an
example can be cited when the IBM Watson supercomputer prescribed the wrong methods
of treating cancer, which led to a worsening of the patient’s condition (AI Oncologist IBM
Watson Caught in Medical Errors 2018).

In the scientific literature, there are different approaches to the possibility of holding
accountable for the work of artificial intelligence, including the responsibility of the person
who programmed the robot (Filipova 2020); responsibility of the person using the robot
as a tool (Vasiliev and Shpoper 2018); responsibility of the most intelligent robot (Morhat
2017). The unpredictability of the future behavior of the Al robot is embedded in the digital
algorithm, which is very clearly revealed in the article on the security problems of artificial
intelligence (Amodei et al. 2016). So, endowing a robot with self-organization with a poor
design of artificial intelligence, it is impossible to exclude its unwanted learning (machine
learning), including that caused by hacking the program.

The time perspective of legal regulation of liability for the activities of Al can be
conditionally divided into three periods: short-term (the next few decades); medium-term
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(from the middle to the end of the XXI century); long-term (since the end of the XXI century)
(Laptev 2019).

Short-term period. In the near future, Al robots will be considered exclusively as an
object of law (Al-robot, Al-hospital and Al-cloud-doctor).

Liability for activities related to the use of Al rests with those who use this intelligence
as an object of increased danger. At the same time, a source of increased danger is under-
stood as any activity, the implementation of which creates an increased likelihood of harm
due to the impossibility of complete control over it by a person.

Obviously, intelligent robots, as well as intelligent computer software products, belong
to such objects of law. Consequently, Russian legislation already contains the necessary
legal norms governing the procedure for bringing to liability for the activities of Al (Article
1079 of the Civil Code of the Russian Federation).

The existing legal structure assumes that the person who owns (for example, hospital)
or managing Al (doctor, operator, or another person who sets the parameters of his work)
or his behavior (cyborg-Al-doctor), in particular, to ensure his production and economic
activities.

Additionally, the responsible person should be recognized as the creators (manufac-
turers) of the Al-robot or Al-software complex of the computer, since the owners and users
of Al are not always technically capable of influencing the work of artificial intelligence, as
well as predicting their behavior. In this issue, you can use the analogy with low-quality
products, in particular-artificial intelligence.

Thus, the responsibility for the activities of Al is borne by the owner of the Al; the
person managing the Al the developer (creator) AL

The given rationale for considering Al as an object of law or in the structure of an
object of law does not require a significant change in the legal doctrine.

Medium-term period. The next stage in the development of robotics will make it possible
to talk about the presence of the properties of subjects of law in robots. Recognizing robots
as a subject of law will inevitably allow them to be held accountable.

In this issue, the role of the creators (producers) of Al-robot, Al-hospital and Al-cloud-
doctor should be assessed. The question of bringing them to legal responsibility will be
very delicate. The following principal approaches are proposed: Al producers are liable
only in the case of purposeful creation of intelligence in order to commit an offense; proof
of the direct fault of the creator in the onset of legal consequences.

An important issue will be the question of the limits of legal liability of the creator
of Al-robot, Al-hospital and Al-cloud-doctor. It is proposed to recall the construction of
subsidiary liability—the liability of a person (subsidiary obliged, in this case—the creator)
in addition to the liability of the person (the main debtor, in this case, Al-robot, Al-hospital
and Al-cloud-doctor) in case of refusal or impossibility to satisfy the main the debtor of his
obligations to the creditor. The creator of Al-robot, Al-hospital and Al-cloud-doctor is not
released from liability if his development, recognized by the subject of law, is not capable
of being a proper and bona fide participant in legal relations.

The proposed thesis also needs a reservation. In particular, for example, if the behavior
of Al-robot, Al-hospital and Al-cloud-doctor went beyond the possible reasonable foresight
of its creator. When designing an object function for an Al system, the developer sets a goal,
rather than specific steps to achieve it; giving more autonomy to Al increases the chance of
error (Sodhani 2018). Thus, the creator should not be responsible for the actions of Al-robot,
Al-hospital and Al-cloud-doctor, which even caused harm to human life and health, if the
legal fact proved the excess of the Al-robot.

The proposed approach allows us to assert that the liability for the activities of Al will
be borne by: (1) Al-robot; (2) Al developer (creator); (3) AI owner.

Long-term period. In the future, in the XXII century, the recognition of Al-robot, Al-
hospital and Al-cloud-doctor, capable of performing digital actions—decisions (both with
their materialization in the real world and without it), as subjects of law is possible.
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The previous stage (mid-term stage) differs from the future, primarily in that the
recognition of the legal personality of Al-robot, Al-hospital and Al-cloud-doctor is preceded
by the materialization of the robot’s behavior in the real world by performing actions that
generate legal facts (for example, medical activity). Thus, in the medium term, the processor
Al-robot, Al-hospital and Al-cloud-doctor perform only a digital computational function,
similar to the human brain, acts as a constituent element of the robot and is considered an
object of the law.

Al-robot, Al-hospital and Al-cloud-doctor in the cyber-physical space in the future
will acquire legal personality and be recognized as a participant in cyber-physical relations
in the digital space, even taking into account the fact that the Al system is tied to a material
medium (computing processor).

The construction of constructive legal models for solving the issue of legal liability of
Al-intelligence in the virtual world, for obvious reasons, is now difficult. Programmers who
are able to logically and reliably recognize the path of decisions and other computational
actions performed by Al will help to understand this problem.

Of course, as in the second stage, the developer of Al-robot, Al-hospital and Al-
cloud-doctor is not exempt from responsibility, since first of all, his creation and the initial
algorithms laid down in the creation of Al-intelligence also predetermine it. development
and self-organization. Of course, the unintentional spontaneous deviation of Al from
the originally owed goal in it, including through interference in its work by third parties,
should not automatically impose legal liability on its creator. In each case, a technical and
legal assessment should be given to the nature and consequences of the actions of Al-robot,
Al-hospital and Al-cloud-doctor.

It is important to note that legal cyber liability primarily has regulatory and protective
functions that ensure the normal organization of relations in cyberspace and the stability of
cyber-physical relations. Legal liability functions, such as educational and preventive do
not matter Al-robot, Al-hospital and Al-cloud-doctor.

The approach proposed above to the third stage of development of Al allows us to de-
termine the following circle of persons responsible for the activities of artificial intelligence:
(1) Al-intelligence; (2) Al developer (creator).

3.2.5. Protection of Personal Data of Patients

Of importance is the issue of granting Al access to personal medical data of patients at
the level of a given hospital, state, nation vs at the global level (extraterritorial approach).
Medical ethical standards and biological differences between patient populations (children,
the elderly, etc.) must be taken into account when considering this issue. An objective
picture can be obtained only if the medical databank is large enough. The availability of
a representative patient sample is especially crucial for rare diseases (Tietze’s syndrome,
Duplay’s disease, Thiemann-Fleischner’s disease, Whipple’s disease, Fields” disease, proge-
ria, congenital analgesia, etc.). The most populous countries—China, India and the United
States—have an obvious advantage in this regard. It appears beneficial to grant the medical
community global access to such information, with the stipulation that personal patient
data would be securely protected from unauthorized access.

Currently, the Convention for the Protection of Individuals with regard to Automated
Processing of Personal Data (1981, Strasbourg) is in force at the international level, which
establishes the basic concepts, principles and conditions for the processing of personal data,
and also defines approaches to the protection and processing of personal data.

In 2005, Russia adopted Federal Law No. 160-FZ of 19.12.2005 “On Ratification of the
Council of Europe Convention on the Protection of Individuals with regard to Automated
Processing of Personal Data”. The ratification procedure was completed on May 15, 2013,
and the Convention entered into force with respect to Russia on September 1, 2013. As
a result of the ratification of the Convention, Federal Law No. 152-FZ of July 27, 2006
“On Personal Data” was adopted, which, similarly to the Convention, established general
principles and rules for processing personal data, as well as approaches to their protection.
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Taking into account the task of increasing the availability and quality of data, adapta-
tion of legislation is required in order to ensure favorable legal conditions for the safe and
responsible access of developers of Al systems and robotics to data and the safe exchange
of various types of data, including data collected by government agencies and medical
organizations. Additionally, special conditions (modes) must be provided for access to
data, including personal data (provided that measures are taken to protect the interests
of subjects of personal data, including depersonalization), in order to conduct scientific
research, teach Al and develop technological solutions based on them, and See also the
legal conditions for organizing identification using Al and robotics technologies (subject to
the human right to privacy).

It is advisable to clarify the rules for obtaining consent to the processing of personal
data for cases when such processing is carried out during scientific research in the field of
Al (for example, in the field of health, ecology, sociology, etc.) and its training, as well as
use Al systems that provide the necessary the level of protection of personal data. Taking
into account the special sensitivity of the sphere, in order to ensure the guarantees of the
rights of subjects of personal data, such exemptions should imply increased protection of
personal data.

Thus, in the field of legal regulation of the protection of personal data of patients when
using Al technology, it seems appropriate and justified to amend the current legislation of
various states on personal data appropriate amendments.

4. Results

Based on the results of the study, the authors formulated the following conclusions
and proposals.

(1) The authors have identified the following forms of Al in medicine:

- acyborg-Al-doctor-a human individual with an intelligent Al chip implanted in
their brain (a cybernetic organism);

- an Al-robot—-an autonomous cyberphysical system (machine) that can indepen-
dently navigate through the hospital or visit outpatients in their homes;

- an Al-hospital, or an Al-medical organization—Al implemented within a perimeter
of a given medical organization (on-site);

- an Al-cloud-doctor—an Al-based software platform, whose information and com-
munication infrastructure, data processing and decision-making tools are hosted
in a cloud storage service (off-site).

(2) Analyzing the approaches to the legal regulation of the use of Al technology, the
authors came to the conclusion that it is necessary to highlight the third (compromise)
approach, according to which legal regulation will only concern the ethical aspects of
the use of AL

(3) The authors concluded that it is necessary to supplement the traditional sources of
legal regulation with a special unique form of law—medical custom.

(4) Itisnoted that Al can potentially take part in the formation of medical practice.

(5) Considering the issues of legal liability of Al, the authors identified three perspectives
and the corresponding approaches on the issue of bringing to legal liability.

Short-term prospects (the next few decades). An Al-robot, Al-hospital and Al-cloud-doctor
will be viewed as objects of law; a cyborg-Al-doctor will be considered a subject of law.
Legal liability for the work of an Al-robot, Al-hospital, or Al-cloud-doctor will lie with its
operator (the physician controlling it) or another person who sets its parameters (an Al-
robot, Al-hospital, or Al-cloud-doctor) and determines its behavior (a cyborg-Al-doctor, Al-robot,
Al-hospital). The developer (manufacturer) of the Al system (such as an Al-robot, Al-hospital,
or Al-cloud-doctor) will also be subject to subsidiary legal liability in case of detection of
technical defects in Al

Medium-term prospects (until the end of the 21st century). An Al-robot, Al-hospital and
Al-cloud-doctor will acquire legal personality, become participants in legal relations, and
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will be held personally liable for their actions. The developer of an Al-robot will be brought
to subsidiary liability, together with the robot, but only if he has been proven guilty of
the emergence of legal consequences. Legal regulation of the work of an Al-robot will be
based on the principle of autonomy of its will, which will, however, still be constrained
by its fundamental purpose—namely, to serve for the benefit of humankind. Al-robots,
Al-hospitals and Al-cloud-doctors will work autonomously.

Long-term prospects (from the 22nd century onward). The legal personality of Al-robots,
Al-hospitals and Al-cloud-doctors will exist in the virtual (digital) space dissociated from the
material world. The consequences of the work of cyborg-Al-doctors will be viewed in the
context of a unified cognitive system of human and machine intelligence. Cyberphysical
legal liability, which includes liability for actions carried out in the cyberphysical space,
will primarily perform the regulatory and protective functions (e.g., liability for wrong
prescriptions or inappropriate treatment), whereas the educational and preventive functions
will play a secondary role.

(6) The authors came to the conclusion that it is necessary and advisable to amend
the current legislation in the field of legal regulation of the protection of personal data of
patients when using Al technologies (in terms of establishing special conditions (modes) of
access to data, including personal data (subject to the adoption of measures to protect the
interests of subjects of personal data, including depersonalization), to conduct scientific
research, teach Al and develop technological solutions based on them, as well as clarify
the rules for obtaining consent to the processing of personal data for cases when such
processing is carried out during scientific research in areas of Al).

5. Conclusions

Based on the analysis performed, the following advantages of Al in medicine can be
distinguished:

- improving the quality of patient care: Al can provide better patient care by detecting
diseases earlier and suggesting more effective treatments;

- data-driven decision making using machine learning algorithms, Al can document
and suggest more information about a patient’s status and help clinicians make better
data-driven decisions by providing a better picture;

- save time and money for administrative tasks: Al can perform administrative tasks,
such as registering patients, entering patient data, and scheduling doctors for appoint-
ment requests.

However, there are currently the following limitations to the use of Al in medicine:

e patient privacy: for example, data sharing between a number of companies is not
allowed in many jurisdictions unless the patient requests it. These rules may slow
down the adoption of Al in the healthcare industry;

e complex and rigorous Al testing procedures: the Al testing process is a long and
expensive process that can take years. The use of Al in healthcare is impossible
without obtaining the approval of the relevant government agency.

Legal regulation of the work of Al in the field of healthcare (including cyborg-Al-doctors,
Al-robots, Al-hospitals and Al-cloud-doctors) must pursue the following objectives:

creation of a unified digital space of trust in Al in its different forms,

unification and harmonization of national and international legal regimes and ap-
proaches to the regulation of Al's work,

enabling non-discriminatory access to medical Al,

ensuring legal liability of the developers, administrators and operators of Al for its
performance.

At the initial stage, this will require the adoption of a codified normative legal act
in every state, which will be followed by the adoption of an international normative act
(agreement, convention) that would affirm the legal status of cyborg-Al-doctors, Al-robots,
Al-hospitals and Al-cloud-doctors as subjects of law and would define cyberphysical relations,
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juridical facts and mechanisms for enforcing legal liability. The choice of a specific approach
will be largely determined by each country individually, with due regard for the opinion of
the medical community.
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