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Abstract: Automatic identification of metallurgical phases based on thresholding methods in
microstructural images may not be possible when the pixel intensities associated with the metallurgical
phases overlap and, hence, are indistinguishable. To circumvent this problem, additional visual
information about the metallurgical phases, referred to as textural features, are considered in this
study. Mathematically, textural features are the second order statistics of an image domain and can be
distinct for each metallurgical phase. Textural features are evaluated from the gray level co-occurrence
matrix (GLCM) of each metallurgical phase (ferrite, pearlite, and martensite) present in heat-treated
ASTM A36 steels in this study. The dataset of textural features and pixel intensities generated for the
metallurgical phases is used to train supervised machine learning classifiers, which are subsequently
employed to predict the metallurgical phases in the microstructure. Naïve Bayes (NB), k-nearest
neighbor (K-NN), linear discriminant analysis (LDA), and decision tree (DT) classifiers are the four
classifiers employed in this study. The performances of all four classifiers were assessed prior to
their deployment, and the classification accuracy was found to be >97%. The proposed technique
has two unique advantages: (1) unlike pixel intensity-based methods, the proposed method does
not misclassify the grain boundaries as a metallurgical phase, and (2) the proposed method does not
require the end-user to input the number of phases present in the microstructure.

Keywords: gray level co-occurrence matrix (GLCM); ASTM A36; steel microstructure; textural
features; machine learning classifiers

1. Introduction

It is well known that the macroscopic mechanical properties of any material are governed by
its underlying microstructure [1]. Most of the engineering metallic alloys like dual-phase steels, α-β
brass, α-β titanium, etc., possess multiphase polycrystalline microstructures [2]. Such microstructures
are characterized by grain sizes, distinct phases and their volume fractions, and morphology [3].
Under different mechanical and thermal manufacturing and operating conditions, these microstructural
features undergo changes that result in modified bulk properties of the metal [4]. Analysis of such
information results in the establishment of a relationship between microstructural features and the bulk
material properties that will guide engineers in designing components for specialized applications
(e.g., Hall–Petch relation [5,6]). In general, material characterization techniques such as X-ray, neutron
and electron diffraction, light optical microscopy, and electron and ion beam microscopy are employed
to investigate and quantify the microstructural features of metals at various length scales [1]. Some of
these techniques are time-consuming and expensive; hence, researchers often resort to light optical
microscopy for performing tasks such as metallurgical phase identification and evaluation of grain
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sizes. The images obtained from the light-optical microscope are then analyzed manually following
the standard protocols provided by the American Society for Testing and Materials (ASTM) standards
E114 [7] and E562 [8]. However, this process is labor-intensive and a subjective process prone to poor
repeatability and interpretation of results [9]. Therefore, automated digital image processing-based
techniques have been developed in recent years to overcome these issues and accurately quantify the
microstructural features for better design of engineering components.

Image segmentation is a digital image processing technique that is widely used in the fields of
engineering, medicine, food science, remote sensing, etc., to identify the distinct regions/objects in
an image that possess distinguishable visual characteristics or features [10]. Grayscale level, color,
contrast, spectral values, or textural features are some examples of such distinguishing features [11].
In general, two types of approaches are employed for segmentation of images: a discontinuity
approach and a similarity approach [12]. While a discontinuity approach involves computation
of abrupt changes or discontinuity of some object (e.g., edges) in the image to identify distinct
regions, a similarity approach involves extraction and a one-to-one comparison of similar features
(e.g., pixel intensity) for identification of distinct regions. Techniques of discontinuity approach
include Sobel operator [13], Laplacian of Gaussian (LoG) operator [14], Laplacian operator [15], and
canny operator [15]. Techniques of similarity approach include histogram-based thresholding [16],
region splitting and merging [17], level-set [18], clustering, and water shedding [11]. Among these
techniques, histogram-based thresholding (or Otsu’s method [16]) is extensively used for image analysis
or segmentation of microstructures [19]. In this technique, threshold-based criteria are established from
the multimodal histogram of pixel intensities, which is used for the segmentation of distinct phases.
Implementation of such a technique results in an accurate segmentation of metallurgical phases whose
pixel intensity distributions are distinct (multimodal) and do not overlap significantly (see Figure 1).
However, when there are multiple metallurgical phases whose pixel intensity distributions overlap
with each other (see Figure 1), employing histogram-based thresholding may lead to misclassification
of phases.
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Automated image segmentation procedures have been proposed and developed in recent years 
by numerous researchers to identify and quantify microstructural features [20]. Zhang and Liu [21] 
implemented the canny edge algorithm for identification of phases in Ti-6Al-4V titanium alloy, which 
involved a series of preprocessing steps such as noise removal and uneven illumination. Campbell et 
al. [9] developed a watershed algorithm-based technique with pre- and post-processing steps to 
segment the touching grains in a titanium (Ti-6Al-4V) microstructure. An automated microstructural 
characterization software MiPAR® was developed by Sosa et al. [19] that included a segmentation 
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Figure 1. Probability density function of pixel intensities of metallurgical phases: (a) well-discriminated
ferrite and pearlite phases, and (b) overlapped ferrite, pearlite, and martensite phases.

Automated image segmentation procedures have been proposed and developed in recent years
by numerous researchers to identify and quantify microstructural features [20]. Zhang and Liu [21]
implemented the canny edge algorithm for identification of phases in Ti-6Al-4V titanium alloy,
which involved a series of preprocessing steps such as noise removal and uneven illumination.
Campbell et al. [9] developed a watershed algorithm-based technique with pre- and post-processing
steps to segment the touching grains in a titanium (Ti-6Al-4V) microstructure. An automated
microstructural characterization software MiPAR® was developed by Sosa et al. [19] that included
a segmentation module built based on thresholding methods. Other notable works that employed
threshold-based techniques include segmentation of ferritic-martensitic dual phase steel by
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Burikova et al. [22] and identification of bainite in Fe-C-Mo steel by Ontman et al. [23]. In addition
to these studies, artificial intelligence-based image segmentation is also found in the literature,
which includes clustering [24], neural networks [25], fuzzy logic [26], and support vector machine
(SVM) [27] methods for identification of microstructures in various metals. A sophisticated image
processing technique that accounts for additional distinguishing features is required for accurate phase
identification in a microstructure with phases that have overlapping pixel intensities.

The goal of this paper is to identify the distinct metallurgical phases of heat-treated ASTM
A36 steels based on the textural features and pixel intensities of individual phases. To this end,
the microstructural images of metallographic specimens are acquired using an optical microscope, and
the textural features and pixel intensities of distinct metallurgical phases are extracted from a gray level
co-occurrence matrix (GLCM) of each phase. Supervised machine learning classifiers are employed for
identification of metallurgical phases, and the following four classifiers are employed for this purpose:
(1) naïve Bayes, (2) k-nearest neighbor, (3) linear discriminant analysis, and (4) decision tree. All four
classifiers are trained with the extracted textural features and pixel intensities (of distinct metallurgical
phases) and then deployed to identify the unknown phases in the microstructure. The rest of the
manuscript is organized as follows: the textural feature extraction method is explained in Section 2,
a brief overview of supervised machine learning classifiers is provided in Section 3, the materials
and methodology adopted in this study are described in Section 4, the feature selection method is
explained in Section 5, the validation of results are discussed in Section 6, and a summary of the study
is provided in Section 7.

2. Texture

An object is considered to possess texture if its appearance is composed of patterns defined by
variations in brightness and color. Objects can have natural textured, humanmade textures, or a
combination of both. While wood, soil, grass, etc., are some examples of natural texture-possessing
objects, carpet, brick walls, concrete, etc., are some examples of humanmade objects with distinctive
textures. Human vision perceives the texture of different objects by sensing the variations in brightness
and color. This information is used to discriminate one object from the other. However, in computer
vision, a set of metrics are required to quantify the texture of an object. These sets of metrics are often
referred to as image-textural features and are extracted from a given digital image through image
processing techniques. Image textural features are widely used to segment different objects in an image
for object/image identification and/or classification purposes.

Two methods are commonly employed for quantifying the image texture: (1) a structural approach
and (2) a statistical approach. While the primitive or repetitive elements and their placement rules
are obtained in a structural approach to describe the texture, nondeterministic properties obtained
from the distribution of grayscale levels of a region of an image are used in a statistical approach [28].
These nondeterministic properties are referred to as textural features. The structural approach is
more suitable for regular textural patterns (e.g., checkerboard patterns, carpet textures, etc.) as it
considers the hierarchy of spatial arrangement of primitives, and the statistical approach is more
suitable for arbitrary textures (e.g., sand, concrete, etc.). In the context of this study, a statistical
approach was adopted, owed to the unstructured visual pattern (nonrepetitive pattern) exhibited by
the steel microstructure, to identify the constituent metallurgical phases. In this study, the metallurgical
phases of ASTM A36 steel, namely ferrite, pearlite, and martensite, were assumed to possess unique
textures. The statistical features quantifying the textures of each metallurgical phase were determined
in this study by employing the gray-level co-occurrence matrix [29]. A detailed description of the
GLCM method and extraction of textural features is provided next.

Gray Level Co-occurrence Matrix (GLCM) and Textural Features

Let us consider an image domain (Ω) that consists of Nx and Ny number of pixels in x and y
directions, respectively. A pixel (short form for “picture element”) is the basic logic unit in a digital
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image. It has a rectangular or a square shape and has a unique location attached to it. Location of a pixel
in the domain Ω is denoted by ωi j, where i = 1 . . .Ny, and j = 1 . . . .Nx represents the corresponding
row and column numbers of the pixel image grid, respectively. Each pixel in an image is associated

with an intensity I
(
ωi j

)
= Ii j where Ii j ∈ Z

Ny×Nx
+ . In an 8-bit grayscale image, which was the case in the

current study, any pixel can have 28 = 256 intensity levels
(
Ng = 256

)
. In fact, for the problem at hand,

it was not necessary to consider 256 intensity levels. Instead, eight intensity levels or grayscale levels
were sufficient. The process of converting 256 grayscale levels to eight grayscale levels is referred to as
quantization. In this study, this operation was accomplished through an in-built command ‘imquantize’
available in MATLAB®. The original

(
Ng = 256

)
and modified/quantized images

(
Ng = 8

)
of the

microstructure are presented in Figure 2. Using Ng = 8, instead of Ng = 256, will lead to substantial
savings in computational time without loss of visual information, as demonstrated in Figure 2.
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GLCM (G) is a square matrix whose size is determined by the number of grayscales present in

an image (G ∈ ZNg×Ng
+ ; Ng = 8) and is independent of the number of pixels in the x and y directions

in the image domain (Ω). Each element of the GLCM (Gmn) represents the count of pixel pairs that
are separated by d number of pixels in the θ direction, wherein one pixel has an intensity m and the
other pixel has an intensity n. The mathematical definition of a typical element Gmn in a GLCM (G) for
θ = 0◦ or 180◦ is given as follows:

Gmn = #(ωab,ωe f ∈ Ω
∣∣∣∣ a− e = 0,

∣∣∣b− f
∣∣∣ = d,

(
I(ωab), I(ωe f )

)
= (m, n) or (n, m)), (1)

where a, e ∈
{
1, 2, 3 . . . .Ny

}
; b, f ∈ {1, 2, 3 . . . .Nx}; and m, n ∈

{
1, 2, 3, . . .Ng

}
. The condition a − e = 0

signifies the fact that pixels ωab and ωe f are in the same row (i.e., θ = 0◦ or 180◦), and the condition∣∣∣b− f
∣∣∣ = d has two consequences: (1) the pixels ωab and ωe f are separated by d number of pixels, and

(2) the order of the pixels (bidirectional) does not have any impact on the value of Gmn (θ = 0◦ or 180◦).
The definitions of GLCM for θ = 45◦, 90◦, 135◦, 225◦, 270◦, and 315◦ can be found elsewhere [29]. In the
current study, the value of d and θ were fixed to be 1 and 0◦/180◦, respectively, in order to estimate the
GLCM for various metallurgical phases present in the microstructural image (ASTM A36 steel).

The GLCM (G) evaluated using Equation (1) is referred to as unnormalized GLCM, and a typical
element GN

ij in the normalized GLCM (GN) is defined as follows:

GN
ij (θ, d) =

Gi j(θ, d)∑8
i=1

∑8
j=1 Gi j(θ, d)

. (2)
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Each element (GN
ij ) of the normalized GLCM is a measure of the joint probability occurrence of

pixel pairs that are separated by distance d in the θ direction such that the grayscale levels of the first
and second pixels match with row and column numbers of GLCM, respectively. Detailed examples for
the evaluation of normalized and unnormalized GLCM is provided elsewhere [29].

As previously mentioned, the image texture is quantified by the textural features. In the statistical
approach, textural features are the second order statistics extracted from the normalized GLCM

(
GN

)
.

In total, there are 19 textural features that can be extracted from the GLCM proposed by various
researchers in the past. Among the 19 textural features, 14 were proposed by Haralick et al. [29], and
five other textural features were proposed by Soh et al. [30]. The mathematical definitions of these
textural features are summarized in Table 1. While some of these textural features are easy to interpret
(e.g., homogeneity, entropy, contrast, and correlation), the rest of them are purely mathematical in
nature and are difficult to interpret. In this study, for a given digital image domain Ω, textural features
were evaluated at every pixel. In fact, a pixel does not possess texture. Hence, a window of S× S pixels,
where S is the number of pixels

(
S ≤ Nx and Ny

)
, was used to evaluate the textural features, and these

textural features were assigned to the pixel located at the center of this window. The calculated textural
features were then used to classify a pixel into one of the metallurgical phases. This classification was
performed using machine learning algorithms, which are discussed next.

Table 1. Textural features from the gray level co-occurrence matrix (GLCM) [31].

Notation Texture Feature Equation

T1 Autocorrelation
∑

i
∑

j(i. j)p(i, j)
T2 Contrast

∑
i
∑

j
∣∣∣i− j

∣∣∣2p(i, j)

T3 Cluster prominence ∑
i
∑

j

(
i + j− µx − µy

)4
p(i, j)

T4 Cluster shade ∑
i
∑

j

(
i + j− µx − µy

)3
p(i, j)

T5 Dissimilarity
∑

i
∑

j
∣∣∣(i− j)

∣∣∣p(i, j)
T6 Energy

∑
i
∑

j p(i, j)2

T7 Entropy −
∑

i
∑

j p(i, j). log(p(i, j))

T8 Homogeneity
∑

i
∑

j
p(i, j)

1+|i− j|
T9 Maximum probability maxp(i, j)
T10 Sum of squares

∑
i
∑

j(1− v)2p(i, j)
T11 Sum average

∑2L
i=2 i.px+y(i)

T12 Sum entropy −
∑2L

i=2 px+y(i). log(px+y(i))
T13 Sum variance

∑2L
i=2(i− T12)

2.px+y(i)
T14 Difference variance

∑L−1
i=0 i2.px−y(i)

T15 Difference entropy −
∑L−1

i=0 px−y(i). log(px−y(i))
T16 Information measure of correlation I HXY−HXY1

max(HX ,HY)

T17 Inverse difference normalized
∑

i
∑

j
p(i, j)

1+ |i− j|
L

T18 Inverse difference moment normalized
∑

i
∑

j
p(i, j)

1+ |i− j|
2

L2

Note: L denotes quantization levels of grayscale; p(i, j) denotes the (i, j)th entry of co-occurrence probability
matrix;

∑
i( .) and

∑
j( .) are

∑L
i=1( .) and

∑L
j=1( .), respectively; µx =

∑L
i=1

∑L
j=1 i.p(i, j); µy =

∑L
i=1

∑L
j=1 j.p(i, j);

v = mean value of p(i, j); px+y =
∑L

i=1
∑L

j=1 p(i, j) for i + j = k; px−y =
∑L

i=1
∑L

j=1 p(i, j) for
∣∣∣i− j

∣∣∣ = k; px(i) =∑L
j=1 p(i, j); py( j) =

∑L
i=1 p(i, j); HX = Entropy of px; HY = Entropy of py; HXY = Entropy of p(i, j); and HXY1 =∑L

i=1
∑L

j=1 p(i, j). log
(
px(i)py( j)

)
.

3. Supervised Machine Learning

Supervised machine learning is a branch of machine learning (ML) that is used for performing
classification and regression tasks on labeled data [32]. Labeled data are the data gathered from
experiments or observations whose outcomes are known. The factors that govern the outcome of
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an observation or an experiment are referred to as descriptive features, and the variable(s) that
quantify the outcome is/are referred to as response/target variable(s). The values of descriptive features
and response/target variables in a dataset can be either categorical (nominal/ordinal) or numerical
(discrete/continuous). Supervised machine learning involves three important steps: (1) gathering
the data, (2) training the machine learning algorithm, and (3) testing and deploying the machine
learning algorithm for the intended purpose. Data are the workhorses of machine learning algorithms,
and gathering high-quality and high-quantity labeled data is the first step in supervised machine
learning. The quality and quantity of labeled data are very crucial for improving the predictive power
of ML algorithms. An elaborate discussion on the influence of the quality and quantity of data on the
predictive power of ML algorithms can be found in [33]. The gathered data is partitioned into two
datasets, namely training dataset and test dataset, at the beginning of the second step. Choosing a
partition ratio of 80:20 is very common, where the numbers 80 and 20 represent the percentage of
gathered data used for training and testing purposes, respectively. The other methods of partitioning
the data and associated issues are discussed in reference [34]. Followed by data partition, a machine
learning algorithm is employed to learn the patterns, relationships, and/or dependencies from the
obtained training dataset in the second step. The efficacy of the trained algorithm is then tested on the
testing data (also called validation dataset) in the third step. If the prediction accuracy is satisfactory,
then the trained algorithm will be deployed for performing classification or regression tasks on the new
data. From this point of discussion in this article, the term supervised machine learning will be replaced
by machine learning for the sake of brevity. In the context of this study, machine learning-based
classification algorithms were used to learn the textures of metallurgical phases of ASTM A36 steel, and
they were then deployed to classify them accurately into different phases. To this end, four machine
learning algorithms were employed: (1) naïve Bayes (NB) classifier, (2) k-nearest neighbor (K-NN)
algorithm, (3) linear discriminant analysis (LDA), and (4) decision tree (DT) classifier. Coding of these
algorithms was carried out in an in-house MATLAB®-based machine learning software. The basic
nomenclature employed for describing the data is provided next.

The master dataset was denoted by D ∈ Rp×r, where p was the number of observations (or in this
context, the number of gathered image domains of metallurgical phases), and r = q + 1, where q was
the number of descriptive textural features (q = 20− pixel intensity along with 19 textural features);
for definitions of textural features, see Table 1. The last

(
rth

)
column of D had the outcome of the

experiment or the target variable, which in this case was the metallurgical phase (ferrite, pearlite,
or martensite). Each pth row of D was denoted by an instance vector x j =

(
x j1, x j2, . . . , x jq, x jr

)
, where

j took the values from 1 to p, and p = 735 in this study. Here, x j1, x j2, . . . , x jq were the descriptive
textural features corresponding to the metallurgical phase identified by x jr. In this study, 80% of the
p = 735 number of observations were randomly chosen for training purposes, and 20% were chosen
for testing purposes. The instance vectors used for training purposes were designated as x∗j, and the

vectors used for testing (validation) purposes were designated as x#
j . Note that the range of j in the

training and testing sets was not same as that of the master dataset D and depended on the fractions of
data used for training and testing purposes.

3.1. Naïve Bayes

Naïve Bayes is a probabilistic classifier that is derived from Bayes’ theorem [35]. Bayes’ theorem
defines the conditional probability of an event A given event B as follows:

P(A|B) =
P(B|A) × P(A)

P(B)
, (3)
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where P(A|B) and P(B|A) are conditional or posterior probabilities, and P(A) and P(B) are prior
probabilities. Using this definition, for any given ith observation in the training dataset:

P
(
xir = C j

∣∣∣xi1, xi2, . . . , xiq
)
=

P
(
xi1, xi2, . . . , xiq

∣∣∣xir = C j
)
× P

(
xir = C j

)
P
(
xi1, xi2, . . . , xiq

) , (4)

where C j=1,2,3 is the class label for the given descriptive textural features; C1, C2, and C3 are ferrite,
pearlite, and martensite, respectively. The joint conditional probability term in the numerator of
Equation (4) can be rewritten using the chain rule of probability [36,37] as follows:

P
(
xi1, . . . , xiq

∣∣∣xir = C j
)

= P
(
xi1

∣∣∣xir = C j
)
× P

(
xi2

∣∣∣xi1, xir = C j
)
× . . . .

×P
(
xiq

∣∣∣xi1, . . . , xiq, xir = C j
) (5)

Similarly, the denominator can also be written as:

P
(
xi1, xi2, . . . , xiq

)
= P(xi1) × P(xi2|xi1) × . . . .× P(xiq

∣∣∣∣xi1, xi2, . . . , xiq−1). (6)

Substituting Equations (5) and (6) in Equation (4), the following expression is obtained:

P
(
xir = C j

∣∣∣xi1, xi2, . . . , xiq
)
=

P(xi1
∣∣∣xir=C j)×P(xi2

∣∣∣xi1,xir=C j)×....×P(xiq
∣∣∣xi1,...,xiq,xir=C j)×P(xir=C j)

P(xi1)×P(xi2 |xi1)×....×P(xiq
∣∣∣xi1,xi2,...,xiq−1)

.
(7)

Here, it is important to note that the denominator is independent of the class label
(
C j

)
and will

only serve as a normalizing constant. Hence, the denominator can be dropped without loss of any
classification information. Now the left hand side of Equation (7) represents a measure of conditional
probability denoted by M

(
xir = C j

∣∣∣xi1, xi2, . . . , xiq
)
.

M(xir = C j
∣∣∣xi1, xi2, . . . , xiq

)
= P

(
xi1

∣∣∣xir = C j
)
× P

(
xi2

∣∣∣xi1, xir = C j
)
× . . . .

× P
(
xiq

∣∣∣xi1, . . . , xiq−1, xir = C j
)
× P

(
xir = C j

) (8)

With an increase in the number of descriptive features, the evaluation of conditional probabilities
in Equation (8) becomes computationally expensive. To circumvent this computational issue, the naïve
Bayes algorithm assumes that the descriptive features are conditionally independent. As a consequence
of conditional independence, Equation (8) can be rewritten as follows:

M
(
xir = C j

∣∣∣xi1, xi2, . . . , xiq
)
= P

(
xi1

∣∣∣xir = C j
)
× P

(
xi2

∣∣∣xir = C j
)
× . . . .×P

(
xiq

∣∣∣xir = C j
)
× P

(
xir = C j

)
. (9)

The output class label
(
C j=1,2,3

)
for a given instance (x#

i1, x#
i2, . . . , x#

iq) belongs to the class which
maximizes the value of M. The posterior probabilities and the prior probability of a class were
evaluated from the training dataset and were used directly in the above equation to find the class label
(metallurgical phase) when the textural features for an unknown metallurgical phase were provided.
It was important to note that the textural features of the metallurgical phases extracted in this study
were continuous variables. Therefore, to evaluate the conditional probabilities of these textural features,
conditional probability density functions were used as proxy measures in place of actual conditional
probabilities in Equation (9). The probability density functions considered in this study were a normal
distribution and a Weibull distribution.
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3.2. K-Nearest Neighbor

K-nearest neighbor (K-NN) classifier is a nonparametric, instance-based classifier that determines
the class label of x# based on the assumption that the instances belonging to the same class are found
in close proximity to each other when a consistent measure of proximity is employed. In other words,
the class label of x# will be the same as that of the class label shared by its nearest neighboring
instances/observations x∗j. In order to quantify the proximity between the training instance x∗j and

test instance x# and identify the nearest neighbor instances, generally a distance metric d is employed.
Note that this distance d is different from the one that is used to represent the pixel distance in the
GLCM matrix evaluation. Although there are numerous distance metrics available (see [38]), Euclidean
distance d was used in this study as it is the most commonly used distance metric for continuous
descriptive features. It is defined as follows:

d(x∗j, x#) =‖ x∗j − x#
‖2 ,∀ j = 1, 2, . . . , p, (10)

where ‖ . ‖2 is the l2 norm, and p is the number of instances in the training set.
The class label x#

ir corresponding to an instance x# is then determined as the most frequent class
label among the K nearest neighboring instances. In this study, a general rule of thumb, K =

√
p, was

used to estimate the value of K, where p was the number of training instances, and the ceil operator .
rounded any positive number to the nearest integer which is greater than the number on which the
operator was used.

3.3. Linear Discriminant Analysis

The linear discriminant analysis (LDA) classifier employs a discriminant score function L j
(
x#

)
to

predict the class labels of a given instance x#. The discriminant score for each class is derived based on
the Bayes’ theorem provided in Equations (3) and (4). Ignoring the denominator in Equation (4), as it is
independent of the class label, we get a measure of conditional probability that can be written as:

M
(
xir = C j

∣∣∣xi1, xi2, . . . , xiq
)
= P

(
xi1, xi2, . . . , xiq

∣∣∣xir = C j
)
× P

(
xir = C j

)
. (11)

The class that maximizes the value of M for a given x is the class of x, and the above equation is
referred to as Bayes’ classifier. However, evaluating the conditional probability in the Bayes’ classifier
is challenging. In the case of linear discriminant analysis, all the instances that belong to a class C j

are assumed to be sampled from a multivariate normal distributionN
(
Σ,µ j

)
, where Σ and µ j are the

covariance matrix and mean vector of all features in the instances that belong to class C j. The probability
density function is given as:

f
(
x
∣∣∣C j

)
=

1√
(2π)q

|Σ|

exp
(
−

1
2

(
x− µ j

)′
Σ−1

(
x− µ j

))
.

By substituting f (x
∣∣∣C j) in the place of P(x

∣∣∣C j) as a proxy measure, we get:

M
(
xir = C j

∣∣∣xi1, xi2, . . . , xiq
)
=

1√
(2π)q

|Σ|

exp
(
−

1
2

(
x− µ j

)′
Σ−1

(
x− µ j

))
× P

(
xir = C j

)
. (12)

Note that P(x
∣∣∣C j) could be replaced by its proxy value f

(
x
∣∣∣C j

)
, as we were interested in

discriminating instances into classes and were not interested in evaluating the actual probabilities.
By applying a logarithm on both sides, we get the discriminant score function for class C j as:

L j(x) = −
1
2

log((2π)q
|Σ|) −

1
2

(
x− µ j

)′
Σ−1

(
x− µ j

)
+ log P

(
C j

)
. (13)
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Noting that Σ−1 is symmetric (i.e., x′Σ−1µ j = µ′jΣ
−1x) we can simplify the discriminant score

function as follows:

L j(x) = −
1
2

log((2π)q
|Σ|) −

1
2
µ′jΣ

−1µ j −
1
2

x′Σ−1x + µ′jΣ
−1x + log P

(
C j

)
.

By ignoring the terms that are independent of the class (as they do not improve the discriminative
power of the algorithm), we obtain the discriminant score function for a class as:

L j(x) = −
1
2
µ′jΣ

−1µ j + µ
′

jΣ
−1x + log P

(
C j

)
. (14)

In the case of linear discriminant analysis, the covariance matrices (Σ1, Σ2, and Σ3) for all classes
are assumed to be equal. In order to better capture the variances in the available dataset, a pooled
covariance matrix defined as:

Σpl =
1

p−m

m∑
i=1

(
pi − 1

)
Σi

is used in the place of Σ to modify the discriminant score function as follows:

L j(x) = −
1
2
µ′jΣ

−1
pl µ j + µ

′

jΣ
−1
pl x + log P

(
C j

)
. (15)

To predict the class label x#
jr of a given test instance x#, the discriminant scores L j=1:m

(
x#

)
are first

evaluated for all the m class labels, and then the index of the class label j that yields the maximum L j
value is assigned as the class label for the test instance x#. In the context of this study, the class label
j ∈ {C1, C2, C3}.

3.4. Decision Tree

Decision tree classifier is a nonparametric classifier that employs a hierarchical tree structure
to predict the class label of an instance x#. This tree structure is obtained as a result of recursive
partitioning of the training dataset, which yields a class label as an outcome at the end [36]. Basic
decision tree architecture consists of a root node at the top, intermediate nodes in between, and leaf
nodes at the bottom. Each node (root and intermediate) in a tree represents a feature, each descending
branch represents a criterion or a decision rule, and the leaf nodes at the bottom represent the final
outcomes or the classification labels. In this study, an iterative dichotomiser 3 (ID3) decision tree
algorithm [39] was used, and the continuous textural features were treated according to the procedure
employed in the C4.5 algorithm [40] to create a decision tree. This algorithm employs entropy and
information gain measures for partitioning the data into a decision tree. Entropy is a measure that
characterizes the (im)purity or uncertainty of collected observations. Given a column vector of class
labels s (i.e., rth column of training dataset), the entropy of the distribution of class labels denoted by
H(s) is evaluated as:

H(s) = −
∑

m
i=1Pi log2 Pi, (16)

where Pi is the probability that an observation belongs to a class label Ci. Entropy is zero when
all classification labels belong to the same class, and it is one when the classification labels are
equally proportioned into all classes. In order to evaluate the root node, the unique values of all
textural features are sorted into ascending order. The entropy reduction is calculated for every
feature choosing each of its unique values. The feature (x j =

(
x1 j, x2 j, . . . xkj, . . . , xpj

)
; p is the number

of observations) and the unique value of that feature (xkj), about which the partition is made that
maximizes information gain, are taken as the root node to determine the corresponding decision rules
for the first two branches of the decision tree. The information gain is defined as the expected reduction
in entropy caused by partitioning the class label vector s with respect to the given jth attribute vector
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x j =
(
x1 j, x2 j, . . . xkj, . . . , xpj

)
, whose unique values are already sorted into ascending order, where xkj is

the partition value. The information gain is defined as:

U
(
s, x j, xkj

)
= H(s) −

|sl|

|s|
H(sl) −

|sh|

|s|
H(sh), (17)

where sl and sh are subsets of s given as sl =
{
x1 j, x2 j, . . . xkj

}
and sh =

{
xk+1 j, xk+2 j, . . . xpj

}
. and |∗| in

this context is the cardinality of the subsets. While the first term on right-hand side of the above
equation represents the entropy of the distribution of class labels before data partition, the second and
the third terms represent the expected decrease in entropy after partitioning the data using attribute
x j about the xkj value. The intermediate nodes and their branches are generated similarly but by
excluding the features that were already assigned to nodes previously. This procedure is carried out
until each of the branches result in a class label as the output. Decision trees are prone to overfitting,
and, hence, tree pruning is recommended [41]. This is specifically true when there is a large number of
irrelevant and dependent features. As a feature selection algorithm was used in a preprocessing step,
tree pruning was not performed in this study. The ID3 algorithm based on the training data provided a
set of decision rules, and a given instance x# from the test dataset was taken through these decision
rules to obtain its unknown class label x#

ir.

4. Methodology

The main objective of this study was to identify the distinct metallurgical phases present in ASTM
A36 steel using supervised machine learning classifiers. The following step-by-step procedure was
adapted in the current study to accomplish this objective (see Figure 3): (1) acquisition of microstructural
images of heat treated ASTM A36 steel metallurgical specimens, (2) splitting of the acquired images
into training image set and test image set, (3) extraction of textural features for known metallurgical
phases from training images, (4) extraction of textural features for unknown metallurgical phases
from test images, (5) application of the feature selection algorithm to select the most relevant textural
features, (6) training the classifier with the selected relevant textural features, and (7) predicting the
metallurgical phases in the test image using a trained classifier. In this section, a detailed description
of each step is provided.
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Figure 3. Flowchart of methodology for metallurgical phase identification in ASTM A36 steel using
supervised machine learning.

Nine ASTM A36 metallographic specimens cooled from different elevated temperatures were
chosen in this study. Of these nine specimens, six were heated to temperatures of 500, 600, 700, 800,
900, and 1000 ◦C, followed by air cooling; two specimens were heated to temperatures of 900 and
1000 ◦C, followed by water cooling; and one specimen was extracted from as-received steel. Further
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details about the heat treatment of these specimens can be found elsewhere [42,43]. It was important
to note that the heat treatment temperatures considered in this study were chosen to obtain various
phase compositions in ASTM A36 steel. The air-cooled specimens had a ferrite–pearlite microstructure,
and the water-cooled specimens possessed a martensite–ferrite microstructure. All nine metallographic
specimens were then examined under an Amscope® optical microscope at 50×magnification to acquire
the microstructural images. In total, 45 images were acquired, which included five images each
from all nine different metallographic specimens. Note that to obtain these five images from each
metallographic specimen, five different locations were chosen on the specimen.

In the second step, the images acquired for each specimen were divided into two sets of images:
the training image set and test image set. Out of the five images acquired for every metallographic
specimen, three images were allocated to the training image set, the other two images were allocated
to the test image set, and this assignment was done randomly. By repeating this exercise for all nine
specimens, 27 images in total were generated for the training image set, and 18 images are generated
for the test image set. In the third step, the textural features of each metallurgical phase were extracted
from the images available in the training image set, and a dataset D was generated. The generated
dataset D consisted of 735 data points in total, which included 315 data points corresponding to ferrite,
270 data points corresponding to pearlite, and 150 data points corresponding to martensite. A lower
number of data points for pearlite and martensite can be attributed to the lesser number of images
available for water-cooled specimens. To extract the textural features of a metallurgical phase from
an image, an in-house MATLAB® code was built in this study. This code allowed the user to choose
pixels randomly from an image that may correspond to any of the metallurgical phases. A schematic
of pixel selection locations adopted in this study is shown in Figure 4. The textural features for each of
these selected pixels were then extracted using GLCM (explained in Section 2). To generate dataset D
consisting of 735 data points, this exercise was repeated for all 27 images present in the training image
set. As mentioned in Section 2, a pixel does not possess a texture, and, hence, a window size of S× S
pixels was used to evaluate the textural features, which were then assigned to the pixel located at the
center of this window. As the ideal window size was not known a priori, the following five window
sizes were considered in this study: 61× 61, 81× 81, 101× 101, 121× 121, and 161× 161 pixels. Textural
features were computed for all five window sizes.
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In the fourth step, the textural features of unknown metallurgical phases in the test images were
evaluated using the same procedure described in the third step. These test images were selected from
the 18 images that were present in the testing image set and not used for training purposes. However,
in this step, every pixel of the test image was selected automatically by the MATLAB® code because
the metallurgical phases of these pixels were unknown and should be classified into one of the known
phases. The dataset generated in this step was called the test dataset. In the fifth step, feature selection
was performed on the dataset D to obtain the subset of the most relevant textural features. In the sixth
step, the dataset D consisting of only most relevant textural features was provided as input to the
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classifier chosen in this study, and the machine learning algorithm was trained. In the seventh and
final step, the test dataset was given as input to the trained algorithm, and unknown phase labels were
identified. The flowchart of this methodology is illustrated in Figure 3.

5. Feature Selection

Feature selection is the process of choosing a subset of features from the entire 20 textural features
that are ideally necessary and sufficient for predicting the target variable (metallurgical phase) [44].
Feature selection eliminates the redundant and irrelevant features from the evaluated 20 textural
features, which otherwise will adversely impact the performance of a given machine learning classifier.
In this study, feature selection was carried out using a filter approach that primarily involved two steps:
(1) ranking of features and (2) selecting a subset of top-ranked relevant features. A brief description of
these two steps is provided below.

5.1. Feature Ranking

Feature ranking is the process of assigning ranks to the descriptive features based on the scores
estimated from information measures, distance, similarity, consistency, statistical measures, etc. [45].
These estimated scores represent the correlation/association/relevance between the feature and a target
variable or class label. The higher the score, the higher the rank is, and the stronger the correlation
is. In this study, a reliefF algorithm [44,46] was employed to estimate the ranking of textural features.
This algorithm calculated a proxy statistic for each textural feature, called the feature weight (Wi=1:q),
which was used to estimate the relevance of the textural feature to the target variable or metallurgical
phase [45]. To determine the feature weight Wi, the reliefF algorithm employed an iterative updating
scheme for weights, which was executed z number of times (z was the user-defined parameter, z ∈ Z+)
in the following three steps: (1) an instance xt=1:p was sampled at random from the dataset D without
replacement in the first step; (2) k (a user-defined parameter, k ∈ Z+) number of nearest instances
of xt were determined from each class in the second step; and (3) weights of each textural feature
were estimated and updated using Equation (18) in the third step. The set of k nearest instances that
were identified in the second step were referred to as nearest-hit instances, h j, if the class label of
k instances were the same as that of the class label of xt, and they were referred to as nearest-miss
instances, m j, if the class label of the k instances differed from that of the class label of xt, where
j took the values from 1 to k. Based on the nearest-hit and nearest-miss instances identified in the
second step, this algorithm rewarded or penalized the textural features by updating their weights
using Equation (18), which assigned higher weights to features that were strongly correlated to the
target variable when compared to the irrelevant features. The number of iterations z was an arbitrary
integer and was generally chosen to be

√
p. The equation to evaluate the weights of the feature is

expressed as:

Wi = Wold
i −

∑
k
j=1

diff
(
i, xti, h ji

)
zk

+
∑

Co,class of xt

P(Co)

1− P(class of xt )

∑
k
j=1

diff
(
i, xti, m ji(Co)

)
zk

, (18)

where Wi on the left-hand side is the updated weight of the textural feature i; Wold
i on the right-hand

side is the initial or previous weight of the textural feature i; z is the number of iterations; xti, h ji, and m ji
are the values of textural feature i corresponding to the instance xt, near-hit instance h j, and near-miss
instance m j, respectively; Co is the class label of an instance m j, which is not the same as that of the class
label of xt; P(Co) is the prior probability of class Co; and both diff

(
i, xti, h ji

)
and diff

(
i, xti, m ji

)
evaluate

the difference between the normalized values of the ith feature, expressed as:

diff
(
i, xti, h ji

)
=

∣∣∣xti − h ji
∣∣∣

max(i) −min(i)
and, diff

(
i, xti, m ji

)
=

∣∣∣xti −m ji
∣∣∣

max(i) −min(i)
.
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A more detailed description of the algorithm can be found elsewhere [44,46]. The dataset D
generated in Section 4 was given as an input to the reliefF algorithm, and the rank of the descriptive
features was obtained (see Table 2). This procedure was repeated for all five different window sizes
considered in this study.

Table 2. Feature ranking based on the reliefF algorithm.

Rank 61 × 61 81 × 81 101 × 101 121 × 121 161 × 161

1 Intensity Intensity Intensity Intensity Intensity

2 Maximum
probability

Maximum
probability

Maximum
probability

Maximum
probability

Maximum
probability

3 Auto-correlation Sum of squares Sum of squares Cluster shade Sum of squares
4 Sum of squares Auto-correlation Auto-correlation Inverse correlation Auto-correlation
5 Entropy Sum variance Sum variance Sum of squares Cluster shade
6 Sum variance Energy Inverse correlation Auto-correlation Sum variance
7 Cluster shade Cluster shade Cluster shade Energy Sum average
8 Sum average Sum average Energy Sum variance Inverse correlation

9 Inverse difference
moment Sum entropy Sum average Inverse difference

normalized
Inverse difference

normalized

10 Sum entropy Entropy Inverse difference
normalized Sum average Energy

5.2. Selection of the Feature Subset

Followed by a ranking of textural features, a subset of relevant textural features was selected in
the second step of the feature selection process. In this study, as the number of relevant features was
not known a priori, a trial and error approach was used. In this approach, a particular combination
of relevant textural features was chosen in each trial, and the resulting misclassification errors for
each classifier (from the selected combination) were evaluated. The combination of relevant textural
features that minimized the misclassification error was then selected as the most relevant subset of
textural features in this study. To select a combination of relevant textural features during each trail,
the following procedure was adapted: in the first trial, only one relevant descriptive feature was
selected that had the highest relevance index or rank of one (see Table 2); in the second trial, the
next relevant descriptive feature with a rank of two was included along with the previous one; in
the third trial, the third relevant feature was included with the previous two descriptive features,
and this procedure was repeated for each trial. In other words, for each trial, the next most relevant
descriptive feature was added successively. Note that these combinations were found to differ for
different window sizes.

5.3. Performance Assessment of the Classifier

To evaluate the misclassification error or assess the performance of the classifier, dataset D was
split into two subsets: one subset (S1) containing 80% of the observations and the other subset (S2)
containing the rest (20%) of the observations. To obtain the subset S1, the observations available in
dataset D were randomly sampled without replacement using the ‘datasample’ function available in
MATLAB®. To avoid bias between class labels, sampling was carried out such that 80% of observations
from each metallurgical phase were chosen from dataset D. The rest of the observations were grouped
into subset S2. Here, subset S1 was referred to as the training dataset (for the classifier), and subset S2

was referred to as the validation dataset. In other words, the classifier was first trained using subset S1

and then deployed to predict the class labels on subset S2. As the class labels in subset S2 were already
known, the performance of the classifier on subset S2 was assessed by cross-validating the known class
labels. For this, the counts of both correctly and incorrectly classified class labels were obtained and
summarized in the form of a matrix, called a confusion matrix (see Table 3).
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Table 3. Confusion matrix (C).

- Predicted Class Label
C1 C2 · · · Cm

Actual Class Label

C1 c11 c12 · · · c1m
C2 c21 c22 · · · c2m
...

...
...

. . .
...

Cm cm1 · · · · · · cmm

Note: C1—Ferrite, C2—Pearlite, and C3—Martensite.

A confusion matrix (C) is a square matrix of size m ×m, where m is the number of class labels
or metallurgical phases, and each element ci j of the matrix represents the frequency of instances
from the validation dataset that are assigned class j by the classifier, which in reality belongs to
class i [47]. In other words, a confusion matrix provides the summary of correct and incorrect
classifications predicted by the classifier. Here, i, j ∈ {C1, C2, C3}, where C1, C2, and C3 denoted ferrite,
pearlite, and martensite, respectively. While the summation of each row of the confusion matrix (see
Table 3) represented the number of instances actually belonging to class i in the validation dataset, the
summation of each column of the confusion matrix (see Table 3) represented the number of instances
that were assigned to class i by the classifier.

Accuracy (A) is often used to quantify the predictive power of classifiers. It is the ratio of a total
number of observations whose class labels are correctly predicted to the total number of observations
present in the validation dataset. Mathematically, A is defined as:

A =

∑m
i=1 cii∑m

i=1
∑m

j=1 ci j
× 100%. (19)

However, the accuracy estimated from the above equation may be misleading when the dataset
is imbalanced (i.e., the number of data points corresponding to each class label is not the same [48].
The training dataset D consisted of 43.7% of data points corresponding to ferrite, 37.5% of data
points corresponding to pearlite, and 20.8% of data points corresponding to martensite. To assess
the performance of such imbalanced datasets, often the F-measure (Fm) is used instead of accuracy
(A). F-measure (Fm) is the harmonic mean of two other accuracy measures, namely precision (O) and
recall (R). Precision is defined as the ratio of the number of observations whose class label i is correctly
predicted by the classifier to the total number of observations that are assigned to the class i by the
classifier, and recall is defined as the proportion of observations of class i (in the validation dataset) that
are correctly predicted as class i by the classifier [49]. Provided a confusion matrix C, the precision with
which a class i instance is classified is the ratio of the number of correctly classified class i instances to
the total number of instances that are assigned to class i (i.e., the summation of corresponding column

elements
m∑

j=1
c ji) by the classifier. The recall of a class i is evaluated as the ratio of the correctly classified

number of instances with class label i to the total number of instances that actually belong to class i

(i.e., the summation of corresponding row elements
m∑

j=1
ci j). The overall precision (O) and overall recall

(R) are then computed as the average of the precision and recall of all classes, respectively, and are
given as follows [49]:

O =
1
m

∑
m
i=1

cii∑ m
j=1c ji

and R =
1
m

m∑
i=1

cii∑ m
j=1ci j

.
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Here, m represents the number of class labels. While overall precision and overall recall are also
used as the measures of performance assessment for classifiers, F-measure (Fm) combines the trade-off

between both overall precision and overall recall [48] and is evaluated as follows:

Fm =
2×O×R

O + R
× 100%. (20)

6. Results

The results of textural feature ranking and the subsets of most relevant textural features for all
classifiers is presented in this section. In addition to this, the performance assessment of all four
classifiers for the selected subset of relevant textural features is summarized. A numerical example
to demonstrate the importance of choosing relevant textural features is also provided in this section.
Finally, the unknown metallurgical phases are identified in test images of ASTM A36-500AC, ASTM
A36-900AC, and ASTM A36-900WC for the sake of visual validation.

6.1. Feature Ranking

The textural features of the dataset D obtained in Section 4 were ranked using the reliefF algorithm,
and the top 10 relevant features were provided in Table 2. From Table 2, it was clear that the rank of
textural features depended on the choice of window size (i.e., rank of the textural features changed with
the change in window size). This change was attributed to the fact that the image textures obtained for
different window sizes were not similar. A smaller window failed to capture the richness of the texture
of the metallurgical phase at a given magnification, and it misranked the textural features. On the
other hand, larger windows either included too much redundant textural information or incorporated
textural information from neighboring metallurgical phases that resulted in the evaluation of texture
features not representative of the metallurgical phase under consideration. It was interesting to note
that ‘pixel intensity’ and ‘maximum probability’ remained the top relevant features for all five window
sizes considered in this study. While ‘pixel intensity’ is perceivable to the human eye as the relative
brightness/grayscale, ‘maximum probability’ is a statistical measure evaluated from the GLCM matrix
and has no physical meaning. Mathematically, the ‘maximum probability’ textural feature is the
maximum value of the joint probability occurrence of pixel pairs that are separated by distance d in
the θ direction such that the quantized grayscale levels of the first pixel is i and the second pixel is j
(see Section 2 and Table 1). ‘Pixel intensity’ is undoubtedly a very important feature to identify the
metallurgical phase. Indeed, many commercially available thresholding methods rely solely on pixel
intensity. However, the robustness of the method proposed in this study relied on adding textural
features that may not be perceivable by an ordinary human eye but could be measured mathematically
and used by a machine learning algorithm to classify/identify unknown metallurgical phases. Besides
‘pixel intensity’ and ‘maximum probability’, the other textural features that were identified as the most
relevant features for all window sizes included ‘auto-correlation’, ‘sum of squares’, ‘cluster shade’,
‘sum variance’, ‘sum average’, and ‘energy’. Note that most of these textural features were purely
mathematical in nature and did not have physical meaning.

6.2. Feature Subset Selection

The subset of the most relevant textural features obtained by adapting the procedure explained in
the previous section is summarized in Table 4. From Table 4, it was observed that the combinations of
textural features differed for all five window sizes (see Table 2). This could be attributed to the fact that
order of the ranks of the textural features changed with the change in window size as explained in
the previous section. In this study, the ideal window size and the subset of relevant textural features
(see Table 4) that maximized the performance of each classifier were determined. Accuracy and
F-measure were evaluated for this purpose, and the performances assessed for each classifier were
provided in Tables 5–8. Additionally, the confusion matrices were also summarized in Tables 5–8.
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From Tables 5–8 it was clear that the window size of 161 × 161 pixels yielded a higher accuracy (>97%)
and F-measure (>97%) for all four classifiers—naïve Bayes, K-NN, LDA, and decision tree. Note that
window sizes larger than 161 × 161 pixels were not considered in this study because larger window
sizes may include redundant or conflicting (neighboring phase) texture information and will increase
the computational cost, as mentioned previously. Confusion matrices provided in Tables 5–8 aided
in inferring the misclassifications or wrong predictions made by the classifier. From the confusion
matrices summarized in Tables 5–8, the following two inferences were drawn: (1) the martensite phase
was often misclassified into ferrite when only ‘pixel intensity’ was considered, and (2) misclassification
was reduced when relevant textural features were considered in addition to pixel intensity. The first
inference can be attributed to the overlap of pixel intensities of ferrite and martensite phases, which
was evident from the pixel intensity histogram provided in Figure 1. However, with the addition of
textural features to the pixel intensity, misclassification was reduced for all classifiers because of the
distinctiveness of textural features for each metallurgical phase which do not overlap. Among all four
classifiers considered in this study, naïve Bayes, LDA, and decision tree classifiers were observed to
exhibit, more or less, the same robustness with respect to the misclassifications (i.e., there were no
significant variations in the confusion matrices with various subsets of textural features considered in
this study). On the other hand, K-NN misclassified a number of martensitic phase pixels as ferrite
phase pixels, compared to other classifiers, when pixel intensity alone was used. However, with the
addition of relevant textural features, misclassification was reduced in the case of the K-NN classifier.

In conjunction with the ideal window size, a combination of top-ranked textural features that
resulted in higher F-measures for all four classifiers were determined and were provided in Table 9.
The ideal window size and the combination of textural features determined for naïve Bayes classifier
were 161 × 161 pixels and %3; for the K-NN classifier they were 161 × 161 pixels and ρ5; for the LDA
classifier they were 101 × 101 pixels and ρ6; and for the decision tree classifier they were 161 × 161
pixels and ‘All features’. Although the LDA classifier was observed to yield a higher accuracy for a
161 × 161 pixel window size, there were other combinations of window sizes and textural features that
yielded similar accuracies. Considering the confusion matrices provided in Table 7, a window size of
101 × 101 pixels was chosen in this study, as it was observed to produce a more reliable classification of
metallurgical phases along with the feature combination ρ6 (see the 3rd row of Table 4). Unlike naïve
Bayes, K-NN, and LDA classifiers, feature selection was not carried out for the decision tree classifier
in the current study. The decision tree classifier is a low bias/high variance classifier and is sensitive to
small fluctuations in the training dataset. While the inclusion of redundant and irrelevant features will
decrease the performance of a high bias/low variance classifier (e.g., Naïve Bayes and LDA), it may
decrease the performance of a decision tree classifier when there is a significant amount of noise in the
training and test data [50], which was not the case in the current study. Therefore, no feature selection
was performed for the decision tree classifier. Bias represents error resulting from the limitations of
mathematical assumptions made in formulating a machine learning classifier, and variance represents
sensitivity to small fluctuations in the training dataset resulting in a model overfit.

Table 4. Combinations of features for each window size.

Window Size
Combination

%1 %2 %3 %4 %5 %6

161 × 161 Intensity %1 + T9 %1 + T10 %2 + T1 %3 + T4 %4 + T13
121 × 121 Intensity %1 + T9 %1 + T4 %2 + T16 %3 + T10 %4 + T1
101 × 101 Intensity %1 + T9 %1 + T10 %2 + T1 %3 + T13 %4 + T16
81 × 81 Intensity %1 + T9 %1 + T10 %2 + T1 %3 + T13 %4 + T6
61 × 61 Intensity %1 + T9 %1 + T1 %2 + T10 %3 + T7 %4 + T13
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Table 5. Performance of the naïve Bayes classifier for different combinations of textural features.

Size C for %2 Fm C for %3 Fm C for %4 Fm C for %5 Fm C for %6 Fm

161
0.976 0.000 0.024

95.22
0.992 0.000 0.008

97.70
0.968 0.016 0.016

95.62
0.810 0.016 0.175

91.55
0.849 0.016 0.135

90.320.009 0.954 0.037 0.000 1.000 0.000 0.000 0.991 0.009 0.000 1.000 0.000 0.009 0.991 0.000
0.067 0.000 0.933 0.067 0.033 0.900 0.033 0.067 0.900 0.000 0.017 0.983 0.050 0.050 0.900

Acc. - 95.91 - - - 97.62 - - - 96.26 - - - 91.50 - - - 91.16 - -

121
0.976 0.008 0.016

94.69
0.849 0.016 0.135

93.00
0.881 0.000 0.119

92.61
0.913 0.000 0.087

94.29
0.929 0.008 0.063

95.790.000 0.991 0.009 0.000 1.000 0.000 0.009 0.981 0.009 0.009 0.991 0.000 0.000 1.000 0.000
0.133 0.017 0.850 0.017 0.000 0.983 0.033 0.017 0.950 0.050 0.000 0.950 0.033 0.000 0.967

Acc. - 95.58 - - - 93.19 - - - 93.19 - - - 94.89 - - - 96.26 - -

101
0.968 0.000 0.032

95.05
0.952 0.000 0.048

94.69
0.944 0.008 0.048

92.59
0.913 0.000 0.087

94.10
0.944 0.000 0.056

95.990.000 0.972 0.028 0.000 0.981 0.019 0.000 0.991 0.009 0.000 1.000 0.000 0.000 1.000 0.000
0.067 0.017 0.917 0.067 0.017 0.917 0.133 0.033 0.833 0.033 0.033 0.933 0.033 0.017 0.950

Acc. - 95.92 - - - 95.60 - - - 93.88 - - - 94.89 - - - 96.59 - -

81
0.960 0.000 0.040

95.18
0.968 0.000 0.032

94.99
0.952 0.008 0.040

94.71
0.881 0.008 0.111

90.24
0.849 0.000 0.151

91.210.000 0.963 0.037 0.000 0.981 0.019 0.000 1.000 0.000 0.000 0.981 0.019 0.000 0.991 0.009
0.033 0.017 0.950 0.067 0.033 0.900 0.083 0.033 0.883 0.100 0.033 0.867 0.017 0.050 0.933

Acc. - 95.92 - - - 95.92 - - - 95.58 - - - 91.49 - - - 91.84 - -

61
0.984 0.000 0.016

94.09
0.952 0.000 0.048

93.85
0.921 0.000 0.079

92.61
0.865 0.000 0.135

92.46
0.889 0.000 0.111

92.750.000 0.963 0.037 0.000 0.981 0.019 0.000 1.000 0.000 0.000 0.981 0.019 0.000 0.991 0.009
0.100 0.033 0.867 0.117 0.000 0.883 0.017 0.117 0.867 0.033 0.000 0.967 0.017 0.050 0.933

Acc. - 95.24 - - - 94.89 - - - 93.88 - - - 92.86 - - - 93.54 - -

Note: The term “window size” is replaced by “Size”, whose dimensions are denoted by S instead of S× S pixels; “Acc.” here denotes the accuracy.
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Table 6. Performance of the k-nearest neighbor (K-NN) classifier for different combinations of textural features.

Size C for %2 Fm C for %3 Fm C for %4 Fm C for %5 Fm C for %6 Fm

161
0.944 0.000 0.056

91.05
0.968 0.000 0.032

93.83
0.976 0.000 0.024

94.57
0.992 0.000 0.008

97.23
0.960 0.000 0.040

94.710.000 0.944 0.056 0.000 0.954 0.046 0.000 0.972 0.028 0.009 0.981 0.009 0.000 0.972 0.028
0.133 0.017 0.850 0.083 0.017 0.900 0.100 0.017 0.883 0.067 0.000 0.933 0.083 0.000 0.917

Acc. - 92.52 - - - 94.89 - - - 95.58 - - - 97.62 - - - 95.58 - -

121
0.968 0.000 0.032

93.35
0.968 0.000 0.032

94.21
0.984 0.000 0.016

93.79
0.960 0.000 0.040

94.36
0.968 0.000 0.032

92.950.000 0.972 0.028 0.000 0.972 0.028 0.000 0.944 0.056 0.009 0.981 0.009 0.000 0.963 0.037
0.150 0.000 0.850 0.117 0.000 0.883 0.117 0.000 0.883 0.117 0.000 0.883 0.150 0.000 0.850

Acc. - 94.56 - - - 95.24 - - - 94.89 - - - 95.24 - - - 94.22 - -

101
0.944 0.000 0.056

90.94
0.968 0.000 0.032

93.78
0.976 0.000 0.024

91.18
0.952 0.000 0.048

92.31
0.976 0.000 0.024

93.750.000 0.963 0.037 0.000 0.963 0.037 0.000 0.963 0.037 0.009 0.963 0.028 0.000 0.972 0.028
0.183 0.000 0.817 0.100 0.017 0.883 0.233 0.000 0.767 0.150 0.000 0.850 0.150 0.000 0.850

Acc. - 92.52 - - - 94.89 - - - 92.86 - - - 93.54 - - - 94.89 - -

81
0.952 0.000 0.048

92.22
0.968 0.000 0.032

93.30
0.976 0.000 0.024

92.85
0.976 0.000 0.024

92.07
0.944 0.000 0.056

92.720.000 0.954 0.046 0.000 0.981 0.019 0.000 0.972 0.028 0.000 0.954 0.046 0.000 0.963 0.037
0.117 0.017 0.867 0.150 0.017 0.833 0.167 0.017 0.817 0.183 0.000 0.817 0.117 0.000 0.883

Acc. - 93.54 - - - 94.56 - - - 94.22 - - - 93.54 - - - 93.88 - -

61
0.968 0.000 0.032

90.90
0.960 0.000 0.040

90.41
0.976 0.000 0.024

93.71
0.976 0.000 0.024

93.75
0.976 0.000 0.024

96.420.000 0.935 0.065 0.000 0.954 0.046 0.000 0.972 0.028 0.000 0.972 0.028 0.009 0.981 0.009
0.183 0.000 0.817 0.217 0.000 0.783 0.133 0.017 0.850 0.150 0.000 0.850 0.067 0.000 0.933

Acc. - 92.52 - - - 92.18 - - - 94.89 - - - 94.89 - - - 96.94 - -

Note: The term “window size” is replaced by “Size”, whose dimensions are denoted by S instead of S× S pixels; “Acc.” here denotes the accuracy.



Metals 2019, 9, 546 19 of 26

Table 7. Performance of the linear discriminant analysis (LDA) classifier for different combinations of textural features.

Size C for %2 Fm C for %3 Fm C for %4 Fm C for %5 Fm C for %6 Fm

161
0.952 0.000 0.048

95.04
0.984 0.000 0.016

96.73
0.897 0.000 0.103

92.89
0.992 0.000 0.008

97.79
0.968 0.000 0.032

96.490.000 0.944 0.056 0.000 0.963 0.037 0.000 0.972 0.028 0.019 0.981 0.000 0.009 0.972 0.019
0.017 0.000 0.983 0.033 0.000 0.967 0.050 0.000 0.950 0.050 0.000 0.950 0.033 0.000 0.967

Acc. - 95.58 - - - 97.28 - - - 93.54 - - - 97.96 - - - 96.94 - -

121
0.921 0.000 0.079

93.51
0.944 0.000 0.056

94.96
0.960 0.000 0.040

96.46
0.960 0.000 0.040

97.33
0.968 0.000 0.032

97.170.000 0.963 0.037 0.000 0.963 0.037 0.000 0.972 0.028 0.009 0.991 0.000 0.000 0.991 0.009
0.050 0.000 0.950 0.033 0.000 0.967 0.017 0.000 0.983 0.017 0.000 0.983 0.033 0.000 0.967

Acc. - 94.22 - - - 95.58 - - - 96.94 - - - 97.62 - - - 97.62 - -

101
0.952 0.000 0.048

94.05
0.897 0.000 0.103

93.03
0.976 0.000 0.024

95.49
0.944 0.000 0.056

95.93
0.960 0.000 0.040

97.230.000 0.954 0.046 0.000 0.963 0.037 0.000 0.963 0.037 0.009 0.963 0.028 0.000 0.991 0.009
0.067 0.000 0.933 0.033 0.000 0.967 0.067 0.000 0.933 0.000 0.000 1.000 0.017 0.000 0.983

Acc. - 94.89 - - - 93.54 - - - 96.26 - - - 96.26 - - - 97.62 - -

81
0.944 0.000 0.056

94.71
0.968 0.000 0.032

97.21
0.960 0.000 0.040

97.28
0.984 0.000 0.016

96.78
0.944 0.000 0.056

95.690.000 0.944 0.056 0.000 0.981 0.019 0.000 0.981 0.019 0.000 0.954 0.046 0.000 0.981 0.019
0.017 0.000 0.983 0.017 0.000 0.983 0.000 0.000 1.000 0.017 0.000 0.983 0.033 0.000 0.967

Acc. - 95.24 - - - 97.62 - - - 97.62 - - - 97.28 - - - 96.26 - -

61
0.952 0.000 0.048

93.89
0.944 0.000 0.056

94.61
0.921 0.000 0.079

94.66
0.944 0.000 0.056

96.14
0.913 0.000 0.087

95.300.000 0.926 0.074 0.000 0.954 0.046 0.000 0.981 0.019 0.000 0.981 0.019 0.009 0.981 0.009
0.033 0.000 0.967 0.033 0.000 0.967 0.033 0.000 0.967 0.017 0.000 0.983 0.000 0.000 1.000

Acc. - 94.56 - - - 95.24 - - - 95.24 - - - 96.60 - - - 95.58 - -

Note: The term “window size” is replaced by “Size”, whose dimensions are denoted by S instead of S× S pixels; “Acc.” here denotes the accuracy.
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Table 8. Performance of the decision tree (DT) classifier.

Size C for All Features Fm

161
0.976 0.000 0.024

97.390.009 0.954 0.037
0.067 0.000 0.933

Acc. - 97.39 - -

121
0.976 0.008 0.016

91.110.000 0.991 0.009
0.133 0.017 0.850

Acc. - 91.02 - -

101
0.968 0.000 0.032

96.070.000 0.972 0.028
0.067 0.017 0.917

Acc. - 96.02 - -

81
0.960 0.000 0.040

93.490.000 0.963 0.037
0.033 0.017 0.950

Acc. - 93.20 - -

61
0.984 0.000 0.016

92.920.000 0.963 0.037
0.100 0.033 0.867

Acc. - 92.82 - -

Note: The term “window size” is replaced by “Size” whose dimensions are denoted by S instead of S× S pixels;
“Acc.” here denotes the accuracy.

Table 9. Window size and subset of features.

Classifier Window Size Feature Combination

Naïve Bayes 161 × 161 %3
K-NN 161 × 161 %5
LDA 101 × 101 %6
DT 161 × 161 All

6.3. Example Problem

A numerical example (microstructure) is provided in this section to demonstrate the importance
of choosing the most relevant textural features for the prediction of metallurgical phases.
This microstructure (see Figure 5a) consisted of two distinct metallurgical phases: ferrite and pearlite.
A K-NN classifier with an ideal window size of 161×161 pixels (see Table 9) was chosen, and classification
was performed with the following textural features: (a) ‘pixel intensity’; (b) ‘pixel intensity’ and the
top three textural features, ρ4 (see Table 4); and (c) ‘pixel intensity’ and the top four textural features,
ρ5 (see Table 4). Results obtained for each selected set of relevant features is shown in Figure 5b–d.
From Figure 5b, it was inferred that the K-NN classifier predicted a significant portion of martensite
in the microstructure when only ‘pixel intensity’ was considered. This prediction was not true and
could be attributed to the fact that a considerable portion of martensite pixel intensities overlapped
with ferrite and pearlite, which resulted in such a prediction (see Figure 1b). However, considering the
top three relevant textural features in addition to ‘pixel intensity’ (i.e., ρ4), there was a reduction in
martensite (see Figure 5c). Further addition of one more textural feature to ρ4 resulted in the elimination
of martensite misclassification and grain boundaries from the microstructure (see Figure 5d). The slight
amount of martensite and low number of grain boundaries observed in the final microstructure were
attributed to the error from the classifier. With this, it was concluded that the addition of relevant
textural features to ‘pixel intensity’ improved the prediction accuracy of the K-NN classifier. This was
also proved for other classifiers but was omitted to avoid repetition. In other words, ‘pixel intensity’
alone was inadequate for phase identification, especially when pixel intensity of different metallurgical
phases overlapped. Note that further addition of features to the optimal subset of features provided in
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Table 9 would degrade the prediction accuracy of the classifier. In this study, a reliefF algorithm was
employed to rank the features in decreasing order of relevance. Hence, when more than the first few
relevant features were chosen, prediction accuracies were observed to decrease, as the low-ranked
features were irrelevant [51].

For comparison purposes, the same microstructure was also processed in ImageJ, an image
processing software, to identify the phases and segmented images, as shown in Figure 5e. In Figure 5e,
two distinct phases were present in the segmented image of the microstructure. At this juncture, it was
important to note that this segmentation process required the end-user to input the number of phases
present in the microstructure, which was not necessary for the procedure proposed in the manuscript.
Based on the provided input and a single threshold level, distinct metallurgical phases were identified
when ImageJ was used. Unlike the proposed method, this segmentation process failed to identify the
grain boundary and categorized it into pearlite. While ImageJ predicted a pearlite volume fraction
of 15.3%, the trained classifier predicted a pearlite volume fraction of 12.2% (i.e., a comparatively
lower volume fraction of pearlite pixels (3%) were predicted by the trained classifier, reducing the
misclassification of grain boundaries into pearlite). This was attributed to the similar pixel intensities
exhibited by the both grain boundary and pearlite.
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Figure 5. A numerical example illustrating the importance selecting the most relevant textural features:
(a) original image, (b) only ‘pixel intensity’, (c) ‘pixel intensity’ and top 3 textural features, (d) ‘pixel
intensity’ and top 4 textural features, and (e) segmentation in ImageJ. It is observed from subfigure (d)
that the accuracy of classifying metallurgical phases has increased with the addition of more relevant
textural features.

6.4. Validation

In this study, three different microstructural images were randomly chosen from the test image set
to validate the proposed texture-based phase identification in a microstructure. These microstructural
images corresponded to ASTM A36-500 air-cooled (500AC), ASTM A36-900 air-cooled (900AC),
and ASTM A36-900 water-cooled (900WC) specimens, which are shown in Figures 6–8. Textural
features were extracted using the procedure explained in Section 4, which served as the test data. Based
on the combinations of textural features and ideal window sizes provided in Table 9, the metallurgical
phases of all three test images were identified, and they are shown in Figures 6–8. In Figures 6–8, all four
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classifiers were able to predict the metallurgical phases accurately for both air-cooled (ferrite–pearlite)
(Figures 6 and 7) and water-cooled (martensite and ferrite) microstructures (Figure 8). Besides the
identification of metallurgical phases, the volume fractions of the phases were also evaluated for all
four classifiers, and they are summarized in Table 10. The volume fractions of ferrite and pearlite
predicted for (1) ASTM A36-500AC were 81.6% and 17.7%, respectively, and for (2) ASTM A36-900AC
they were 78.8% and 19.8%, respectively. For the ASTM A36-900WC specimen, the volume fractions of
ferrite and martensite were predicted to be 36% and 64%, respectively.

Table 10. Volume fractions (%) of distinct metallurgical phases.

Classifier
Microstructure

500AC 900AC 900WC
Ferrite Pearlite Martensite Ferrite Pearlite Martensite Ferrite Pearlite Martensite

NB 79.2 20.8 0 77 23 0 39 0 61
K-NN 81.2 18.2 0.6 76.9 20.6 2.5 37 0 63
LDA 81 16.8 2.2 80.2 18.8 1 33 0 67
DT 85 15 0 81.1 17.5 1.4 31 1.5 67.5
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7. Summary and Recommendations

In this study, a supervised machine learning approach was proposed to identify the metallurgical
phases in ASTM A36 heat-treated steel, namely ferrite, pearlite, and martensite. To identify or classify
metallurgical phases in the microscopic images, both the pixel intensities and textural features were
extracted from the images for individual phases, which were then used as the descriptive features
for machine learning classifiers. To extract textural features, GLCMs of each metallurgical phase
were evaluated, and to perform classification, naïve Bayes, K-NN, LDA, and decision tree classifiers
were employed. Microstructural images corresponding to nine different heat-treated metallographic
specimens were acquired using an optical microscope, and descriptive (textural) features were generated
for all three metallurgical phases and stored in a dataset D. As the ideal window size for extraction of
textural features was not known a priori, window sizes of 61× 61, 81× 81, 101× 101, 121× 121, and
161× 161 pixels were considered to extract the textural features, which were allocated to the center
pixel of each window. Feature selection was performed on dataset D using a reliefF algorithm, and the
most relevant features were obtained. Among the 20 descriptive features, ‘pixel intensity’, ‘maximum
probability’, ‘auto-correlation’, ‘sum of squares’, ‘cluster shade’, ‘sum variance’, ‘sum average’, and
‘energy’ were found to be most relevant features for all five window sizes. The performances of all four
classifiers were assessed, and the ideal window size and a combination of the most relevant features that
minimized classification error were determined. A numerical example was provided to demonstrate
the importance of choosing the most relevant features, and validation of the proposed approach
was carried out on three different microstructural images that were not part of the training data.
Unlike the threshold-based segmentation approach, the proposed approach avoided misclassification
of grain boundaries into pearlite. Further, the proposed approach did not require the end-user to
input the number of metallurgical phases present in the microstructure, which is advantageous when
investigating new microstructures.

Based on the current study, the following two recommendations can be made for researchers
or engineers interested in using machine vision for identifying metallurgical phases: (1) a sufficient
number of data points must be acquired (under consistent illumination conditions) to train the
classifiers, and (2) an optimal window size must be determined in conjunction with the subset of the
most relevant textural features for an accurate prediction of metallurgical phases.
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