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Abstract

:

The objective of this paper is to develop an approach to forecast the outdoor atmospheric corrosion rate of low alloy steels and do corrosion-knowledge mining by using a Random Forests algorithm as a mining tool. We collected the corrosion data of 17 low alloy steels under 6 atmospheric corrosion test stations in China over 16 years as the experimental datasets. Based on the datasets, a Random Forests model is established to implement the purpose of the corrosion rate prediction and data-mining. The results showed that the random forests can achieve the best generalization results compared to the commonly used machine learning methods such as the artificial neural network, support vector regression, and logistic regression. In addition, the results also showed that regarding the effect to the corrosion rate, environmental factors contributed more than chemical compositions in the low alloy steels, but as exposure time increases, the effect of the environmental factors will gradually become less. Furthermore, we give the effect changes of six environmental factors (Cl− concentration, SO2 concentration, relative humidity, temperature, rainfall, and pH) on corrosion with exposure time increasing, and the results illustrated that pH had a significant contribution to the corrosion of the entire process. The paper also dealt with the problem of the corrosion rate forecast, especially for changing environmental factors situations, and obtained the qualitative and quantitative results of influences of each environmental factor on corrosion.
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1. Introduction


Due to the addition of alloying elements such as Cr, Ni, Cu, P, etc. [1], low alloy steels (abbreviated as LAS) have a better corrosion resistance than carbon steels [2,3]. Therefore, LAS have been widely used for many constructions such as bridges [4,5], cargo oil tanks [6], pipelines [7], and more. During the service period, the LAS would suffer complex corrosion degradation and eventually fail its service performance, which could result in enormous economic and human-life losses [8]. Therefore, how to forecast the corrosion status of LAS and further predict the remaining life has an important practical engineering significance.



In recent years, with the development of machine-learning algorithms, many studies have used machine-learning technology to establish the corrosion model and to implement the prediction of the corrosion status [9,10,11,12,13,14,15,16,17]. For example, Kamrunnahar [9,10], Jiang [11], Shirazi [12], and Shi [13] used artificial neural networks (abbreviated as ANN) to build the corrosion behavior model [9,10] or prediction model [11,12,13] of one specific alloy material. Fang established a corrosion loss prediction model of metallic materials in an atmospheric environment based on support vector regression (abbreviated as SVR) [14]. Panchenko studied the law of corrosion as a function of the exposure time, and according to the mining law, he utilized the power function [15] and power-linear [16] function to implement the long-term prediction of corrosion. Shi analyzed and built a prediction model of the corrosion density data using a hidden Markov chain method [17]. However, in most of the above works, the objective was just one single material [9,10,11,12,13,14,17] or had one single input variable [15,16]. When extended to the corrosion prediction of various materials in a variety of environmental conditions, there still exist some problems in the above methods, leading to poor performance on the datasets.



According to analysis, the corrosion datasets of various materials in multiple environments conditions presented three main characteristics, including: (1) non-linearity, the interaction between steel and surrounding environment makes the corrosion process very complex and non-linear; (2) small samples, under outdoor conditions, the acquisition of each corrosion sample requires a long exposure time, that is to say, there needs one year or even several years to obtain just one sample; and 3) steep-manifold, this property refers to the fact that though one input variable value had a slight change, it may lead the corrosion rate to change significantly [18]. The three characteristics add up to a challenge for the establishment of corrosion models.



The Random Forests model (abbreviated as RF) [19] is one of the most popular machine-learning algorithms available today. Due to the advantages such as simple-structure, easy-implementation [19], anti-overfitting nature [20], etc., RF has been widely used in many fields, such as image recognition [21], geography [22], economics [23], manufacturing [24], agriculture [25] and nanomaterials [26]. Compared to ANN and SVR, RF has a deeper model structure and works better for datasets with steep-manifold characteristic [27]. Besides, RF is also suitable for datasets with small samples and non-linearity [20,28]. Recently, some researchers have applied RF to the field of corrosion. Hou used RF to establish a mapping relationship between corrosion current and corrosion type and achieved a good result [29,30]. Therefore, we believe that the RF can be used to build the model of outdoor atmospheric corrosion datasets and further to do corrosion knowledge mining.



In this paper, the collected corrosion samples are described in Section 2. The RF model structure is discussed in Section 3. Prediction results and data-mining results are shown in Section 4. The summary of the data analysis and conclusions are presented in Section 5.




2. Materials


The paper collected the corrosion results of 17 kinds of LAS in 6 atmospheric test sites in China over 16 years as experimental datasets. All of the collected samples were from China Corrosion and Protection Gateway, a professional organization for the collection, management, and sharing of corrosion data. In the collected datasets, each sample consisted of material, environment, exposure time and corresponding corrosion rate. Among them, the first three are the input features and the corrosion rate is the output. The objective of the paper is to build the mapping relationship from the input to the output. The detailed information of the materials, environment, and corrosion rate of the samples are illustrated in the following paragraphs.



2.1. Materials


The paper collected 17 LAS as the experimental material. In order to utilize the material as an input feature, the element compositions are used as the quantitative feature of the material. The detailed information of elemental compositions of 17 LAS are shown in Table 1.



Table 1 gives the elemental compositions of the different LAS. In the modeling process, each material would be represented by 7 input variables (except Fe).




2.2. Test Sites and Environmental Factors


According to the collected datasets, the steels were exposed at the outdoor atmospheric condition of 6 typical climate stations of China. For each steel, several parallel specimens with sizes of 100 mm × 100 mm × 5 mm were prepared, and all specimens were positioned at 45° to the horizontal angle. We take the 1st, 2nd, 4th, 8th, and 16th years as the sampling time period, and at each period, we get back 5 specimens to analyze and calculate the corrosion rates for each of them. Their average value is the final collected corrosion rate. The geographical distribution and climate type of test stations are shown in Figure 1a, and the on-site pictures of exposure tests are shown in Figure 1b.



Figure 1a illustrates the geographical distribution of six places, and Figure 1b shows the outdoor experiment scene. In the paper, we collected 6 environmental factors to represent different sites. The environmental factors information is shown in Table 2.



Table 2 gives the 6 environmental factors which can be used for the representation of different sites. According to Table 1, there are 7 input variables for the representation of the material. In addition, the exposure time is also considered as an important input variable. Therefore, the input for modeling is a 14-dimensions variable.




2.3. Corrosion Rate Measurements


The corrosion rate of the steels in the paper is represented by the corrosion thickness loss. The calculation equation is as follows:


Rate=ΔmS⋅Δt⋅ρ



(1)




where, Rate is the corrosion thickness loss (μm/a or μm/year), Δm represents the weight loss (g), S is the initial total surface area of the specimen (m2), Δt is the exposure time (year), and ρ is the density of LAS (g/cm3).



We visualized the corrosion rate change of 17 LAS in 6 sites versus exposure time in Figure 2.



After removing some samples whose input variables are seriously missing, the paper collected 409 corrosion samples as for datasets.





3. Methods


3.1. Random Forests


The Random Forests (RF) method is an ensemble learning method for classification or regression problems. The RF consists of a multiple trees model, of which each tree would output a prediction result corresponding to the given input features. The combination of all prediction outcomes from those tree models would form the final result of RF. Therefore, the foundation of RF is the tree model and the utilized tree model in this paper is the Classification and Regression Tree (abbreviated as CART) model. Figure 3 shows an example of a simple CART model for prediction of the corrosion rate.



According to Figure 3, assuming that the input is a two-dimensions variable: X1 and X2. If X1 ≤ 0, then the prediction rate is Rate1; if X1 > 0 and X2 ≤ 1, then Rate2; if X1 > 0 and 1 < X2 < 3, then Rate3; if X1 > 0 and X2 ≥ 3, then Rate4.



Although CART can implement the purpose of corrosion rate prediction, the individual model may lead to the over-fitting phenomenon. In order to avoid overfitting and improve the generalization ability of the prediction model, a series of CARTs are combined by using bootstrap samples of datasets (i.e., randomly selected subsets of data as training samples for each CART). Meanwhile, a subset of the features is also randomly selected at each branch node of the CART.



Assume that there are B CART models in the RF. For a new input variables X, the i-th CART would output a prediction value Yi (i = 1, 2, 3, …, B). The ensemble of all prediction value is the final prediction results of RF. The process is shown in Figure 4.



As mentioned above, for each CART model, there are some samples that are not selected during training and can be utilized for evaluating the error of the CART model. This is known as the out-of-bag (OOB) sample, and these samples are not only used to implement the estimation of generalization of the model but also can be used to quantify the importance of the input features contributing to the prediction accuracy of the model.



Suppose that there is a random forest consisting of B CART models and the dimensions of input variables is p. Then, the calculation process of each input variable’s contribution to the prediction results is shown as follows [29]:

	
For CART i, where i = 1, 2, …, B:

	●

	
Identify the selected samples for the training process of CART model and unselected samples which belong to the OOB objects.




	●

	
Estimate the OOB error εi.




	●

	
For each variable xj,j∈{1,2,…,p}. We first permute the values of xj randomly. Then, estimate the model error εij by the OOB samples with permuted values. We obtain the difference dij = εij – εi.









	
After the operation of the above process. For variable xj, we can obtain the mean value dj¯=∑i=1Bdij/B and the corresponding standard deviation, σj.



	
Compute the importance estimation of the variable xj by Impj=dj¯/σj.



	
Normalize the results of importance estimation to range [0, 1] by Impj=Impj/∑m=1pImpm.








The Impj indicates the influence of variable xj. If the variable had a significant effect on the prediction results, the permuted value would lead to a greater difference error. Therefore, the value of Impj is larger too.




3.2. Evaluation Criteria


For evaluating the fitting error (training samples) and generalization error (testing samples) of the model., the paper used three criteria for the results. The three criteria methods are:

	(1)

	
Mean absolute percentage error (MAPE)











MAPE=1N∑n=1Ny⌢n−ynyn×100%



(2)




where N is the number of datasets, y⌢n and yn represents the prediction and true value of n-th sample. The smaller MAPE, the better the prediction of the model.

	(2)

	
Root mean square error (RMSE)











RMSE=1N∑n=1N(y⌢n−yn)2



(3)







The smaller RMSE, the better prediction of the models.

	(3)

	
Determination coefficients (R2)








R2=1−∑n=1N(y⌢n−yn)2∑n=1N(y¯−yn)2



(4)




where, y¯=∑n=1Nyn/N is the mean of the true values of all samples. With R2 approaching to the 1, the model becomes better.





4. Results and Discussion


4.1. Modeling of Random Forests and Application on Corrosion Dataset


The purpose of this paper is to use the Random Forests (RF) technique to build regression models that are utilized to forecast the corrosion rate of LAS under the outdoor atmospheric condition and various corrosion knowledge mining. For building the random forest of collected corrosion datasets and validating the performance of the model, we divided the 409 corrosion samples into training datasets (272 samples) and testing datasets (137 samples). The training samples are used to train model along with its parameters, and the testing samples are the inputs to the trained model to evaluate the generalization performance. The implementation of our work uses the scikit-learning package supported by the Python computer language [31]. The detailed forecasting process of this paper is shown in Figure 5.



As shown in Figure 5, if input a test sample with 14-dimension variables to the trained Random Forest model, according to the input values, each tree in the model would output a prediction value, and then we aggregate these results and select the mean value as the final prediction results.



We calculate the error of training samples and testing samples respectively, and compared with the results of the artificial neural network (ANN), support vector regression (SVR) and logistic regression (LR). The comparisons of the four methods are shown in Figure 6.



Figure 6 shows the prediction results of ANN, SVR, LR, RF on training and testing samples, and the abscissa coordinates represent the measured corrosion rate. The ordinate coordinates represent the estimated corrosion rate, and the diagonal line is the true-forecast line. The closer the scatter points are to the diagonal line, the better the performance. Firstly, from the results on the training dataset, it can be seen that the training error of the RF is the lowest, and the MAPE, RMSE, and R2 are 11.32%, 4.25 (μm/a) and 0.936, respectively. From the testing datasets, the generalization performance of RF is also best, and the MAPE, RMSE, R2 are 16.08%, 6.12 (μm/a), 0.891. Therefore, RF can obtain better results compared with the other three algorithms.



According to the characteristics of the collected corrosion datasets and prediction results, we give some conclusions as follows: 1) The SVR is very unsatisfactory on these samples. We believe it is the steep-manifold structure in the corrosion data that leads to the poor performance of SVR. SVR belongs to stable classifiers [20] which cannot extract the effects of subtle changes in the input, especially when the number of samples is small too. While unstable classifiers such as ANN can have better results on these samples, RF can also achieve good results due to the fact that the tree model is a typical unstable classifier too. 2) Although ANN can identify the slight changes in the input variables and deal with the non-linearity, it needs a lot of samples to train the model. Therefore, ANN cannot get reliability results with small training samples. In comparison, RF can obtain good results regardless of whether the number of training samples is large or small. Meanwhile, RF also can solve the non-linear problem in the datasets. In conclusion, when dealing with the corrosion datasets with small-sample, steep-manifold and non-linearity characteristics, RF can achieve better performance than the other three commonly used machine-learning methods and can build a more reliable mapping relationship.




4.2. Variable Importance Ranks According to the Model


According to the corrosion knowledge, the whole atmospheric corrosion process can be divided into two stages: The initial stage and stationary stage [32]. The former refers to the early stage of corrosion. During this period, the electrochemical reaction of LAS and the effects of the surrounding environmental factors appear to be fierce, the corrosion productions grow faster, and the corresponding corrosion rate is larger. In the stationary stage, the generation of the corrosion productions becomes slow at this time, and corrosion rate tends to be constant. At different stages, the importance ranks of the variables may change. For exploring the different contributions of multiple variables in different exposure time, the paper built 5 different RF models based on 5 sub-datasets, of which each sub-dataset hosts the same exposure time (1, 2, 4, 8, 16 years). The processes and modeling results are shown in Figure 7.



Figure 7 shows how to build five RF models based on five different sub-datasets. In each sub-dataset, the exposure times of all samples contained are equal. In this way, it can avoid the effect of time on the corrosion rate and focus on studying the effects of chemical elements and environmental factors on the corrosion rate. According to the established models, the paper gives the change of variables over time. Firstly, we consider 7 chemical elements as one single variable (material), and 6 environmental factors as the other single variable (environment). The contributions of material and environment in different models are shown in Figure 8.



We divided the corrosion process into two stages by the experience which showed that the corrosion of LAS would become stable in about 6–8 years for less corrosive environments or 4–6 years in more corrosive environments [32]. In the paper, we set the split time between the two stages at the 5th year. This means that if the exposure time is less than 5 years, it belongs to the initial stage, and if the time is more than 5 years, it is the stationary stage. Figure 8 revealed that at the initial stage, the environment plays a significant role in the corrosion, and the contributions are always larger than 80%. With the exposure time increasing, the corrosion production is also increased, and these products would hinder the following electrochemical reaction between the environment and the material. However, with different materials and environments, the corresponding corrosion products show different properties. At the initial stage, the products generated on the surface of the material are insufficient to form a protective layer. At this time, the main effect on corrosion is the environmental factors, as shown in Figure 8 (1, 2, 4 years). By the time of the stationary stage, there would be enough products to shield the LAS from environments and to inhibit further corrosion [33]. This kind of difference caused by corrosion products would lead to a great difference in the corrosion protection performance of the layer [1,32,33]. Therefore, the material itself can exert much more influence on corrosion during the stationary stage than that in the initial stage, as shown in Figure 8.



Although the importance of material rose up along with the increasing exposure time, the environment still showed more important effects, as shown in Figure 8. Moreover, although collected corrosion datasets contain the chemical compositions of each material, they still need the quantitative value of the microstructure that plays an important role in the corrosion process. Accordingly, the paper will analyze the effects of 6 environmental factors on corrosion in detail. The effects of alloying elements on corrosion will be studied in detail in our future work.



Based on the proposed RF model as shown in Figure 7, the paper gives the importance change information of each environmental factor on the corrosion vs. time dimension, and the results are shown in Figure 9.



According to the results from Figure 9, it can be seen that six environmental factors played different roles at the initial stage and stationary stage. The detailed analysis is as follows:

	
Figure 9 shows that pH always plays the most important role at the two corrosion stages. This is because low pH in rainfall can help to dissolve the corrosion products to iron ions and form non-aggregated “flowing” rusts [33]. With lower pH, the more dissolved product ions resulted in a larger corrosion rate [33,34,35].



	
At the initial stage, air pollutants such as SO2 and Cl− had more effects on corrosion than T, RH. The pollutant could promote the electrochemical reaction on the surface of the material, accelerate the corrosion process, and increase the corrosion rate [36,37,38].



	
At the stationary stage, the influence of SO2 is much less than Cl−, T, and RH. Figure 9 indicated that Cl−, T, and RH played a second important role on corrosion at this time. Relevant results were also proved in previous work [36,37,38]. As for the influence change of SO2, it is because SO2 could promote the phase transformation to a more stable structure of α-FeOOH [37]. Therefore, the SO2 plays a major role at the initial stage, but has a lower effect on corrosion at the stationary stage.



	
Rainfall had a secondary important effect on corrosion in the first year, but the influence would rapidly decrease as time increased. From the 4th year, the influence of rainfall always is the lowest.









4.3. The Effect of Environmental Factors


The RF model developed in this study for predicting the outdoor atmospheric corrosion rate of LAS can be seen as a non-linear function of a few input variables. After the modeling process is finished, we used the model to forecast the corrosion rate when just one of the environmental factors value was changed while the remaining variables maintained constant. The forecast results are illustrated in Figure 10.



As mentioned above, the inputs of the model include material, time, and environment. In this study, we only consider corrosion rate predictions when environmental factors change. In Figure 10, we fixed the material to be ‘D36’, the location to be ‘Beijing’, and the time to be ‘1 year’. Then, when the values of the six environmental factors are sequentially changed, the model is used to predict the corresponding corrosion rate. According to the sub-figures, we can give some qualitative and quantitative analysis of environmental factors effects on corrosion:

	
Figure 10a demonstrated that with a lower pH value, LAS had a higher corrosion rate. This is because the lower pH would generate more hydrogen ions, which can promote more severe dissolution of corrosion products [39]. Therefore, lower pH resulted in more damages to the products, which otherwise can play a protective role for the material [33,34,35]. According to the results in Figure 10a, it can be seen that when the value of pH crossed over the threshold around 6.29, there is a sudden change in the corrosion rate. For this threshold value, we explain that for the atmospheric corrosion of ‘D36’ in ‘Beijing’, when the pH of rain is lower than about 6.29, the hydrogen ion dissolves the metal, which accelerates the corrosion rate and may lead to part of the rust-protective layer being completely dissolved. This means that the corresponding area of ‘D36’ is not protected by the rust-layer, and it would lead to the sudden change of the corrosion rate.



	
Figure 10b shows that there is a large increase in corrosion rate when the RH reaches about 59%. In the range of 55–85%, the corrosion rate and RH increase simultaneously. However, when the value of RH is larger than 85%, the corrosion rate decreases conversely.



	
When the value of rainfall ranges from 100 (mm/month) to 147 (mm/month), the corresponding corrosion rate is the largest. After that, the corrosion rate gradually decreases as the rainfall increases.



	
As for the temperature effect on corrosion, Figure 10d illustrated that when temperature values range from 11–17 °C, the higher temperature could promote the corrosion, and the largest corrosion rate happens when the temperature is in ranges from 17–20 °C; afterwards, the corrosion rate would decrease, though the temperature still increases. For this case, the explanation is that when the temperature in Beijing was higher than 20 °C, there existed a severe evaporation process. Therefore, on the surface of LAS, it is harder to form the electrolyte film, which is a necessity for corrosion.



	
Figure 10e shows that SO2 can promote the corrosion process, i.e., the higher SO2 corresponds to the higher corrosion rate. Besides, we also give a threshold of 0.61 (mg/cm3), which can lead to the sudden change of the corrosion rate.



	
The effect of Cl− in Figure 10f illustrated that the threshold of Cl− was about 0.89 (mg/cm3). The higher Cl− will accelerate the corrosion rate. Figure 10f also shows that the influence of Cl− concentration on the corrosion rate is not larger. For this result, we explain it from two aspects: Firstly, the exposure time in Figure 10f is ‘1 year’, and according to the results from previous sections, it can be seen that the importance of Cl− is lower than the pH, rainfall, and SO2. In addition, the paper used Cl− concentration in the air to represent the chloride ion. However, there are works saying that the Cl− deposition/concentration in microclimate around the specimen may have an important influence on corrosion [5]. In this regard, we will design a new outdoor experiment to collect the microclimate around the specimen and to improve the results of this part in future works.










5. Conclusions


The paper utilized the Random Forests method to build an outdoor atmospheric corrosion prediction model for low alloy steels. Moreover, the paper drew some conclusions about corrosion knowledge from the model. The summaries are as follows:

	
The paper analyzed the characteristics of various LAS in various environments and built the prediction model using the random forests, artificial neural network, support vector regression, and logistic regression methods. The comparison results show that the Random Forests model can obtain the best fitting results on training samples and generalization results on testing samples. It indicated that the random forests can better implement the mapping relationship between corrosion factors and rates.



	
By building five RF models with different exposure times, the paper obtained the effect changes of six environmental factors on corrosion with time. The results show that pH always plays the most important role at the entire corrosion process; SO2 and Cl− were more important for corrosion than T and RH at the initial stage; and Cl−, T, RH, and pH had a major influence on corrosion at the stationary stage, while rainfall just plays a major role in the 1st year.



	
After the modeling, the paper forecasted the corrosion rate when one of six environmental factors changed, and other variables were constant. According to the forecast results, the paper can give qualitative and quantitative analysis of the influences of six environmental factors on corrosion.








The successful development of RF on the corrosion datasets provides a powerful tool for building predictive models and knowledge-mining of LAS corrosion in outdoor atmospheres. However, limited by the lack of quantitative of LAS microstructure in the collected datasets, the paper did not discuss the effects of chemical composition and microstructure on corrosion in detail. The related work will be further studied in the near future.
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Figure 1. (a) The geographical distribution and climate types of 6 test stations; (b) the on-site pictures of exposure test. 
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Figure 2. Corrosion rates of 17 LAS versus exposure time in different site: (a) Beiing, (b) Guangzhou, (c) Jiangjin, (d) Qingdao, (e) Qionghai, (f) Wuhan. 
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Figure 3. An example of a single Classification and Regression Tree (CART) model. 
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Figure 4. Prediction process of the Random Forests model. 
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Figure 5. The process of forecasting the corrosion rate based on the Random Forest (RF) model. 
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Figure 6. The prediction results of artificial neural network (ANN), support vector regression (SVR), logistic regression (LR), and RF on training (a) and testing (b) samples. 
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Figure 7. The process and the validations of the five different RF models for different times. 
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Figure 8. The percentage variations of the contribution variations of the material and environment vs. exposure time. 
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Figure 9. The importance changes of the six environmental factors vs. exposure time. 
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Figure 10. Corrosion rate prediction when changing one of the environmental factors. (a) pH, (b) RH, (c) Rainfall, (d) Temperature, (e) SO2, (f) Cl−. 
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Table 1. Element compositions of 17 low alloy steels (LAS) in the collected datasets.
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Alloy

	
Element Compositions, wt. %




	
Mn

	
S

	
P

	
Si

	
Cr

	
Cu

	
Ni

	
Fe






	
06CuPCrNiMo

	
0.4

	
0.023

	
0.05

	
0.17

	
-

	
0.17

	
-

	
Balance




	
09CuPCrNiA

	
0.4

	
0.023

	
0.015

	
0.26

	
0.1

	
0.05

	
0.02

	
Balance




	
09CuPTiRe

	
0.4

	
0.019

	
0.08

	
0.28

	
-

	
0.29

	
-

	
Balance




	
09MnNb(s)

	
1.18

	
0.024

	
0.027

	
0.2

	
0.1

	
0.05

	
0.1

	
Balance




	
10CrCuSiV

	
0.31

	
0.002

	
0.01

	
0.62

	
0.83

	
0.25

	
0.1

	
Balance




	
10CrMoAl

	
0.45

	
0.002

	
0.012

	
0.35

	
0.98

	
0.09

	
-

	
Balance




	
14MnMoNbB

	
1.53

	
0.01

	
0.022

	
0.34

	
0.1

	
0.05

	
-

	
Balance




	
15MnMoVN

	
1.52

	
0.004

	
0.026

	
0.4

	
0.1

	
0.05

	
-

	
Balance




	
16Mn

	
1.4

	
0.025

	
0.009

	
0.36

	
0.1

	
0.05

	
-

	
Balance




	
16MnQ

	
1.37

	
0.023

	
0.03

	
0.3

	
0.1

	
0.07

	
0.05

	
Balance




	
D36

	
1.4

	
0.018

	
0.022

	
0.39

	
0.05

	
0.05

	
-

	
Balance




	
JN235(RE)

	
0.516

	
0.025

	
0.03

	
0.3

	
0.1

	
0.07

	
-

	
Balance




	
JN255

	
0.67

	
0.006

	
0.016

	
0.07

	
0.02

	
0.05

	
0.05

	
Balance




	
JN255(RE)

	
0.39

	
0.005

	
0.01

	
0.62

	
0.83

	
0.25

	
0.1

	
Balance




	
JN345

	
0.39

	
0.005

	
0.11

	
0.05

	
0.9

	
0.4

	
0.65

	
Balance




	
JN345(RE)

	
0.36

	
0.011

	
0.089

	
0.28

	
-

	
0.29

	
-

	
Balance




	
JY235(RE)

	
0.27

	
0.01

	
0.089

	
0.28

	
-

	
0.29

	
-

	
Balance
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Table 2. Environmental factors and their statistics.
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	Factors
	Unit
	Average
	Minimum
	Maximum





	Average Relative Humidity (RH)
	%
	75.09
	56.17
	87.71



	Average Temperature (T)
	°C
	17.58
	11.08
	26.05



	Rainfall
	mm/month
	159.74
	45.64
	753



	SO2 concentration (SO2)
	mg/cm3
	0.089
	0.015
	0.302



	pH of rain (pH)
	-
	6.14
	5.11
	6.97



	Chloride concentration (Cl−)
	mg/cm3
	0.221
	0.0001
	1.967











© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).
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