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Abstract

The current study explores the applicability of a single constitutive equation, based on the
Arrhenius hyperbolic sine model, to a wide range of chemical compositions and test conditions
by using a unique approximation. To address this challenge, a mixed model is proposed, inte-
grating a physical model with phenomenological expressions to capture the strain and strain
rate hardening, forming temperature, dynamic recovery (DRV) and dynamic recrystallization
(DRX). The investigation combines high-temperature mechanical testing with modeling in
order to understand the hot deformation mechanisms. Hot torsion tests were conducted
on ten different low-carbon steels with distinct microalloying additions to capture their re-
sponses under diverse initial austenite grain sizes, deformation temperatures and strain rate
conditions (d0 = 22–850 µm, T = 800–1200 ◦C and

.
ε= 0.1–10 s−1). The developed constitutive

equation has resulted in a robust expression that effectively simulates the hot behavior of
various alloys across a wide range of conditions. The application of an optimization tool
has significantly reduced the need for adjustments across different alloys, temperatures and
strain rates, showcasing its versatility and effectiveness in predicting the flow behavior in a
variety of scenarios with excellent accuracy. Moreover, the model has been validated with
experimental torsion data from the literature, enhancing the applicability of the developed
expression to a broader spectrum of chemical compositions.

Keywords: constitutive relation; hot working; mechanical modeling; low-carbon microalloyed
steel

1. Introduction
Together with the digitalization of industrial plants, material forming simulation models

are gaining growing importance due to their effective role in the control of manufacturing
processes [1–4]. It is known that the optimization of the final mechanical properties is strictly
related to control over the process parameters, with the modeling of the flow behavior
of the material being a relevant input to achieving this goal. The flow response at high
temperatures is difficult to describe by means of a simple expression, as many interconnected
metallurgical phenomena take place during hot deformation: strain hardening, dynamic
recovery (DRV), dynamic recrystallization (DRX), etc. The predictive capability of the material
flow curve largely depends on the constitutive relation, which describes the change in the
material’s behavior under external loading. The constitutive relation for deformed steel at
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elevated temperatures is often described as a competition between several hardening and
softening processes taking place simultaneously [5,6]. Both mechanisms are significantly
influenced by many factors, such as the strain, strain rate, forming temperature and chemical
composition. When a metallic material is hot-formed, strain hardening occurs due to the
presence of obstacles that hinder dislocation movement. On the other hand, softening also
occurs, which is related to the activation of recovery and recrystallization processes. As
mentioned before, two antagonistic mechanisms compete simultaneously: the creation and
elimination of crystalline defects. Generally, equilibrium is reached in this competition, leading
to a steady state where the stress is maintained as constant as the deformation increases.

In the attempt to provide appropriate constitutive equations, several mathematical
models have been proposed for characterizing the behavior of metal alloys in hot work-
ing processes. Most of them can be divided into two groups: phenomenological- [7–9]
and physical-based [10–12] models. Phenomenological models do not call for a detailed
understanding of the physical phenomena involved in the deformation process, and the
constitutive relationship between the flow stress and the process variables can be deter-
mined by regression analysis. These types of expressions are usually dependent on various
parameters, including the strain, temperature and strain rate, but the coupling effects of
the processing parameters are underestimated in most of them. Until recently, within
phenomenological models, different approximations were established for different metals
or alloys—Hansel–Spittel, Johnson–Cook, Arrhenius, etc.—with the accuracy of the model
being very dependent on the boundary conditions.

When compared to the alternative models, the Hansel–Spittel [13] constitutive model
(Equation (1)) is commonly employed to describe the hot and cold forming behavior of materials
within finite element software such as FORGE, QFORM or DEFORM 2D [7,14,15]. For example,
the Hansel–Spittel expression has been recently used in the simulation of the hot forging flow
behavior performed by FEM for different chemistries due to its simplicity in the implementation
and calibration of parameters from experiments [16,17]. It is expressed as follows:

σ = A1ea1TTa9 εa2 e
a4
ε (1 + ε)a5Tea7ε .

ε
a3 .

ε
a8T (1)

where T is the deformation temperature, given in Celsius; ε is the equivalent true strain;
.
ε is

the equivalent strain rate; the parameters a1 and a9 are related to the material’s sensitivity to
temperature; a3 defines sensitivity to

.
ε; a5 describes the coupling effect between temperature

and strain; a8 couples T and
.
ε; a2, a4 and a7 depend on the material’s sensitivity to strain; A1 is

a fitting parameter. These parameters are typically determined using linear regression analysis.
Although the Hansel–Spittel equation provides a reliable estimation of the flow stress

values at different strains, strain rates and temperatures, it is unable to adequately describe
the variation in strain rate sensitivity at a given temperature [18]. Since hot working
processes usually involve high strain rates, the flow stress values could be significantly
overestimated under such conditions.

On the other hand, the Johnson–Cook constitutive equation is well-known due to
its simplicity and the availability of parameters for various materials. First proposed by
Johnson and Cook in 1983 [19], the original equation can be expressed using Equation (2),
where the first, second and third parentheses represent the strain hardening, the strain rate
hardening and the thermal softening, respectively:

σ = (A2 + B2εn2)

(
1 + C2ln

.
ε
.
ε0

)(
1 −

(
T − Tr

Tm − Tr

)m2
)

(2)

where A2 is the yield stress under the reference condition, B2 is the strain-hardening
coefficient, C2 is the strain-rate sensitivity coefficient and

.
ε0 is the reference strain rate. T, Tm

and Tr are the temperature, the melting point and the reference temperature, respectively.
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Finally, the empirical parameters n2 and m2 are the work-hardening and the thermal
softening exponents, respectively.

The original Johnson–Cook model does not represent any thermal or strain-rate history
effect, assuming that strain-hardening, strain-rate hardening and thermal softening are
three independent phenomena that can be isolated from each other. Although the coupling
effects of strain, temperature and strain rate are not considered in the original expression,
many authors have modified the original equation in order to include these effects [8,9,20].

In recent years, the flow stress of different chemistries has been established using the
Arrhenius equation in many studies, making it the most popular approach for simulating
flow behavior at elevated temperatures. The hyperbolic sine Arrhenius equation, which was
first proposed by Garofalo [21] and later popularized by Sellars and Tegart [22], is widely
used due to its simplicity and accuracy. The Arrhenius model can be used to describe the
flow stress in different ways, such as the power, exponential and hyperbolic sine laws. The
hyperbolic sine equation is particularly well-suited to a wide range of temperatures and
strain rates. McQueen and Ryan conducted an extensive review of experimental flow curves
encompassing various chemistries, such as carbon, microalloyed, stainless and ferritic steels.
From this review, they derived constitutive equations for each material, incorporating an
Arrhenius-type relation to model their flow behavior [23]. Mirzadeh et al. [24] and Rao
et al. [25] investigated the hot deformation characteristics of a series of medium carbon
microalloyed steels using hot compression testing. Each research group developed and
validated constitutive equations that were specific to the corresponding steels and testing
conditions. Additionally, Ji et al. extended the application of the hyperbolic sine equation to
more complex alloys, such as the alloy type Aermet100 [26]. The hyperbolic sine equation
relates the Zener–Hollomon parameter (Z) to the flow stress, as shown in Equation (3):

Z =
.
ε·e(−

Q
RT ) = A·[sinh(ασ)]n (3)

where
.
ε is the strain rate, σ is the stress, n is the stress exponent, Q is the activation energy

for deformation, R is the gas constant (8.314 kJ/mol), T is the temperature and α and A are
material constants.

On the other hand, physical-based models consider the thermal deformation mecha-
nism of the metal during the deformation process. This includes work hardening, which
is caused by interactions related to the dislocation movement, and dynamic softening
attributed to the thermally activated phenomena. Most physical-based models provide a
reasonable description of flow stress [10–12]. However, many material parameters must be
fixed, and determining these material parameters is not always straightforward. Develop-
ing physical models requires a large database, which is time-consuming and expensive to
obtain and difficult to implement at an industrial level.

A review of the literature indicates that constitutive equations are usually developed
for specific chemistries, often necessitating case-specific adjustments even for closely related
alloys. In this context, formulating a unified constitutive equation that can accurately
describe the flow behavior of a family of materials, such as microalloyed low-carbon steels,
is a significant advancement. This approach not only offers broader applicability but also
reduces the need for recalibration across similar compositions, thereby highlighting its
novelty and practical value.

To conduct the present study, a thorough examination was undertaken at Ceit, in-
volving an in-depth review of flow curves obtained from various research projects over
several years. The investigation focused on ten different low-carbon steels, each with
distinct microalloying additions. The influence of strain rate, deformation temperature
and initial austenite grain size was also investigated. Based on the generated database, the
principal objective was to develop a single constitutive equation that is simple and effective
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enough to reproduce the flow behavior of a wide range of chemical compositions and test
conditions. To achieve this, a mixed model combining a physical model with phenomeno-
logical expressions to describe the parameters was constructed. This approach provides
a comprehensive representation of the system by incorporating both the fundamental
principles and empirical observations.

2. Experimental Procedure
Ten low-carbon steels were selected for this study, the compositions of which are

presented in Table 1. The 0.06C and 0.12C steels were used as reference grades, and the
remaining chemistries were chosen to analyze the effect of various microalloying elements,
such as Ti, Mo and Nb.

Table 1. Chemical composition of the selected steels (wt%).

Steel Reference C Mn Si Mo Ti Nb Ref

0.06C 0.06 1.54 0.25 0.005 0.002 0.002 [27]
0.12C 0.12 1.52 0.25 0.005 0.002 0.001 [27]

0.04C-Nb 0.04 1.55 0.2 0.003 0.002 0.034 [28]
0.1C-Nb 0.1 1.42 0.31 0.005 0.002 0.035 [29]

0.05C-NbMo16 0.05 1.58 0.04 0.16 0.002 0.03 [30]
0.11C-NbMo15 0.11 1.43 0.33 0.15 0.007 0.033 [30]

0.05C-TiMo 0.05 1.61 0.2 0.2 0.09 0.003 [28]
0.05C-NbMo 0.05 1.6 0.21 0.21 0.004 0.035 [28]
0.07C-NbTi 0.07 0.62 0.01 0.005 0.067 0.034 [29]

0.12C-NbMo31 0.12 1.46 0.31 0.31 0.004 0.034 [30]

As previously mentioned, the chemical data was gathered from various projects
conducted at Ceit over the past 20 years and then compiled into a database in order to
develop a constitutive relation. It should be noted that the torsion tests were carried
out to analyze different behaviors related to hot working, rather than focusing strictly on
rheological modeling. For example, the stress–strain curves reported in A. Fernandez’s PhD
thesis [29] were primarily used to examine and model static and dynamic recrystallization
mechanisms in Ti-, Nb- and Mo-microalloyed steels. These tests also involved samples
with varying initial austenite grain sizes, enabling a detailed analysis of the influence of
grain structure on recrystallization during hot working.

Similarly, the work carried out by B. Pereda [30] provided valuable torsion data and
extended the analysis and modeling of dynamic recrystallization (DRX) behavior initially
performed by A. Fernandez on Mo-microalloyed steels.

Finally, the research projects cited in references [27,28] provided torsion curves that
were used to model the flow behavior of plain carbon steels and Nb-, Ti- and Mo-
microalloyed steels. These studies played a key role in deepening the understanding
of how different microalloying elements influence hot deformation behavior.

To analyze the flow behavior of the aforementioned steels at high temperatures, the
samples were inductively heated, and single-hit rupture tests were performed in torsion
mode. A single torsion test was performed for each testing condition. The solid specimens
were a reduced central gauge section measuring 17 mm in length (L) and 7.5 mm in diameter
(ϕ) (see Figure 1). To obtain the strain–stress curves from the angle–torque data, the
procedure proposed by Fields and Backoffen was employed [31]. This experiment enables
the flow curve of the selected material to be obtained by applying a single deformation
pass in the fully austenitic state until rupture. Similarly, it also enables the analysis of the
effects of different process parameters, such as deformation temperature, strain rate and
chemical composition, on the hot ductility behavior. Several experiments were designed to
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reproduce the flow behavior of the selected materials. The effect of initial grain size on the
evolution of the flow pattern was also investigated. Table 2 describes the test conditions
that were employed for each chemistry [27–30].

Figure 1. Drawing of the torsion test specimen.

Table 2. Test conditions for the different chemistries.

Steel Reference Initial Austenite
Grain Size (µm) Strain Rate (s−1) Temperature (◦C)

0.04C-Nb -

0.1
1100
1200

1

900
1000
1100
1200

0.05C-TiMo -

0.1
1100
1200

1

800
900
1000
1200

0.05C-NbMo -
0.1

1100
1200

1
900
1200

0.1C-Nb

22

0.1 1100

0.2 1100

1
1000
1100

65
0.1 1100

1 1000

129 1
1000
1100

518
0.1 1100

1
1000
1100

806

0.1
1100
1200

0.2
1000
1100
1200

1
1000
1100

5 1000
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Table 2. Cont.

Steel Reference Initial Austenite
Grain Size (µm) Strain Rate (s−1) Temperature (◦C)

0.07C-NbTi

60 1 1000

109

0.1
1000
1100

1
1000
1100

10 1100

158

0.1
1100
1200

1
1000
1100
1200

392 1
1000
1100

796 1
1000
1100

0.12C-NbMo31

131

0.1 1100

1
1000
1100
1200

180 1
1000
1100
1200

550 0.1 1100

650
0.2 1100

1 1200

660 1
1000
1200

0.05C-NbMo16

365 1 1100

445
0.2 1100

1 1100

0.11C-NbMo15 565
0.1 1100

1 1100

0.06C - 1
900
950
1000

0.12C - 1
900
950
1000

3. Description of the Model
As the flow behavior of a steel deformed at an elevated temperature is defined by

the presence of hardening and softening mechanisms, modeling the flow curve can be
divided into two stages. Up to the maximum stress value, it can be assumed that only
work hardening (WH) occurs alongside dynamic recovery (DRV). After the critical strain,
dynamic recrystallization (DRX) becomes the dominant mechanism responsible for the



Metals 2025, 15, 1044 7 of 22

softening of the material until a steady state is achieved. The general expression describing
the flow behavior of a steel is given by the following equation:

σ = σWH+DRV − σDRX (4)

where σWH+DRV is the stress due to the competition of the work-hardening and dynamic
recovery, and σDRX represents the mechanical softening due to dynamic recrystallization.

3.1. Modeling up to the Peak Stress

It is widely accepted that strain hardening occurs because a fraction of the mobile
dislocations produced by deformation is not absorbed at grain boundaries and does not
annihilate each other [32–35]. Instead, they are stored in the crystalline structure in order to
form new obstacles. Dynamic recovery (DRV), the principal mechanism governing harden-
ing, entails the annihilation of dislocations as well as their rearrangement and the formation
of subgrains. Various models have been proposed in the literature to describe the behavior
up to the point at which maximum stress is reached [3,8,11,32,35]. However, the model
developed by Estrin and Mecking provides the best results. Estrin and Mecking claim that
the mean free path of dislocation movement is a geometrically imposed constant, meaning
that the dislocation storage rate, which is proportional to that path, is also constant [33].
Building upon this hypothesis, Laasroui and Jonas simplified the model further, providing
the following expression [36]:

σWH+DRV =
[
σsat

2 +
(

σsat
2 − σ0

2
)
·e−Ωε

]0.5
(5)

where ε is the plastic true strain, σsat is the extrapolated saturation stress of the flow curve in
the absence of dynamic recrystallization and σ0 is the yield stress for the initial conditions
ε = 0. The term Ω was described by Yoshie et al. as follows [37]:

Ω = AΩ·d0
nΩ · .

ε
mΩ ·e

QΩ
RT (6)

where d0 is the initial grain size;
.
ε is the plastic strain rate; QΩ is the apparent activation

energy for DRV; and AΩ, nΩ and mΩ are material constants.
However, the literature shows discrepancies regarding the influence of initial grain size

on the DRV mechanism at high temperatures [38–40]. For example, at high temperatures,
other mechanisms such as DRX or grain boundary sliding may become more significant
and potentially diminish the influence of initial grain size on DRV.

Figure 2a shows the stress–strain curves corresponding to 0.1C-Nb steel at a temper-
ature of 1100 ◦C and

.
ε = 1 s−1 as test conditions for various initial grain sizes, ranging

from 129 to 806 µm. The stress–strain curves show the typical behavior observed in torsion
tests. Despite minor variations in stress related to test artifacts, no clear hardening effect is
evident for smaller grain sizes. Similarly, Figure 2b illustrates the instantaneous WH rate
with respect to the true strain. A difference of 14.3% is measured between the WH rates
corresponding to 129 and 806 µm grain sizes at the beginning of the torsion test. However,
this difference reduces during the test, with WH convergence occurring for all austenite
grain sizes after a strain of 0.1. Therefore, the impact of initial grain size on hardening can
be considered negligible for the analyzed steels and grain size conditions. Consequently,
Equation (6) has been reformulated as Equation (7):

Ω = k1·
.
ε

k2 ·e
k3Q
RT (7)
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Figure 2. (a) Stress–strain curves up to ε = 0.5 and (b) instantaneous WH rate corresponding to
different initial grain sizes of 129, 518 and 806 µm for a deformation temperature of 1100 ◦C and a
strain rate of 1 s−1.

In this equation, the parameters k1, k2 and k3 represent fitting constants that must be
determined using the optimization method described later. Q represents the activation
energy for hot deformation and will be described in more detail in the following section.

3.2. Modeling of the Dynamic Recrystallization

Several models have been proposed in the literature to establish a correlation between
the mechanical behavior of DRX and the underlying metallurgical phenomena in the mate-
rial in relation to the softening mechanism. Mathematical modeling of DRX is essential for
understanding and predicting its behavior under different processing conditions. Various
approaches have been suggested, ranging from empirical relations to physically based
models. The most commonly used are the Avrami-type equations [41–46]. It is reasonable to
assume that the recrystallized volume fractions are proportional to the softening observed
in the flow curve [47–49]. In this context, DRX, being a solid-state transformation process
involving nucleation and growth, can have its kinetics described by Avrami’s equation:

XDRX = 1 − e−β(ε−εc)
m

(8)

where m and β are constants associated with the nucleation mechanism, and with the
rate of nucleation and growth, respectively. εc is defined as the deformation for the onset
of recrystallization.

Under the hypothesis that softening is proportional to the transformed volume frac-
tions, a similar expression to Avrami’s can be used to describe the evolution of stress during
deformation, from the maximum stress to the steady state. This expression is based on the
kinetics of the transformation and can be derived from an analysis of the flow curves:

σDRX = (σsat − σsse)·
[
1 − e−β·εm

]
(9)

In this expression, σsat represents the saturation stress, σsse is the steady-state stress,
and the rest of the parameters were explained earlier. The term εc was disregarded from the
previous expression (Equation (8)), as in the present study, its value is considered to be 0.

3.3. Validation of the Hyperbolic Sine Equation

While determining the complete flow curve requires a combination of the previously
explained WH + DRV and DRX models (Equations (5) and (9), respectively), estimating
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key stress parameters within these equations, such as saturation or steady-state stress, is
accomplished using the Arrhenius hyperbolic sine constitutive relation. The peak stress is
widely accepted as a crucial factor in determining the constants involved in hot working.
According to the Arrhenius hyperbolic sine model (see Equation (3)), the peak stress can be
calculated using the following equation:

σpeak =
1
α

sinh−1

(( .
ε·e(−

Q
RT )/A

) 1
n

)
(10)

Additionally, characteristic stresses like σ0, σsat and σsse can be parameterized as a
function of peak stress, according to Equations (11)–(13):

σsat = ksat·σpeak (11)

σ0 = k0·σpeak (12)

σsse = ksse·σpeak (13)

where ksat, k0 and ksse are fitting constants. These parameters are calculated using an
optimization method, which will be explained in the following section. The correlation
between σsat, σ0 and σsse with σpeak is commonly noted in the literature, typically exhibiting
a linear proportionality among them [5,24,50].

Similarly, the aim of this paper i to enhance the usefulness of the Arrhenius equation
by focusing on the activation energy for hot deformation as a physically interpretable
parameter. By doing so, the objective is to establish a model capable of extracting reliable
and physically meaningful stresses in relation to the chemical composition. The current
work adopts the approximation developed by Medina et al. for low-carbon microalloyed
steels, in which the activation energy for deformation is estimated as a function of various
alloying elements [51], as shown in Equation (14).

Q = 267000 − 2536C + 1010Mn + 33621Si + 35651Mo + 93681Ti0.592 + 31637V + 70730Nb0.565 (14)

The remaining parameters in Equation (10), namely A, n and α, were also estimated
using the work conducted by Medina et al. [51] (see Table 3).

Table 3. Parameters for Equation (13).

Parameter

A (12.197 + 65.59C − 49.052Nb)·exp(0.00007076Q)

n 4.458

α 0.011875

To validate the applicability of the Arrhenius equation for calculating peak stress for
different compositions, a comparison was conducted between the values obtained from
Equation (10) and the peak stress values derived from the experimental curves. Figure 3
shows the results of this comparison and illustrates that the estimated peak stress values
are closely aligned with the experimental data. This validates the Arrhenius equation as an
effective tool for estimating peak stress across a broad spectrum of chemical compositions
and different temperature and strain rate conditions.
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Figure 3. Calculated vs. experimental peak stress values.

3.4. Parametrization of the Final Expression

The final equation for predicting hot working rheological behavior (see Equation
(15)) combines the Arrhenius model for estimating peak stress with, on the one hand, the
hardening formulation developed by Laasroui and Jonas for the WH + DRV stage [36] and,
on the other hand, an Avrami-type expression for simulating softening due to DRX.

σ =
[
σsat

2 +
(

σsat
2 − σ0

2
)
·e−Ωε

]0.5
− (σsat − σsse)·

[
1 − e−β·εm

]
(15)

In Figure 4, the main expression (in gray, Equation (15)) and all the variables and
fitting constants relevant for simulating the flow behavior are illustrated.

 

Figure 4. Scheme of the full model for hot working.

To fully define the expression, a total of ten fitting parameters are required: five
associated with the WH + DRV stage (ksat, k0, k1, k2, k3) and the remaining five related to
the DRX softening stage (ksse, k4, u, m, b).

3.5. Optimization Method

With the aim of obtaining a single mechanical hot working model robust enough to
adequately simulate the behavior of different chemical compositions and different test
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conditions, an optimization algorithm was implemented in a Python (v 3.11.11) code.
The program follows the scheme displayed in Figure 5. Firstly, it reads the experimental
stress–strain curve and the chemical composition of the related steel grade. The experi-
mental data are smoothed to reduce the model’s sensitivity to noise. Secondly, the tool
compares the experimental curve with the objective function (Equation (15)). The objective
function contains the phenomenological equation and the material coefficients to be fitted.
It also calls for the initial set of parameters, the tolerance error, the maximum number of
allowed iterations and a vector of non-negative numbers, v = (v1, v2, v3, . . . , v10), which
dictate the random variations in the parameter updating phase. Next, an initial fitting
is performed using the aforementioned initial parameters, and it is checked whether the
obtained error is less than the tolerance. If so, it returns the adjusted parameters and the
program stops. If not, the random variation routine is executed. This involves adding
random values rn to every initial parameter with each individual value following a normal
distribution with mean 0 and variance v, as defined above. The stopping criterion is defined
in terms of both the error tolerance and the maximum number of iterations.

 
Figure 5. Flowchart of the implemented method. The program follows a loop that aims to reduce the
resulting error of predicted stress.

The optimization algorithm was applied to the range of test conditions listed in Table 4.
The error was calculated by using the Relative Root Mean Square Error (RRMSE) formula
displayed in Figure 5, with a threshold value of 0.04. The maximum number of iterations
was set to 200.

Table 4. Range of hot working conditions used for modeling the mechanical behavior of steel grades
shown in Table 1.

Test Condition Strain Strain Rate (s−1) Temperature (◦C)

Minimum 0.75 0.1 800

Maximum 2 10 1200

This approach, which combines the stochastic variation with a least-squares-based
fitting method, is designed to enhance generalizability across diverse conditions while
avoiding overfitting. The model is based on a combination of physical and semi-empirical
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equations, each of which has a referenced physical meaning and has proven to contribute
significantly to simulating observed experimental behavior. Consequently, the model’s
complexity remains fixed, except for the grain size parameter, b, which was introduced
to capture further aspects of the observed behavior and has proven to be particularly
important. The algorithm was developed to generalize across a wide range of chemical
compositions and test conditions, rather than tailoring the model to individual datasets.
Consequently, while it captures overall behavioral trends in the observed data, it is unable
to resolve small-scale variations. In combination with the smoothing applied to the experi-
mental data, this approach effectively reduces the model’s sensitivity to noise, preventing
overfitting. The robustness of the fitted parameters was verified by applying the model to
multiple experimental conditions, as listed in Table 4.

4. Results and Discussion
4.1. Modeling of the Complete Stress–Strain Curve

After optimizing the parameters of the constitutive equation using the previously
described tool, a highly accurate expression was obtained (see Table 5), which can simulate
the hot working behavior of the entire range of alloys and all the test conditions. Most of
the curves corresponding to deformation temperatures above 900 ◦C or strain rates below
5 s−1 (low Z values) exhibit typical DRX behavior, featuring a single peak stress followed
by a gradual fall towards a steady-state stress. This peak stress becomes less pronounced
when the strain rate increases or the deformation temperature decreases.

Table 5. Estimated values for the fitting parameters obtained by the optimization method.

Fitting Parameters ksat k0 k1 k2 k3

DRV 1.09 0.35 1.7 −0.07 0.03
Fitting parameters ksse k4 u m b

DRX 0.86 80 −0.145 2.45 −0.056

Figure 6a,b show a comparison of the experimental (dotted lines) and predicted (con-
tinuous lines) flow curves for two plain carbon steels (0.06C and 0.12C) at a fixed strain
rate of 1 s−1. Three different deformation temperatures of 900, 950 and 1000 ◦C were
employed, evidencing the lowering of the flow stress as the deformation temperature de-
creases. The observed curves, obtained under constant strain rate conditions, demonstrate
a clear correlation between stress and applied deformation temperature.

In Figure 6c,d, the stress–strain curves corresponding to two low-carbon steels
(0.04 and 0.1C) microalloyed with 0.035% Nb content are depicted. The curves show
the effect of various deformation temperatures and strain rates. Furthermore, the effect
of initial austenite grain size (d0) on flow behavior is also evaluated for 0.1C-Nb steel.
The prediction remains robust for most deformation conditions in both steels, with more
pronounced errors at high Z values (deformation temperatures below 900 ◦C or strain rates
exceeding 5 s−1), which are particularly notable in the case of 0.04C-Nb at 900 ◦C.

Figure 6e,f show the stress–strain curves for two chemistries with a similar Nb and
Mo content (0.035 and 0.15, respectively) and two carbon levels of 0.05 and 0.11. Using
a deformation temperature of 1100 ◦C and similar strain rates and initial grain sizes, the
flow behavior of these microalloyed steels containing Nb and Mo can be robustly predicted.
While the trend of reduced flow stress with carbon addition is correctly predicted, the
effect of increasing carbon content (with other elements such as Nb or Mo remaining
constant) is underestimated, resulting in experimental stress values that are lower than the
predicted values.
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Figure 6g,h, show the stress–strain curves for 0.05C-NbMo and 0.05C-TiMo. The
analysis of the two strain rates (0.1 and 1 s−1) and different deformation temperatures of
900 and 1200 ◦C shows that the prediction for 0.05C-NbMo steel is accurate. However, the
calculated flow curves for 0.05C-TiMo chemistry deviate more significantly with a larger
error, primarily associated with the analysis of lower deformation temperatures (800 ◦C).
As previously mentioned, the current prediction is less accurate at higher Z values.

Finally, the flow curves regarding 0.12C-NbMo31 and 0.07C-NbTi chemistries are
depicted in Figure 6i,j. The calculated flow curves consistently align well with the experi-
mental data across various deformation conditions in both steels. This alignment is clearly
visible in all the figures, demonstrating the effectiveness of the proposed approach for the
full range of compositions.

 

 

 

Figure 6. Cont.
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Figure 6. Experimental (scatter points) vs. predicted (continuous lines) flow curves for the entire
selection of chemistries. (a) 0.06C, (b) 0.12C, (c) 0.04C-Nb, (d) 0.1C-Nb, (e) 0.05C-NbMo16, (f) 0.11C-
NbMo15, (g) 0.05C-NbMo, (h) 0.05C-TiMo, (i) 0.12C-NbMo31 and (j) 0.07C-NbTi.

Regarding the DRX-related parameters, the m value of 2.45 is within the range reported
in the literature for low-carbon steels (1.5 to 3.5 [41,44,52–57])]. The u (Z-related) and the b
(austenite grain size-related) values, when divided by m, are equivalent to those reported
for the dependence of εpeak and ε0.5 in Refs. [41,44,52–57]. These parameters are within
the range of 0.12–0.28 and 0.06–0.3, respectively. The current values are below these,
with 0.145/2.45 ∼= 0.06 and 0.056/2.45 ∼= 0.023. The difference in the deformation mode
(compression vs. torsion) may explain this discrepancy. In any case, this issue merits further
analysis, which is beyond the scope of this work.

Finally, the required activation energy for DRX through the Z parameter is within
the range of 288–308 kJ/mol, whereas it shows a range of 270–394 kJ/mol in the literature.
Analyzing the DRV-related parameters, it is interesting to note that a similar approach to
the one applied here is used for low-carbon steels in [52,55–57]. The reported exponents
for the potential relationship of β with Z are in the range of 0.016–0.19, which is consistent
with the value of 0.07 obtained in this study. The activation energy for the DRV process, on
the other hand, ranges from 5 to 45 kJ/mol. The calculated energies in the present work are
within 8.5–11.5 kJ/mol.

4.2. Effect of Microalloying Elements on Flow Behavior (Ti, Mo, Nb)

Figure 7 shows the experimental flow curves obtained at 1000 ◦C and a strain rate of
1 s−1 for the following chemistries: 0.06C, 0.12C, 0.07C-Ti and 0.1C-Nb. All steels were
evaluated with similar initial grain sizes, ranging between 109 and 129 µm. The steel
composition affects the flow curves obtained from the torsion tests. For example, the



Metals 2025, 15, 1044 15 of 22

characteristic parameters related to these curves vary, e.g., the peak strain εp, the peak
stress σpeak etc. Regarding the impact of carbon content, slight differences are observed
when comparing the flow curves corresponding to 0.06C and 0.12C (see Figure 7a). The
addition of carbon promotes a slight decrement in the peak stress value, from 129 to
124 MPa, for 0.06C and 0.12C steels, respectively. The model is consistent with the trends
observed in experimental curves, as higher stresses are estimated for the steel with the
lowest carbon content (0.06C). This is related to the hardening effect of carbon. Higher
carbon contents promote a slight softening of the steel due to increased DRV and DRX rates,
thereby lowering the overall flow stress [51,52]. This trend is particularly relevant for low
Z values and, in the current study, it is adequately modeled by the expression presented by
Medina et al., Equation (14). The carbon-related parameter has a negative sign, leading to a
decrease in the activation energy for deformation as the carbon content rises.

Figure 7. Comparison between experimental vs. predicted stress–strain curves obtained at 1000 ◦C
deformation temperature and strain rate 1 s−1 for (a) 0.06C vs. 0.12C, (b) 0.12C vs. 0.07C-Ti and
(c) 0.12C vs. 0.1C-Nb steel.

Figure 7b shows the flow curves for the 0.06C and 0.07C-Ti steel. A significant increase
in stress is evident, which can be attributed to the addition of Ti. The effect of Ti, Mo
and Nb in solid solution has been widely investigated in the literature [5,41,46]. These
microalloying elements increase the activation energy for deformation and, consequently,
raise the saturation stress.

Similarly, comparing the stress–strain curves of 0.12C and 0.1C-Nb steels (see Figure 7c)
reveals the effect of Nb on the flow curves. As in the previous case, adding Nb increases
the flow stress. The effects of the addition of Ti and Nb are accurately described by the
model, in line with the hyperbolic sine equation’s predictions for peak stress values.
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However, the complex interactions between alloying elements in solid solution and
precipitation with DRV and DRX kinetics [41,55,56] increase the error of the prediction for
such steels compared to plain carbon steels.

4.3. Effect of Austenite Grain Size

The effect of initial austenite grain size on flow curves is shown in Figure 8. The
graph contains the stress–strain curves for the 0.1C-Nb material obtained at two different
pre-heating temperatures of 1450 and 1150 ◦C, leading to different initial austenite grain
sizes of 806 and 129 µm, respectively. As the reheating temperature increases, the initial
grain size becomes coarser and the amount of microalloying elements in solid solution
increases, leading to an increase in the peak strain value (the peak of the curve shifts to
larger values). The experimental peak strain values for prior austenite grain sizes of 806 µm
and 129 µm are 0.73 and 0.57, respectively., The predictions correspondingly yield values
of 0.69 and 0.61 for grain sizes of 806 µm and 129 µm, respectively. Despite the error in the
estimation of the peak strain, the predicted trend aligns with the experimental values. This
indicates a delay in the onset of dynamic recrystallization for larger austenite grain sizes.
Coarser grain sizes usually tend to produce a less pronounced fall in the stress after the
peak, resulting in larger strains at the onset of the steady-state regime (εss). Examining the
calculated curves reveals a correct representation of the initial grain size effect, with the
peak strain value shifting towards higher values as the grain size increases.

Figure 8. Impact of initial grain size on experimental and calculated flow curves for 0.1C-Nb steel.

4.4. Robustness and Limitations of the Model

The robustness of the model is assessed in Figure 9, which shows the RRMSE values
obtained for the entire range of compositions after conducting simulations at various de-
formation temperatures and strain rates, as listed in Table 2. The fit for all compositions is
notably good, with an error of less than 14%, underscoring the suitability of the approach.
This level of discrepancy is considered excellent, given the wide range covered: a tempera-
ture difference of 400 ◦C, strain rates ranging from 0.1 to 10 s−1, initial austenite grain sizes
of up to 806 µm and ten different chemical compositions addressed by a single equation.

The model particularly excels in experimental tests at high deformation temperatures and
low strain rates, showing limitations at large Z conditions, above 1013 s−1. A notable limitation
is the prediction of the onset of DRX at such high Z values, which contradicts observations
from experimental curves. This discrepancy is common in DRV-DRX-staged constitutive
models. Such formulations typically define a critical deformation εc for DRX, and they struggle
to predict pure DRV behavior regardless of the hot working conditions [5,24,55,57].
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Figure 9. Estimated RRMSE value for each chemistry tested at different strain rates and deformation
temperature conditions listed in Table 2.

Another concern, regarding the prediction of the flow curve across wide Z values, is
accuracy. This issue is commonly addressed using piecewise models [55,57]. These models
divide the hot working behavior into different Z ranges, with each range being described
by its own constitutive equation and set of fitting parameters. While this approach may
improve prediction accuracy, it also increases the complexity of the model by introducing
extra fitting parameters.

Looking at the effect of the chemical composition, Figure 9 evidences that the intro-
duction of microalloying elements adds complexity to the flow behavior, resulting in larger
errors as the chemistry becomes more alloyed. The addition of higher contents of Nb, Mo
and Ti, or combinations of these microalloying elements in steel, leads to poorer predictions.
Although the estimation of σpeak shown in Figure 3 demonstrates the robustness of the
model, predicting the softening kinetics is more challenging. Interactions between different
precipitate families (TiN, NbCN, etc.) and elements in solid solution with DRV and DRX
kinetics require in-depth analysis.

4.5. Validation

The subsequent section draws a comparison between the experimental torsion curves
from the literature and the calculated flow curves. The chemical composition of the selected
alloys from the literature is provided in Table 6. The effectiveness of the developed equation
is assessed across a broader range of carbon content steels by examining two interstitial-free
steels and two medium carbon steels (one of which is microalloyed with Mo).

Table 6. Chemical composition and hot working conditions of the steels selected for the validation
process (wt%).

Steel Reference C Mn Si Mo Ti Nb Ref

IF-Konradyova 0.003 0.33 0.007 0.002 0.033 0.038 [58]
IF-Barbosa 0.0028 0.15 0.01 0.001 0.083 0.002 [59]

0.15C-Medina 0.15 0.74 0.21 - - - [60]
0.4CMo3-Medina 0.42 0.79 027 0.18 - - [60]

Figure 10a–c show a comparison of the flow curves calculated for the aforementioned
steels with those reported in the literature. The equation effectively captures the influence
of chemical composition and the variations in strain rates and deformation temperatures.
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Figure 10d shows the RRMSE values obtained for the calculations, indicating errors that
align with the tolerances observed in the low-carbon steels of the current study. Addition-
ally, it is also worth noting that Konradyova’s data extend the Z values already used for
modeling purposes (0.01 ◦C/s/1220 ◦C).

 

Figure 10. (a–c) Comparison between the experimental and calculated flow curves for the steels
from Table 6. The solid line represents the predicted stress–strain curve, while the dashed lines
correspond to experimental data. (d) Calculated Relative Root Mean Square (RRMSE) values for the
steels presented in the literature, with dotted lines indicating the error boundaries obtained for the
steels under study.

5. Conclusions
In the present study, the flow curves of ten different low-carbon steels were analyzed

with the aim of developing a unified constitutive equation to reproduce the flow character-
istics across a diverse range of chemical compositions and testing conditions. The following
conclusions were drawn from the current investigation:

(1) A hybrid model was devised that integrates the competition of various phenomena af-
fecting the mechanical response of steel at high temperatures, such as strain-hardening,
dynamic recovery and dynamic recrystallization. The first two mechanisms are mod-
eled using a single dislocation-based formulation, while softening due to dynamic
recrystallization is modeled using a phenomenological Avrami-type approach.

σ =
[
σsat

2 +
(

σsat
2 − σ0

2
)
·e−Ωε

]0.5
− (σsat − σsse)·

[
1 − e−β·εm

]
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(2) Applying the developed constitutive equation has significantly reduced the need for
fitting parameters across different alloys. In particular, this formulation disregards
the critical strain εc.

(3) The model can describe the distinct metallurgical aspects of flow behavior for different
alloy compositions or testing conditions:

• Alloys that are hot worked at higher temperatures or lower strain rates exhibit a
characteristic dynamic recrystallization (DRX) behavior, characterized by a single
peak stress, followed by a gradual decrease towards a steady-state stress. Con-
versely, the peak stress becomes less pronounced at higher strain rates or lower
deformation temperatures. Clear correlations between stress and deformation
temperature are observed under constant strain rate conditions, which further
validates the predictive capability of the developed equation.

• The addition of carbon slightly decreases the peak stress value due to its harden-
ing effect. Higher carbon content promotes a slight softening of the steel due to
the increased dynamic recovery (DRV) rates and DRX. The model is consistent
with experimental observations and predicts higher stresses for the steel with the
lowest carbon content (0.06C).

• The influence of microalloying elements such as Ti, Mo and Nb on flow behavior
is evident, with these elements contributing to an increased activation energy for
deformation and higher saturation stresses. Despite the complexity introduced
by the interactions between alloying elements and the precipitation kinetics, the
model adequately describes the effects of these elements on the flow stress.

• Coarser grain sizes result in a delay of DRX, thereby resulting in larger strains at
the onset of the steady-state regime. The model effectively captures the impact of
coarser initial austenite grain sizes on flow curves.

• Although challenges remain in accurately predicting softening kinetics, particu-
larly in highly alloyed steels and under high Z-value conditions (Z > 1013 s−1),
the developed equation is robust. The model exhibits low Relative Root Mean
Square Error (RRMSE) values, consistently below 14%, across a broad range of
compositions, initial austenite grain sizes, deformation temperatures and strain
rates. Furthermore, the model has been validated using experimental torsion
data from the literature, thereby expanding the range of chemical compositions
to which the developed expression can be applied.
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