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Abstract

A novel approach to estimating the absorbed energy (toughness) in a uniaxial tensile test
with only knowledge of the microstructure is presented. The flow behavior of each Dual-Phase
(DP) steel grade is predicted using idealized Representative Volume Elements (RVEs) up
to uniform elongation. To estimate the flow behavior beyond uniform elongation, the
stress-modified fracture strain in a non-local damage model was implemented in Abaqus.
Damage parameters were calibrated using Finite Element (FE) simulations of purely ferritic
tensile specimens. The damage parameters remained unchanged, except for the coefficient
of triaxiality. This coefficient was adjusted based on the average triaxiality of ferrite
elements at the instability point of the uniaxially loaded RVEs for each DP steel grade. The
proposed approach comprises two steps: micron-sized RVEs to predict the flow behavior
up to the point of uniform elongation and the average triaxiality and full-scale tensile-test
simulations to predict the rest of the curves. The results show that the damage parameters
calibrated for high-strain ferrite effectively estimate the absorbed energy during failure in
tension tests. This approach is also geometry-independent; varying the geometry of the
tensile specimen, including miniature or notched specimens, still yields predicted absorbed
energies that are in good agreement with the experimental results.

Keywords: idealized RVE; dual-phase steel; finite element; non-local damage model

1. Introduction
Owing to their strength-to-weight ratio and capacity to absorb crash energy and reduce

intrusion into the passenger compartment, advanced high-strength steels (AHSS) are used
in auto body structures. These steels encompass several well-known steel types, including
TRansformation-Induced Plasticity (TRIP), Complex Phases (CP) steels, TWinning-Induced
Plasticity (TWIP) steels, and a significant group known as Dual-Phase (DP) steels [1]. The
main advantage of DP steels is their high Ultimate Tensile Strength (UTS) due to the pres-
ence of the martensite phase, combined with a low initial yield stress attributed to the ferrite
phase. This combination results in high early-stage strain-hardening and homogenous
plastic deformation [2]. Several key criteria are typically considered in research on DP
steels, including yield strength, strain-hardening rate, strengthening coefficient, uniform
elongation, ultimate tensile strength (UTS), and elongation to failure [2]. Another critical
factor evaluated is the area under the stress–strain curve, which represents energy absorp-
tion or toughness. It is important to note that while the energy absorption measured from a
uniaxial tension test can provide insights into toughness, it is not the primary method for
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assessing energy absorption during crash. In the automotive industry, more specialized
tests have been developed for this purpose, as detailed in [1].

Nevertheless, the uniaxial tension test still offers a reasonable basis to asses a material’s
capacity for energy absorption on account of failure and fracture.

The simulation of mechanical behavior, particularly uniaxial tension, through incorpo-
rating the microstructural features of DP steels remains a crucial research area due to the
significant aid it provides in the design of novel DP steel grades. In the uniaxial tension
stress–strain curve, uniform elongation represents the material’s flow behavior up to the
maximum stress, or its ultimate tensile strength (UTS), which marks the beginning of
necking. Non-uniform elongation begins with the initiation of necking and extends to the
fracture point of the specimen. Two types of models have been used to assess the stress–
strain behavior of DP steels up to the point of uniform elongation. The phenomenological
models described in [3,4] rely on empirical equations to determine material properties and
ordinary differential equations for the plastic strain and dislocation densities described by
the Mecking–Kocks relationship.

The second approach uses Representative Volume Elements (RVE) that are developed
using realistic morphologies obtained through electron miscroscopy [5–7] or synthetic
microstructures obtained from material design software [8,9]. Representative Volume Ele-
ments comprising the constitutent phases and morphological details of the microstructure
are meshed and loaded uniaxially in a finite element software. The flow behavior of the
constituent phases is described by phenomenological models, which are ideally ferrite
and martensite in the case of DP steels. Many phenomenological descriptions used to
model the flow behavior of ferrite and martensite have been developed; in the case of
dual-phase steels, [3] presented a modification to ferrite and martensite. In Allain et al. [3]’s
relationship for ferrite, the density of geometrically necessary dislocations (GNDs) was
added to the well-known Mecking–Kocks, equation which only considers the alteration
in the dislocation density with respect to the deformation increment [10]. Allain et al. [3]
also implemented a Continuum Composite Approach (CCA) for martensite. Based on their
studies [3,11], the strength of martensite depends on its carbon content, which can vary
from one island to another. Therefore, martensite should not be treated as a single-phase
material, but rather as a heterogeneous composite consisting of soft and hard regions. In
this model, the soft martensite contributes to the plasticization of the material, while the
delayed yielding of hard martensite is responsible for its initially high hardening [3,4].
Using Allain et al. [3]’s models for ferrite and martensite, Sardar et al. [4] and Espinosa
et al. [6] could predict the flow curves, up to uniform elongation, of a number of dual-phase
steels using their microstructural data in the literature, including the exact DP steel grades
used in the current paper. It should be emphasized that both the phenomenological mod-
els and the RVE-based methods restrict description of the steel behavior up to the point
of necking.

In order to model the stress–strain curve beyond necking and to the point of failure,
an appropriate damage model is needed. In practice, the modeling of the tensile test (or
multi-axial loading) to the point of fracture is underpinned by the flow behavior measured
in tension tests. Typically, these stress–strain curves are derived by fitting experimental
stress–strain curves [12,13]. However, the predicted curves from phenomenological models
or representative volume elements (RVE), which were explained previously, serve as an
alternative to experimental curves, particularly for materials whose tensile stress–strain
response is unknown. Beyond the onset of necking, the damage model that is used to
model damage evolution and eventual fracture play a crucial role. For instance, a damage
model calibrated with tensile stress–strain curves was used by Simha et al. [14] to model
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the static loading of a pipeline steel Drop Weight Tear Test specimen. The latter is then
used to assess the energy-absorption capacity of the steel.

Research on the modeling of failure can be broadly divided into two main method-
ologies. The first method involves micro-mechanical models for ductile fracture, which
account for void nucleation, growth, and coalescence; one example of these models is
the Gurson–Tvergaard–Needleman (GTN) model [15–18]. The second methodology uses
phenomenological models, where cohesive zone elements are implemented to simulate
ductile fracture behavior, such as that presented in [19,20]. Defining the parameters of these
damage models is often a challenge. For instance, the GTN model involves eight damage
parameters, which can lead to significant effort and potential unreliability for authors and
readers. Another phenomenological damage model is based on stress-modified fracture
strain, which has fewer damage parameters and relies on the variation in stress triaxiality
at each increment of plastic deformation. In this model, the fracture strain depends on
stress triaxiality, which is the ratio of hydrostatic stress to von-Mises stress [12,21–23].

As it stands, methods to estimate the stress–strain response of DP steels up to the point
of necking using only knowledge of the microstructural details exist. However, to model
the post-necking and eventual fracture behavior, experimental stress–strain curves are
required. In other words, when only knowledge of the microstructure is provided, we do
not have methods to estimate the entire stress–strain curve, including failure and fracture.
However, when using cuboid RVEs whose sides are on the order of tens of microns, can we
estimate the entire stress–strain curve?

In this work, a novel approach to estimating the uniaxial tensile response up to
the point of necking, as well as subsequent fracture, is presented. Initially, the flow
behavior of each of the DP steel grades is predicted using idealized Representative Volume
Elements (RVEs) up to uniform elongation. It should be noted that the flow behavior of
the constituent phases, ferrite and martensite, was obtained using the phenomenological
models described by our group in [6]. To estimate the flow behavior beyond uniform
elongation, the stress-modified fracture strain non-local damage model was implemented in
ABAQUS. Damage parameters were calibrated for purely ferritic uniaxial tensile specimens.
For DP steels, damage parameters obtained from the latter simulations were used directly,
with a significant adjustment based on the average triaxiality of ferrite elements at the point
of instability in uniaxially loaded RVE for DP-grade steel. The proposed approach is a
two-step approach that uses the RVE to model the flow behavior up to the point of uniform
elongation and the average triaxiality of the soft phase. Then, the average triaxiality from
the RVE is used to modify the damage parameters for the pure ferrite, and to model the
failure and fracture of the DP tensile specimen.

Three different uniaxial tension specimen geometries were used to demonstrate that
the calibrated damage parameters are independent of geometry and the estimated absorbed
energy falls within an acceptable range. Section 4 contains important details about the
damage model and its implementation. We also use the model to estimate the energy
required for plastic deformation and fracture in notched and un-notched specimens, and
compare these with the experimental results.

2. Materials and Test Methods
Three dual-phase steels, with chemical compositions presented in Table 1 and a

thickness of 1 mm, were investigated in this study. The studied samples were extracted
from heat-treated hot-rolled strips. The phase volume fractions and grain sizes, previously
characterized by our research group [6], are summarized in Table 2. Sample preparation
for optical and scanning electron microscopy involved polishing with a 9 µm diamond
suspension, followed by sequential polishing with 3 µm and 1 µm suspensions, and finally
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etching with 1% Nital [6]. After etching, the microstructure was examined using optical
microscopy (OM). The contrast between ferrite and martensite was clearly distinguishable,
with ferrite appearing light and martensite appearing as dark regions. Each phase, ferrite
and martensite, was then isolated and analysed separately using the ImageJ 1.53d software
to determine its volume fraction and average grain size. Three different geometries of the
tensile specimens were tested under uniaxial loading. The samples were aligned along the
rolling direction and a total of three repeat tests were conducted for each material. One of
the geometries was a rectangular tension test, conforming to the ASTM E8 [24] sub-size
specimen specifications, with a gage length of 25 mm and a width of 6 mm, while the other
two were miniature geometries, smooth and notched, based on the drawing presented in
Figure 1. The miniature specimen geometry was shown to reproduce the same uniform
elongation stress–strain response as the standard ASTM E8 dog-bone specimen in the work
of Bardelcik et al. [25]. The miniature dog-bone specimens were CNC-machined from a flat
sheet and flushed with coolant to prevent heating, which could lead to unintended heat
treatment. All the miniature tensile tests were performed using a MTI miniature tensile
stage (SEMTester 1000) (Albany, NY, USA) with a 4 kN load cell, as shown in Figure 1c.
This Figure presents an image of the tester in the SEM, but for these tests, we used the
tester on the benchtop and used an SLR camera for Digital Image Correlation (DIC). The
cross-head displacement increments were 100 µm throughout the test, resulting in a very
low strain rate in the order of 0.001 s−1. It should be noted that results for the uniaxial
miniature dog-bone specimen are not available for DP980GA.

Table 1. Chemical composition of the studied grades (wt.%).

Grade C Mn Si Cr Mo Cu Nb Ni Ti V P S

DP800 0.10 2.27 0.03 0.24 <0.01 0.04 0.038 0.02 0.029 <0.005 0.015 <0.005
DP980GI 0.10 2.51 0.13 0.35 <0.01 0.04 0.045 0.02 0.032 <0.005 0.013 <0.005
DP980GA 0.17 2.49 0.10 0.35 <0.01 0.04 0.043 0.02 0.031 <0.005 0.013 <0.005

DP: Dual-Phase, GI: Galvanized, GA: Galvannealed.

Table 2. Microstructural characteristics of the studied grades. Reprinted with permission from Ref. [6].
Copyright 2025 Elsevier.

Grade Ferrite (%) Martensite (%) d f (µm) dm (µm)

DP800 63 37 3.5 4.0
DP980GI 78 22 2.3 3.6
DP980GA 53 47 2.7 3.0

d f : Ferrite grain size, dm: Martensite grain size.

Figure 1. The (a) standard (smooth) and (b) notched miniature dog-bone specimen drawings;
dimensions are in mm. (c) MTI tensile stage (Reprinted with permission from Ref. [26]. Copyright
2025 Elsevier).
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3. Rve Modeling for True Stress–Strain Prediction
To build the idealized RVE using data extracted from the microstructure (Table 2),

Digimat software was used. There are several options for creating an RVE for dual-phase
materials. The first option, called ‘Generic’ in Digimat, involves a matrix with a high-
volume fraction and a second phase with a low-volume fraction. Various geometries,
such as spheres, ellipsoids, and prisms, can be used for the precipitates. However, this
method is not accurate for materials with a high fraction in the second phase, like DP980GA,
which contained 47% martensite in this study. Therefore, the ‘Metal’ option in the software
was used instead. This approach constructs the RVE to resemble a metal microstructure
with individual grains. The input data included the volume fraction of phases, average
grain size, grain size distribution (assumed to be normal), and the number of grains.
Determining the number of grains can be tricky, as it dictates the minimum 3D RVE size
and must be established through trial and error to achieve the desired RVE dimensions.
Each grain corresponds to one of the phases, as shown in Figure 2, which illustrates ferrite
and martensite grains separately and together. After building, meshing, and applying the
Periodic Boundary Conditions (PBC) to the RVE in Digimat, the ABAQUS input file was
generated and imported into ABAQUS for solving. Uniaxial displacement was applied
along the X-axis. On CentOS Linux 7, typical run times range between 1 and 2 h when
using eight cores (Intel® Xeon® CPU E5-2697 v2 @ 2.70 GHz × 48).

Cubic RVEs with dimensions of 25 × 25 × 25 µm were selected for this study, which is
large enough when considering the average grain sizes of ferrite and martensite [6,9,27].
The number of elements for DP800, DP980GI, and DP980GA was identical, totaling
125,000 elements The RVEs were meshed using linear brick elements of type C3D8R.
The final meshed volume elements are displayed in Figure 3, where the ferrite region is
shown in green and the remaining region is martensite.

(a) Ferrite (b) Martensite (c) Combined

Figure 2. DP800 RVE, (a) Ferrite grains, (b) Martensite grains, (c) Combined.

Figure 3. Final meshed RVEs for (a) DP800, (b) DP980GI, and (c) DP980GA.
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3.1. True Flow Behavior of the Individual Phases

The material properties of the ferrite and martensite phases vary across the three DP
grades—DP800, DP980GI, and DP980GA—due to differences in chemical composition and
grain size, as shown in Tables 1 and 2. The flow behavior of the individual phases was
obtained by using the equations presented in Espinosa et al. [6], which report the true
stress–strain curves for ferrite and martensite, corresponding to the exact same materials.

3.2. Predicting the True Flow Behavior of DP Steels

As mentioned, idealized RVEs were created using the data from Table 2 on the mi-
crostructure of DP800, DP980GI, and DP980GA, and were then subjected to uniaxial
displacement in ABAQUS 2019. The true stress–strain curve obtained from the RVE model
is a fundamental step in predicting the absorbed energy, which is the main purpose. This
curve is essential as it serves as the material property input for subsequent tensile models.
Figure 4 shows the equivalent plastic strain and von-Mises stress contours of the DP800
RVE under uniaxial displacement along the X-axis, and Figure 4c represents the true
stress–strain curve and the instability point, determined using the Considère criterion. The
von-Mises stress and equivalent plastic strain distributions indicate that martensite con-
tributes to the strengthening of the steel, while martensite islands typically experience either
elastic deformation or minimal plastic deformation, unlike the ferrite phase. As it stands,
we are able to predict the flow behavior of the steel up to the point of uniform elongation.

(a)

(b)

(c)

0 0.1 0.2 0.3 0.4
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Figure 4. DP800 RVE under uniaxial displacement along the X-direction; (a) equivalent plastic strain
contour; (b) Von-Mises stress contour; (c) resultant true stress–strain curve and the instability point.
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4. Damage Model and Failure Simulation
In this section, we outline an approach to estimate the stress–strain curve beyond the

onset of localization and up to the point of fracture. Accordingly, we assumed that the
damage to the ferrite, mediated by the initiation, growth, and coalescence of voids, is the
dominant mechanism.

We further assumed that triaxiality (ratio of mean stress to the von-Mises stress) is
the governing parameter and used the stress-modified fracture strain damage approach,
which was implemented using the Abaqus finite element software. In this model, the
fracture strain ε f depends on stress triaxiality, which is the ratio of hydrostatic stress (σm)

to von-Mises stress (σe) as
ε f = A + Bexp(−C × σm

σe
) (1)

where A, B, and C are damage constants. Using Equation (1), fracture strain is available as a
function of stress triaxiality at each increment of deformation. Thus, the damage increment
caused by plastic deformation is defined as follows:

∆ω =

∆εp/ϵ f ϵ f > ϵu

0 otherwise
(2)

where ∆εp represents the increment in the equivalent plastic strain. Hence, accumulated
damage ω is provided by ω = ∑ ∆ω. When the accumulated damage variable ω reaches
the critical value ωc = 1, ductile failure is assumed, and incremental crack growth is
simulated by sharply reducing all stress components to a small plateau value, as shown
schematically in Figure 5. Reducing stresses to zero can cause numerical issues; therefore,
stresses are maintained at a finite (cut-off) value [22]. The cut-off value and decreasing
slope in this work were chosen to be 10% of the yield strength [22] and 1/2000, respec-
tively. Equation (1) includes three parameters—A, B, and C. To estimate these parameters
experimentally, multiple tensile tests at various levels of triaxiality are required; Nam
et al. [28]. However, when such test data is unavailable, C is set to 1.5 based on the result
from Rice and Tracey [23].

Another simplification involves setting A to a constant positive value. In this paper, A
was set to 0.1 for all grades, as per Oh et al. [22]. Consequently, the simplified version of ε f

is as follows:

ε f = 0.1 + B exp
(
−1.5

σm

σe

)
. (3)

In summary, the damage model includes one parameter, B, which requires calibration.
When a damage model is incorporated into the FE simulation, the element size be-

comes a crucial factor. It is well-known that damage models dependent on stress and strain
states lead to mesh dependency in the results. A non-local approach was used to mitigate
the mesh dependency. A non-local model, similar to the one used by Simha et al. [14],
was utilized in this study. The described damage model was implemented using USFLD
and UHARD subroutines in the Abaqus/Implicit solver. The non-local implementation
proceeded as follows. At the beginning of the computation, the .inp job file was processed
to identify the nodes and elements associated with the user material. Based on the centroids
of these elements, an element neighbor table was created. For each element, all neighboring
elements within a specified radius, R, were identified and recorded. The neighbor tables
were updated at each time step. Then, the non-local plastic strain was defined through a
volume integral as follows:
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ε̃p =
1

H(r)

∫
Vp

h(r)εpdV (4)

where r is the non-local scale, h(r) is a weighting function, and H(r) is a normalizing
function. Volume Vp denotes the region enclosed by a sphere with a radius R around an
arbitrary material point (Figure 6); the weighting and normalizing functions applied are
the same as those used by Simha et al. [14].

Strain

S
tr

e
s
s

Hardening Model

Damage Model

 = 1

Plateau Value

Stress Decreasing

Figure 5. Illustration of damage model.

Figure 6. Schematic of non-local model, and finite element idealization. Reprinted with permission
from Ref. [14]. Copyright 2025 Elsevier.

Failure Strain in Pure Ferrite Specimens

Since our goal is to predict the energy absorbed in a tension test with only knowledge of
the DP microstructure, and we assume that the damage is dominant in the softer phase, this
section discusses the failure strain observed in ferrite specimens. The latter observations,
obtained from pure ferrite specimens, will be used when modeling damage in DP steels,
which in turn allows us to estimate response in a stress–strain test.

Using in situ tensile tests carried out using an electron microscope, Espinosa et al. [6],
Bardelcik and Butler [26] demonstrated that the maximum local strain occurs in the ferrite
phase, which is 2.5 to 3 times higher than the global strain in DP800. This behavior can be
attributed to the material’s heterogeneity, which arises from the significant difference in
strength between the ferrite and martensite phases, which in turn causes higher triaxiailty
(ratio of mean stress to von-Mises stress) [29]. These conditions reduce ductility and
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promote the nucleation and growth of voids. Based on this, an assumption is made—
damage calibration is first performed on a pure ferritic tension specimen using Equation (3).
The calibrated damage parameters obtained are then used in the subsequent step, with a
critical adjustment to the triaxiality coefficient, as detailed in Section 5.3.

The sub-size ASTM E8 specimen, which is the most commonly used geometry in the
literature for DP steels, was selected for modeling the pure ferrite case. This geometry
(illustrated later in Figure 10a) was modeled and loaded uniaxially in ABAQUS using
the non-local damage UHARD subroutine. The minimum element size that totally covers
the gauge length was 0.125 mm, with a non-local radius of 0.625 mm. The model was
meshed with 33,408 linear hexahedral elements of type C3D8R. However, a criterion is still
needed for calibrating the damage parameter. The uniaxial tensile failure strain of pure
ferrite material is assumed to be a reasonable criterion because it significantly affects the
measurement of absorbed energy, represented by the area under the stress–strain curve.

Data from the literature on failure in DP steels, including studies by Liu [30], Chen [31],
Dulucheanu et al. [32], Wang [33], Bergstrom et al. [34], Son et al. [35], Ahmad et al. [36] and
Kim et al. [37], are shown in Figure 7, where the relationship between the volume fraction of
martensite and total elongation for various DP steels is plotted. Trendlines are shown in the
figure and, for zero percent martensite, the failure strain is well bounded between 30 and 35%.

0 20 40 60 80 100

Martensite Volume Fraction [%]

0

5

10

15

20

25

30

35

40

T
o

ta
l 
E

lo
n

g
a

ti
o

n
 [

%
]

Liu et al. 2024

Chen et al. 2024

Dulucheanu et al. 2022

Wang et al. 2022

Bergström et al. 2010

Son et al. 2005

Ahmad et al. 2000

Kim et al. 1981

Exponential Trendline

Prediction Bounds (80%)

Figure 7. Relationship between the volume fraction of martensite and uniaxial elongation to failure
strain in various DP steels. Data are from Liu [30], Chen [31], Dulucheanu et al. [32], Wang [33],
Bergstrom et al. [34], Son et al. [35], Ahmad et al. [36] and Kim et al. [37].

In this study, ferrite material with a 30% failure strain is referred to as “Low-Strain
Ferrite”, and ferrite material with a 35% failure strain is referred to as “High-Strain Ferrite”.
For pure ferrite, parameter B requires calibration.

5. Estimating the Entire Engineering Stress–Strain Curve
Using the microstructure for DP steel, an estimation of the engineering stress–strain

curve including failure is described in this section.

5.1. Step 1

Using the RVE simulation, the true stress–strain curve is obtained, which in turn
provides the engineering stress–strain response up to the point of uniform elongation; see
Figure 4c. This provides part of the stress–strain curve for the DP grades.
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5.2. Step 2

Based on the assumption that damage dominates in the ferrite phase, we carried
out simulations of a tensile test specimen of pure ferrite with flow behavior governed by
the phenomenological equations for ferrite, as described in [6]. It should be emphasized
that the obtained flow behavior depends on chemistry as well as the grain size and incor-
porates hardening effects (Mecking–Kocks) owing to the geometrically and statistically
necessary dislocation. Again, this provides the flow behavior of ferrite up to the point of
uniform elongation.

Accordingly, the sole damage variable, B, in Equation (3) was calibrated through con-
ducting finite element simulations for each ferrite curve corresponding to DP800, DP980GI,
and DP980GA for both low-strain and high-strain ferrite. For instance, Figure 8 illustrates
the effect of varying the B parameter on the engineering stress–strain curve for pure ferrite,
corresponding to the DP800 grade. It shows that B values of 1.25 and 7 are appropriate for
achieving failure strains of 30% and 35%, respectively. Similarly, the B values for pure ferrite
of DP980GI and DP980GA were calibrated through a trial-and-error approach, as described.
The obtained damage parameters for pure ferrite are reported in Table 3.
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A = 0.1, B* = 7, C =1.5

Figure 8. Effect of varying the damage parameter B on the stress–strain curve for pure ferrite (for
DP800). The B∗ values correspond to low-strain and high-strain ferrite.

Table 3. Obtained damage parameters for pure ferrite uniaxial tension model using Finite Element
Simulations.

Phase Grade A B C

Low-Strain
Ferrite

DP800 0.1 1.25 1.5

DP980GI 0.1 1 1.5

DP980GA 0.1 1.5 1.5

High-Strain
Ferrite

DP800 0.1 7 1.5

DP980GI 0.1 3 1.5

DP980GA 0.1 5.5 1.5

5.3. Step-3

Here, we take into account the increased triaxiality in DP grades owing to the presence
of the harder phases.

As described in Step 2, the sole damage parameter, B, was calibrated for a purely
ferritic tensile specimen to achieve 30% and 35% failure strains. As shown in Table 3, the
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triaxiality coefficient, C, was set to 1.5 based on Rice and Tracey [23] model. However, in DP
steels, unlike single-phase materials, the variation in triaxiality during the uniaxial tension
test arises not only from geometry but also, significantly, from material heterogeneity.
Therefore, to directly apply the damage parameters calibrated for pure ferrite to DP steels,
this factor must be accounted for.

To adjust the damage parameters for DP grades, the RVEs were analyzed at the point
of instability. Figure 9 shows the triaxiality contour at the point of instability point in the
DP800 RVE under uniaxial displacement along the X-direction. As indicated, the maximum
triaxiality occurs in the ferrite phase, with a value of 2.191, which is approximately 2.6 times
higher than the maximum triaxiality in the martensite region. This highlights the greater
vulnerability of ferrite to failure. It is noteworthy that for a single-phase RVE under PBC
and uniaxial displacement, the triaxiality remains constant at 0.33. To address this disparity
in triaxiality, the parameter D is introduced as follows:

D =
Ferrite Triaxiality at Instability Point

0.33
, (5)

Note that this reduces to unity for pure ferrite. This parameter is incorporated into
Equation (3) as a new coefficient, multiplying the triaxiality term (σm/σe), and resulting in
Equation (6).

ε f = 0.1 + Bexp(−1.5 × D × σm

σe
) (6)

To define the D parameter, the ferrite triaxiality at the instability point must be ex-
tracted. While one approach is to take the maximum triaxiality, this method significantly
underpredicts the DP stress–strain curves. This underprediction likely stems from the fact
that maximum triaxiality occurs only in localized regions at the microstructure, rather than
uniformly everywhere at the macro-scale. Therefore, using the average triaxiality of all
ferrite elements in the RVE at the instability point, as presented in Figure 9c, provides a
more accurate representation of the triaxiliaty that can be used to model damage in the
tensile specimen. This value is extracted and presented in Table 4 for the three DP grades.

Multiple RVEs of varying sizes were created to examine the sensitivity of the damage
parameter D. Although the results are not shown here, it was concluded that as long as
the volume fractions, grain sizes, and phase stress–strain curves remain consistent, the
triaxiality in the ferrite phase remains largely unaffected. This implies that if the grain
size and input-hardening curves for ferrite and martensite are held constant, variations in
volume fraction can influence the average ferrite triaxiality at instability and, consequently,
the calibrated D parameter. For instance, in hypothetical extreme cases with 98% ferrite and
1.5% martensite, and the reverse, with 98% martensite and 1.5% ferrite, the corresponding
D values were found to be 1.03 and 10.9, respectively. A D value of 10.9 promotes early
failure, as an increase in D leads to a decrease in the failure strain ε f , as described by
Equation (6), consistent with the expectations for a nearly fully martensitic microstructure.

Table 4. Damage parameter D extracted from the average ferrite triaxiality at the point of instability
for the RVEs.

RVE Ferrite Ave. Triaxiality D

DP800 0.516 1.56

DP980GI 0.422 1.28

DP980GA 0.567 1.72
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(c)

Figure 9. Triaxiality distribution in the RVE at the instability point for DP800, (a) Ferrite region,
(b) Martensite region, and (c) Triaxiality histogram of ferrite elements.

5.4. Step 4: Applying the Adjusted Damage Parameters to Tensile Specimens Using the Material
Properties Predicted in the Second Step

The obtained damage parameters, B and D, were then applied to the corresponding
DP grades for all three geometries shown in Figure 10 to obtain the full engineering stress–
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strain curve. It should be noted that A and C were set as constants for all cases, with
values of 0.1 and 1.5, respectively. Regarding the details of the miniature dog-bone FE
models, it should be noted that the smooth miniature model had a minimum element size
of 0.125 mm, with a non-local radius of 0.625 mm (see Figure 10b), as well as the ASTM E8
subsize model. The notched mini dog-bone model had a finer minimum element size of
0.05 mm around the notch and through the thickness, with a non-local radius of 0.25 mm
(see Figure 10c). Both models employed C3D8R elements, with 6392 and 72,580 elements for
the smooth and notched miniature dog-bone specimens, respectively. All models employed
double symmetry along the length and thickness of the specimens. One end was fixed,
while the other was subjected to uniaxial displacement to mimic the experimental uniaxial
tensile test.

Figure 10. Symmetric models of tensile specimens: (a) subsize ASTM E8; (b) smooth/standard
miniature dog-bone; (c) notched miniature dog-bone.

5.5. Step 5: Validation Based on Experimental and Predicted Absorbed Energies

Figure 11 shows a comparison of the the full FE stress–strain curve for DP800 using
subsize ASTM E8 geometry and the experimental curve. For this result, the damage
parameters A, B, C, and D were set to 0.1, 7, 1.5, and 1.56, respectively, as shown in
Tables 3 and 4. The peak load signifies the onset of necking in the tensile specimen, and the
von-Mises stress gradually concentrated in the necking region. Once an element reached
the critical damage value of unity, the stress relaxed to a plateau value. For example, the
blue elements in the necking area in Figure 11 relaxed.
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Figure 11. FE full stress–strain curve for DP800 using subsize ASTM E8 geometry versus the experi-
mental curve, along with the von-Mises stress distribution at fracture, showing the relaxed elements.

6. Results
The results from the uniaxial tensile loading of the idealized RVEs for DP grades are

compared with the experimental true stress–strain curves in Figure 12. For DP800, except
for the initial stage, the prediction aligns very well with the experimental data up to the
maximum stress. For the other two grades, the idealized RVE slightly underpredicts the
actual curves, but the difference is less than 10 percent, which is still a reliable estimation.
It can be concluded that synthetic RVEs constructed from 2D microstructural data can
effectively predict the true stress–strain curves of DP steels. Red markers indicate the point
of instability, as determined by the Considère criterion.

In the following finite element simulations and the results obtained using the UHARD
damage subroutine, all hardening behaviors were modeled using the Swift power law,
expressed as σ = σy(1 + a · εp)n, where σy is the yield stress, εp is the plastic strain, and a
and n are the hardening coefficient and exponent, respectively. The Swift parameters for
DP800, DP980GI, and DP980GA are reported in Table 5.

Table 5. Swift power law, σ = σy(1 + a.εp)n, parameters predicted from RVE simulations of DP
materials.

RVE σy (MPa) a n

DP800 427 4.1064 × 103 0.125

DP980GI 448 2.8993 × 103 0.121

DP980GA 487 4.0234 × 105 0.085

Figure 13 presents the engineering stress–strain curves from the FE simulation of
uniaxial tensile specimens for pure ferrite corresponding to each DP grade, using the
calibrated damage parameters listed in Table 3. As illustrated in the figure, the damage
parameters, particularly parameter B, achieve the assumed failure strain for low-strain
ferrite at 30% and the failure for high-strain ferrite at around 35%.
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Figure 12. Comparison of the the results generated from idealized RVEs for the DP grades with
experimental true stress–strain curves, (a) DP800, (b) DP980GI, and (c) DP980GA; red markers
indicate the point of instability based on the Considère criterion.

After deriving the true stress–strain curves from the idealized RVEs and determining
the appropriate damage parameters for low-strain and high-strain ferrite, finite element
simulations were conducted for each assumed tensile specimen, including sub-size ASTM
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E8, miniature smooth, and notched dog-bone specimens. As previously mentioned, the
damage parameters used in these simulations were consistent with those in Tables 3 and 4.
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Figure 13. Engineering stress–strain curves for pure ferrite, obtained from an FE simulation of uniaxial
tensile specimen using the UHARD damage subroutine: (a) DP800, (b) DP980GI, and (c) DP980GA.

The FE stress–strain curves for a sub-size ASTM E8 geometry generated for DP800,
DP980GI, and DP980GA were compared with the experimental results of the uniaxial
tensile test in Figure 14. The corresponding area under the curve (AUC), representing the
absorbed energy for each of the FE results and experiments, was calculated and recorded
in the figure legend. A general review of Figure 14 and its legend indicates that, for the
three DP grades—DP800, DP980GI, and DP980GA—both the low-strain and high-strain
damage parameters from Table 3 predicted the absorbed energy reliably, within an error
range of 10%. The lowest error was observed for the DP800 low-strain damage set, which
obtained a negative error of 2.3% compared to the experiment, while the highest error was
found for the DP800 high-strain damage set, with a positive error of 10.4%, which is still
considered an acceptable estimation.
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Figure 14. Engineering stress–strain curves for DP grades, obtained from FE simulation and experi-
ment using an ASTM E8 subsize specimen: (a) DP800, (b) DP980GI, and (c) DP980GA.

The goal of the following simulations and results is to determine whether changing
the geometry affected the prediction of the stress–strain curve and the absorbed energy. To
isolate the impact of geometry, every detail of the finite element and damage model was
kept intact except for the tensile specimen’s geometry. Due to the use of non-standard and
notched specimens from this point onward, force-displacement curves were considered
the primary criteria to avoid the influence of post-processing on the data. This is especially
important for notched specimens, where stress and strain calculations are highly subjective
and depend on how gauge length and cross-sectional area are accounted for. Figure 15
shows the force–displacement curves for the miniature smooth dog-bone geometry for
DP800 and DP980GI, comparing both the experimental and FE results. The absorbed energy
values for this geometry are also provided in the figure legend. As shown, the low-strain
damage set underpredicts the absorbed energy by 18%; however, the high-strain damage
set obtained a much more accurate prediction of both failure strain and absorbed energy,
with errors of less than 1% for DP800 and approximately 5% for DP980GI.
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Figure 15. Force–displacement curves for DP grades, derived from FE simulation and tested on
miniature smooth specimens: (a) DP800 and (b) DP980GI.

The final set of results pertains to the miniature notched specimen. The force–
displacement curves and absorbed energy for both DP800 and DP980GI grades are pre-
sented in Figure 16 and the Figure legend, respectively. As demonstrated, both the low-
strain and high-strain damage sets proved to be more effective for estimating absorbed
energy in the notched geometry. For both materials, the low-strain damage parameters
provide better estimations, with errors of only 7.8% for DP800 and around 3% for DP980GI.
Even the high-strain damage parameters predict the energies with errors of less than 12%,
which is still considered reliable. However, the curves for DP800 deserve additional com-
mentary. In Figure 16a, solid and dashed lines correspond to simulations carried out based
on flow behaviors that were estimated using a volume fraction of ferrite and martensite in
Table 2. Though the AUC was estimated to within approximately 11% of the experimental
value, the slope of the curves indicate that hardening was overpredicted in the simulation.
We reexamined the volume fraction of martensite in the DP800, which was found to be 22%;
(see Figure 13 of Bardelcik and Butler [26]). The specimen was machined from a region of
the sheet where the volume fraction of martensite was lower than 37%. Accordingly, we
created an RVE with the lower volume fraction of martensite, and carried out the steps
outlined in Section 5 to obtain the stress–strain curve, which was used to estimate the
response of the notched specimen. The recomputed curves are shown using lines with
triangles and circles in Figure 16, and it can be seen that there is better agreement with
the experimental load–displacement curve and the corresponding AUC for the high-strain
damage was within 7.7% of the experimental curve.
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Figure 16. Force–displacement curves for DP grades, based on finite element simulations and tests
on a miniature notched specimen: (a) DP800 and (b) DP980GI.

7. Discussion
In the study by Espinosa et al. [6], it was demonstrated that phenomenological models

and realistic RVEs are effective methods for predicting the flow behavior of ferrite, marten-
site, and their combination in dual-phase steels. In this study, it was shown that idealized
RVEs, built from microstructure data, are just as effective as realistic ones in predicting the
true stress–strain curves of DP steels up to the peak load (see Figure 12). This is because the
flow behavior of DP steel results from the interaction of the ferrite–martensite composite,
which is influenced by the differential strength between phases, the size of the individual
phases, and the physics of their interaction [3,38,39]. Most of these influential parameters
affecting the flow behavior can be taken into account in the creation of idealized RVEs.
Beyond estimating the flow behavior of DP steels up to the peak load, the primary goal of
this study was to predict the complete uniaxial tensile stress–strain curve, with a particular
focus on obtaining reasonable estimates of the absorbed energy to failure (toughness) using
only microstructure features.

To achieve this, a simple damage model with minimal parameters is required. The
simplified Rice and Tracey [23] model, Equation (3), is an excellent choice because it requires
only a couple of parameters for calibration. After calibrating the damage parameter for
each unique ferrite phase corresponding to DP800, DP980GI, and DP980GA based on
low-strain (30% failure strain) and high-strain (35% failure strain) behaviors, this damage
set was applied to the respective DP grade with an adjustment to the triaxiality coefficient.
Bardelcik and Butler [26] and Espinosa et al. [6] demonstrated that the maximum local
strain in DP800 occurs within the ferrite phase, and is 2.5 to 3 times higher than the global
strain. This behavior can be explained by the material’s heterogeneity, which stems from the
significant difference in strength between the ferrite and martensite phases. This causes the
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ferrite phase to experience higher hydrostatic stress and triaxiality, which reduces ductility
and promotes the formation and growth of voids [29]. Similarly, intense dislocation within
ferrite grains under high-stress triaxiality conditions may lead to separation at the ferrite–
martensite (F/M) interface in conventional dual-phase steels [30]. As a result, adjusting the
triaxiality coefficient became necessary. This was accomplished by analysing the triaxiality
within ferrite regions in the RVEs at the point of instability. Accordingly, parameter D was
introduced into the damage model to account for the effect of high-triaxiality regions, which
are primarily located within the ferrite at the ferrite–martensite interfaces. From a physical
perspective, these regions could potentially correspond to areas of high dislocation density
that are susceptible to void formation and growth or even decohesion [29,30]. Another
objective of this study was to demonstrate that this approach is geometry-independent.
This means that even when the geometry of the tensile specimen is altered, the estimated
absorbed energy remains accurate and aligns well with the experimental results. To test this,
two miniature dog-bone geometries were used, one with a smooth gauge area and the other
with a notched gouge area. Figures 14–16 confirm that this assumption is valid, as the high-
strain damage set in FE simulations of uniaxial tensile specimens consistently provided a
reasonable prediction of the absorbed energy to failure (with less than 12% error), regardless
of the specimen’s geometry. This damage application approach is geometry-independent
because the damage model’s fracture strain ε f depends on stress triaxiality, which is the
ratio of hydrostatic stress σm to von-Mises stress σe, and the damage increment determined
by the ratio of plastic strain increment to fracture strain (∆ω = ∆εp/ε f ). Throughout all FE
simulations for a specific DP grade carried out in this study, including ASTM E8 and both
smooth and notched miniature geometries, all variables were kept unchanged, with only
the geometry varying. This setup was intended to isolate and assess the impact of geometry
alone. After reaching the peak load, which signifies the onset of necking, triaxiality begins
to increase from 0.33 to higher values. This variation in triaxiality is influenced by the stress
distribution, which in turn depends on the geometry. Therefore, triaxiality, an important
parameter in the fracture strain formula (Equation (1)), is automatically adjusted according
to the geometry. On the other hand, the increment of plastic strain, which is the numerator
in the incremental damage equation, also depends on stress distribution and hardening
values. These parameters are automatically adjusted with changes in geometry. Thus, any
changes in the geometry of the specimen are automatically reflected in the damage model
due to the natural variations in stress triaxiality and increment of plastic strain.

8. Conclusions
We introduced a novel method for estimating the fracture-absorbed energy in the

uniaxial tension testing of DP steels. The primary results indicate the following:

• Idealized RVEs, built from microstructure data, are sufficiently reliable to predict the
true stress–strain response of DP steels.

• Calibrated damage parameters for high-strain ferrite (with a failure strain of 35%) can
be directly used to predict the full stress–strain curve and the corresponding failure in
absorbed energy.

• Incorporating the triaxiality adjustment parameter, D, into the damage model—which
is based on the average triaxiality of the ferrite regions in the RVE—enables the
calibrated damage parameters for pure ferrite to be effectively applied to DP grades
to predict fracture-absorbed energy.

• This approach to predicting failure-absorbed energy in a uniaxial tensile test is effective
for all geometries due to the natural adjustments to triaxiality and plastic strain with
changes in geometry.
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