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Abstract

:

The present work aims to explore the ability to simulate flow patterns and the velocity field in the powder injection molding (PIM) process using the smoothed particle hydrodynamics (SPH) method. Numerical simulations were performed using the DualSPHysics platform. A feedstock formulated from 17-4 PH stainless steel powder (60 vol. % of powder) and a wax-based binder system was prepared to experimentally obtain its rheological properties that were implemented in DualSPHysics using two different viscosity models. The numerical simulations were calibrated, and then validated with real-scale injections using a laboratory injection press. During the calibration step, the feedstock flow momentum equation in the DualSPHysics code was modified and boundary friction coefficients at different injection rates were adjusted to create a frictional effect. During the validation step, these calibrated conditions were used to simulate the flow behavior into a more complex shape, which was compared with experimental measurements. Using an appropriate boundary friction factor, both the frictional effect of the boundaries and the stability of the numerical solution were taken into account to successfully demonstrate the ability of this meshless SPH method. The flow front length and feedstock velocity obtained in a complex cavity were satisfactorily predicted with relative differences of less than 15%.
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1. Introduction


Powder injection molding (PIM) is a near net-shape process that takes advantage of both plastic injection molding and powder metallurgy to realize the reproducible fabrication of metallic complex-shaped parts [1]. This manufacturing technology involves four main steps, namely, the mixing of powders with a molten binder, the injection of this powder–binder feedstock to shape a green part that is then debound to remove the polymeric binder, and sintering at high temperature to promote solid-state diffusion and obtain a dense metallic part [2]. In this fabrication sequence, the injection molding is a crucial step in which the feedstock velocity profile and its flow pattern through the mold cavity govern the occurrence and magnitude of filling defects. These output responses depend on the feedstock’s rheological properties, which, in turn, are directly dependent on the process parameters (e.g., flow rate and temperature) as well as the mixture formulation (e.g., powder characteristics, solid loading, and binder constituents) [3]. Since the capacity of the PIM process increases as the part complexity increases, the feedstock velocity and flow pattern can become difficult, expensive, or sometimes simply impossible to experimentally measure due to the size of the sensors and almost infinite possibilities of feedstock response linked to the constituents and injection parameters. Therefore, a numerical simulation constitutes an attractive approach that can overcome several of these experimental issues.



The numerical simulation of the injection stage may provide beneficial opportunities to investigate the intricate in-cavity behavior of feedstocks, assess output physical quantities such as velocity at any point during the injection, and better understand the mold filling sequence, which is essential for any process optimization. During the last two decades, the ability to simulate the PIM filling stage numerically has been demonstrated mainly using commercial packages. Bilovol et al. [4] were among the first to compare and experimentally validate the performances of three different commercial numerical codes. Although some PIM process attributes, such as the feedstock temperature within the mold and the location of weld lines, were well predicted by C-Mold, Moldflow, and ProCAST packages, none of these packages were able to precisely capture the flow front advancement obtained experimentally. Zheng et al. [5] simulated the pressure, the feedstock velocity, the flow front advancement, and the temperature profiles for an intricate PIM part using ANSYS software (ANSYS Inc., Canonsburg, PA, USA) to detect potential defects. However, and against all odds, defect regions were experimentally validated, but using another, less complex part with no similarities with the simulated part. Aggarwal et al. [6] developed a numerical modeling tool by combining finite element and finite difference methods to solve simplified momentum and energy equations and simulate the filling time and injection pressure at different temperatures. Although the simulation results were used to define an optimal process window for injection, no experimental validation tests were provided. Ahn et al. [7] investigated the PIM injection process using the PIMSolver (CetaTech, Cheongju-si, Republic of Korea) integrated computer-aided engineering package. Numerical simulation results of the temperature distribution, filling profiles, and pressure were presented, while only the latter parameter was validated at three different locations by experimental measurements. Although the authors used a wall slip correction approach, a significant deviation from the experimental values varying from 20 to 67% was obtained. Urval et al. [8] used the same PIMSolver simulation package coupled with a design of experiments (DOE) method to optimize the injection pressure, clamping force, and melt front temperature required to inject a simple-shape rectangular plate. However, no experimental tests were presented to validate the simulation results used as input DOE data. One year after their previous study, Ahn et al. [9] carried out a parametric study using the PIMSolver package with different feedstock formulations and concluded that the output responses related to pressure, temperature, and velocity (i.e., the parameters typically used during optimization of the PIM process) were mainly affected by the selection of the binder system. However, this substantial numerical study was not supported by experimental tests. Kate et al. [10] studied the effects of powder volume fraction on mold filling behavior and the formation of defects within a heatsink part simulated using Moldflow software. Although the authors claimed that simulations could be used to optimize the process parameters, no comparison with experimental tests was provided to confirm this assertion. Lenz et al. [11] combined Moldflow with a response surface methodology to determine optimal injection molding parameters for a combustion engine part. They confirmed that the melt temperature was the main parameter affecting the injection pressure, clamping force, shear stress, sink mark depth, flow front temperature, and volumetric shrinkage. However, these simulation results were not supported by experimental tests. Kim et al. [12] conducted a comprehensive study to simulate and experimentally validate multi-cavity PIM injections using Moldflow and ProCAST to better understand the root cause of the filling imbalance phenomenon. Although these simulation packages were essential to obtain several in-cavity metrics, the results indicated that they were not able to predict incomplete mold filling. In other studies, Sardarian et al. [13,14,15] used Moldflow (Autodesk Inc., San Rafael, California.) and ProCAST (ESI Group, Rungis, Fance) to simulate the filling time, filling pressure, jetting, and flow rate during injections of a low-viscosity ceramic-based feedstock. Although flow front shapes and positions were compared with experimental short-shot injections, no validation tests were done to confirm the simulated pressures. Azzouni et al. [16] used the Moldflow package to simulate the injection pressure during injections of a low-viscosity metallic-based feedstock. In-cavity experimental measurements of low values of the injection pressure in the gate confirmed a high relative difference of about 33% with the numerical values. Therefore, numerical simulations of the injection pressure and feedstock velocity using commercial packages and supported by experimental validations remain a challenge in the PIM process.



Commercial simulation packages used to predict the feedstock behavior during an injection step are usually formulated using mesh-based approaches such as the finite element method (FEM) or the finite volume method (FVM). The quality of the mesh intrinsically requires meshing and possible re-meshing operations of the computational domain, leading to a time-consuming process [17]. In addition, meshing is usually not well-adapted to dealing with discontinuities or other problems associated with free surfaces, deformable boundaries, moving interfaces, large deformations, and crack propagation [18,19]. In the PIM process, a precise capture of the flow front advancement, especially at high velocity, is thus challenging for the numerical simulation of the injection within a complex shape part using a mesh-based approach. Instead, meshless methods could be envisaged as suitable and powerful approaches capable of directly and accurately solving fast dynamics flows and adequately capturing interfacial deformations such as complex free surfaces, multiphases, and fluid–structure interfaces [20,21]. Smoothed particle hydrodynamics (SPH) is a meshless particle method that was initially used to describe astrophysics phenomena, but for the past three decades, it has been used for simulations in several engineering sectors, ranging from fluid dynamics to solid mechanics [22]. In computational fluid dynamics, the SPH approach approximates the numerical solutions for the equations of conservation of mass, momentum, and energy by modeling the fluid with a set of particles. SPH is a Lagrangian method that represents the powder–binder mixture as a collection of particles where the PIM feedstock is not considered as multi-phase flows with a distinct interface between the phases. However, the conventional Eulerian methods such as VOF and LevelSet provide sharp and accurate interface representations and are especially suited for shape evolution and topological changes. SPH is grid-independent since it does not rely on fixed grids. Conversely, VOF and LevelSet methods operate on a fixed grid, which may limit their adaptability to complex and dynamic fluid behaviors. In addition, PIM simulations often involve the coupling of fluid mechanics, heat transfer, and concentrated suspensions. SPH is inherently suitable for handling multiphysics simulations and well adapted for capturing the interplay between these physical processes in PIM. VOF and LevelSet methods are well suited for multiphase flows, where two or more fluids have interfacial surfaces, which frequently arise in industrial engineering.



This Lagrangian method has demonstrated its ability to simulate different physical problems involving large material deformation and mold filling encountered in high-pressure die casting [23,24,25], low-pressure vacuum molding [26], and gravity permanent mold casting [27,28], metal forging [29], additive manufacturing [30,31,32,33], cold spray [34,35], thermal spray [36,37], machining [38,39], as well as in high-pressure plastic [40,41,42] or composite injection molding [43]. Despite its promising range of applications, SPH still suffers from key issues that need to be addressed in order to improve its readiness level in order to facilitate its percolation towards other industrial applications. Simply speaking, the challenges related to the SPH method consist of convergence, stability, treatment of boundary conditions, and adaptivity [44]. The most important factors contributing to the convergence and stability of the SPH solution include boundary conditions, viscosity, turbulence, compressibility issues, approximation functions, and management of the error intrinsically linked with such an approximation method [45]. In addition, the simulation of non-Newtonian fluids yields to complexify the implemented material laws, which fosters the low accuracy of the SPH method that leads to an increase in the error of the numerical solution [46,47]. Although the SPH method has already been used in powder injection molding to describe the segregation phenomenon due to the shear deformation rate [48,49], the same phenomenon occurring due to gravity was never simulated using this numerical approach. Note that the latter segregation mode is particularly critical in low-pressure PIM [50,51]. In addition, the ability to simulate flow patterns and the velocity field in the PIM process has never been demonstrated. To the best of the authors’ knowledge, no simulation tool exists to simultaneously study the shear-induced segregation, gravitational segregation, and flow phenomena occurring during a PIM injection. The objective of the present work is to examine the ability of the SPH method to numerically simulate the feedstock velocity during a PIM injection.




2. Materials and Methods


2.1. Governing Equations of Feedstock Flow


In a Lagrangian formulation, the mathematical model describing a weakly compressible flow field is defined by the equation of conservation of mass and momentum, as follows:


    d ρ   d t   + ∇ · ( ρ V ) = 0  



(1)






  ρ   d V   d t   = − ∇ P + ∇ · τ + ρ g  



(2)




where   ρ  , t,   P  ,   V  ,   τ  , and   g   are the fluid density, the time, the pressure, the velocity vector, the stress tensor, and gravitational force, respectively. The key point to describe the fluid dynamics of powder–binder feedstocks is in defining the shear stress according to the shear rate and effective viscosity. The constitutive equation for the shear stress tensor is written as:


  τ = μ   γ  ˙   



(3)




where   μ   is the apparent viscosity and     γ  ˙    is the shear deformation rate tensor defined by:


    γ  ˙  = [ ∇ V +   ∇ V   T   ]  



(4)




where   ∇ V   is the velocity gradient, and the superscript “T” denotes its transpose. As stated above, the SPH approach is a computational method for obtaining an approximate numerical solution of the equations of fluid dynamics by replacing a continuous fluid by a set of particles. At the interface between the fluid and air, there are two sets of particles: one set representing the fluid (i.e., the feedstock in this work) and another set representing the air. At the fluid–air interface, fluid particles interact with both other fluid and air particles. It should be noted that there are only fluid particles at free surfaces. The free surface is implicitly represented by the spatial arrangement of fluid particles. However, particles at the free surface cannot obtain the full kernel support, which could be a source of errors in the free-surface predictions. In this approach, the discretized equations describing the motion and properties of these particles are transformed from the continuum equations of fluid dynamics by interpolation from the physical properties of particles. These particles interact through a weighting function also known as the kernel function, giving an approximation of values at a specific point. This means that the physical properties of any particle can be estimated by summing the relevant properties of all of the particles within the range of the kernel. In this respect, the performance of the SPH solution strongly depends on the choice of the kernel function. The mass of each particle remains constant, while the associated density fluctuates. Using the SPH form, the equation for the conservation of mass presented in Equation (1) is then discretized as follows:


    d   ρ   a     d t   =   ρ   a     ∑  j        m   b         ρ   b           V   a b   · ∇   W   a b    



(5)




where     ρ   a     and     ρ   b     are the density of particles   a   and   b  ,     m   b     is the mass of the particle   b  ,     V   a b   =   V   a   −   V   b    , with     V   a     and     V   b     being the velocity of particles   a   and   b  , and   ∇   W   a b     the gradient of the kernel function. In the present work, the momentum equation was modified to increase the viscous forces applied on fluid particles by boundary particles. This modified code successfully produced a sort of artificial friction as the flow approaches the walls to adequately treat wall-bounded flows. In the SPH form, the conservation of the momentum equation reported in Equation (2) is expressed as:


    d   V   a     d t   = −   ∑  b      m   b            P   a   +   P   b       ρ   a     ρ   b       ∇  W  a b    + g +   ∑  b      α   F B     m   b           τ   i j   b   +   τ   i j   a       ρ   a     ρ   b         ∇ W   a b    



(6)




where     P   a     and     P   b     are pressures related to particles   a   and   b  ,     τ   i j   a     and     τ   i j   b     are the stress tensors for particles   a   and   b  , and     α   F B     is the boundary friction factor for imposing a no-slip fluid/boundary interaction. Since this latter variable was not originally implemented in the initial code, it was introduced in Equation (6) to modify the momentum equation. This simple, but efficient approach allows formulating the friction between the fluid particles and the boundary of the domain using a modified code applied in the SPH form of the momentum equation. When this modified momentum equation is used, the viscous forces exerted on fluid particles approaching boundary particles are magnified by the boundary friction factor, which allows the control of particle movements to introduce energy dissipation near the walls using the viscosity term.




2.2. Numerical Simulation


The DualSPHysics (GNU Lesser General Public License) code was used to implement the SPH method and describe the PIM feedstock flow during the injection stage. DualSPHysics is a weakly compressible SPH solver, and as such, even though the feedstock is an incompressible fluid, it is nonetheless treated as a weakly compressible one. To that end, the fluid in the SPH formalism defined in DualSPHysics is treated as weakly compressible and an equation of state is used to determine fluid pressure based on particle density. The compressibility is adjusted by artificially lowering the speed of sound. This adjustment, however, restricts the speed of sound, being at least ten times faster than the maximum fluid velocity, keeping density variations to within less than 1%. DualSPHysics converts the fluid, the fixed boundaries, and the moving boundaries into a set of particles spread in a finite domain with a specified interparticle distance (IPD). In this work, the CPU version of DualSPHysics was parallelized using OpenMP API to achieve higher performance in the multi-core clusters. Simulation jobs were submitted to a high-performance computing (HPC) cluster, where a scalability analysis confirmed that 20 CPU cores used computing resources efficiently, with a 40.85% parallel efficiency and an 8.7 speedup (i.e., with 20 cores allocated, the parallel efficiency was not significantly affected by additional CPU cores).




2.3. Rheological Models


Generally speaking, PIM feedstocks exhibit a non-Newtonian shear thinning behavior. In DualSPHysics code, the Herschel–Bulkley–Papanastasiou (HBP) viscosity model reported in Equation (7) is implemented by default to describe non-Newtonian fluids:


  μ = k     |   γ |  ˙    n − 1   +   τ   |   γ |  ˙      1 −   e   − m |   γ |  ˙       



(7)




where   k   is the flow consistency index,   |   γ  ˙  |   is the magnitude of the symmetric strain rate tensor (second invariant), n is the flow behavior index,   τ   is the yield stress of the fluid, and   m   is the exponential shear rate growth parameter. In this project, the performance of a second viscosity model was also tested, and the Carreau–Yasuda model described in Equation (8) was implemented in the DualSPHysics code:


  μ =   μ   ∞   + (   μ   0   −   μ   ∞   )       1 +     λ |   γ |  ˙      β         n − 1   β      



(8)




where   β   is the Yasuda parameter, λ is a time constant,     μ   0     is the viscosity at a zero shear rate,     μ   ∞     is the viscosity at an infinite shear rate, and other parameters such as   |   γ  ˙  |   and n are described above.




2.4. Model Input Data and Experimental Validations


2.4.1. Feedstock Preparation


The feedstock was formulated from 60 vol. % of metallic powder and 40 vol. % of wax-based binder. A water-atomized 17-4 PH stainless steel powder (Epson Atmix Corporation, Hachinohe, Japan) was mixed at 90 °C with paraffin wax (34.5 vol. %), stearic acid (0.5 vol. %), and ethylene–vinyl acetate (5 vol. %) into a laboratory planetary mixer for 45 min under vacuum to produce a homogeneous feedstock free of air bubbles. The scanning electron microscope observation (Hitachi 3600 secondary electron detector, Tokyo, Japan) presented in Figure 1a shows near-spherical dry powders, while the particle size analysis obtained by laser diffraction (LS 13,320 Beckman Coulter, Brea, California) reported in Figure 1b confirms a PIM-grade powder exhibiting a D10, D50, and D90 of about 3, 11, and 28 µm, respectively.




2.4.2. Feedstock Characterization


The viscosity profile was obtained at 90 °C using a MCR 302 rotational rheometer (Anton Paar, Graz, Austria) equipped with a CC-17 (cylinder and cup configuration) measuring tool and a C-PTD 200 temperature-controlled measuring system. The feedstock was preheated at 90 °C and then introduced in the rheometer cup before a shear deformation was applied at a rate ranging from 0.5 to 100 s−1. Experimental measurements were repeated three times to plot the average feedstock viscosity profile presented in Figure 2. The fitting parameters for the Herschel–Bulkley–Papanastasiou (HBP) and Carreau–Yasuda (CY) viscosity models reported in Table 1 were calculated by a fitting procedure using Minitab. These two rheological models, which are plotted in Figure 2, were then implemented into DualSPHysics using Equations (7) and (8).




2.4.3. Mold Geometries and Real-Scale Injection Validation Setup


The numerical simulation results were validated by real-scale injections performed using the LPIM laboratory injection press illustrated in Figure 3a, and fully described in [52]. The feedstocks were heated up to 90 °C, and then injected into the mold cavities presented in Figure 3b,d to produce the rectangular and hourglass parts shown in Figure 3c,e. Following debinding and sintering treatment (not performed in the present study), these specimens can be machined to the proper dimension specified in ASTM E8 [53] and ASTM E466 [54] standards to obtain, respectively, the tensile and fatigue properties. During the calibration step of this work, the injections were performed into the rectangular shape at four different volumetric flow rates of 5.8, 7.8, 9.7, and 11.7 cm3/s. During the validation step, the injections were performed into the hourglass (convergent–divergent) shape using a constant volumetric flow rate of 7.8 cm3/s. The standard metallic mold upper plate was replaced by a transparent polycarbonate plate to visually record the filling process using a digital camera and recording was carried out with VirtualDub at 24 fps. The feedstock velocity was finally calculated from the captured videos using VLC. The experimental injection piston, cylinder, and rectangular mold cavity using were modeled by FreeCAD (Lesser General Public License) as a whole injection unit and imported into DualSPHysics.






3. Results and Discussion


3.1. Selection of the Viscosity Model


Figure 4 presents the numerical simulations for two short shots obtained using the same flow rates, but two different viscosity models. Note that these short shots represent the velocity field of the feedstock taken at 0.8 s, representing about 30% of the mold filling stage. As illustrated in Figure 3b,c, the feedstock enters by the gate through the larger section of the mold (i.e., normal to the top view reported in Figure 4) to finally fill the rectangular part using a volumetric flow rate of 7.8 cm3/s (i.e., from right to left on the top view reported in Figure 4). In Figure 4a, the velocity pattern obtained with the HBP model exhibits local and irregular rising and falling in the velocity of fluid particles. At a certain filling time (e.g., 0.8 s in this specific short shot), a constant feedstock velocity is expected through the rectangular part since the mold cavity cross-section remains constant. This non-uniform velocity color code thus represents an instability in the numerical solution. Such an instability may be attributed to the difficulties inherent in managing non-Newtonian flows in the SPH method. Indeed, the dependence of the viscosity on the shear deformation rate may well be problematic due to the fully explicit time integration nature of the SPH approach. For such a powder–binder feedstock, the shear thinning behavior may be responsible for a relatively large viscosity gradient for a small variation in the shear rate. Especially visible at low shear deformation rates, a fluid with a low flow behavior index n is expected to produce a significant increase in the feedstock viscosity for a small decrease in shear rate. According to Equation (7), the viscosity value tends to increase when the shear deformation rate decreases, thus constraining the time step length to ensure the stability of the solution. This problem becomes more severe in the simulation of fluids exhibiting lower values of n, due to the generation of strong viscous forces. In this respect, the HBP model appears to fail in providing stable results for feedstocks with n < 0.75. On the other hand, Figure 4b presents a numerical solution exhibiting a smooth and coherent transition of fluid particles in a mold without any sudden or punctual fluctuations in the velocity field of the feedstock. Based on Equation (8), the CY model produces lower viscosity variations when the shear deformation rate value decreases, and as a result, the length of the time step becomes less constrained than in the previous HBP model, and more stable results are seen. The CY viscosity model was thus selected to describe the complex shear thinning behavior of the feedstock. Therefore, instead of the HBP model already implemented in DualSPHysics, the CY viscosity model was implemented and used in this study as a viable option for representing the rheological behavior of the PIM feedstock in the SPH model. Finally, and as seen in Figure 2, the CY model produced a smaller mean squared error than the HBP model, especially at effective shear deformation rates ranging from 1 to 20 s−1.




3.2. Selection of the Interparticle Distance


In the SPH method, the interparticle distance (IPD) is one of the most important parameters mapping the spatial distribution of particles. Much like the mesh size used in the finite element method, the IPD directly defines the number of particles in the problem, and drives the result accuracy and computational resources. Figure 5a presents the evolution of the simulated flow front length and computational time according to the IDP. As expected, an increase in IPD from 0.2 to 0.5 mm produces a proportional decrease in the computational time (of about five times). Also note that all increases in IDP above 0.4 mm significantly change the numerical response, with values of the flow front length increasing with an increase in IDP. As illustrated in the velocity field presented in Figure 5b, a too-high IDP value may also generate an unstable numerical solution combining local and irregular rising and falling in the fluid velocity, similar to the erratic pattern shown above in Figure 4a, when a non-suitable viscosity model is used. As explained by Lind et al. [56], an increase in IDP directly decreases the amount of interpolation points in the range of the kernel, causing a divergence in the numerical solution when the quantity of these interpolation points exceeds a certain threshold. As expected with such a convergence analysis, a decrease in the IDP changes the flow front length value up to the stabilization of these physical parameters. In the present work, all IDP ≤ 0.4 mm produces no significant impact on the simulated flow front length. In addition, refining the discretization of the domain also produces a direct impact on the accuracy of the SPH solution, with a smooth gradient seen in the feedstock velocity without any punctual or sudden change of this parameter over the injected part in Figure 5c. The results obtained in Figure 5b,c thus confirm that the resolution of the particle mapping drives both the accuracy and the stability of the numerical solution. Since an IDP of between 0.2–0.3 mm produces no significant gain in accuracy, but calls for a very high computational time, an IDP of 0.4 mm was selected for the rest of this study to guarantee accurate and stable simulation solutions, while requiring a decent computational time of about 40–50 h using the HPC described above.




3.3. Selection of the Boundary Friction Factor


3.3.1. Friction Factor for a Low Injection Flow Rate


Figure 6 presents the experimental and simulation results obtained in the same rectangular cavity using a relatively low injection flow rate of 7.8 cm3/s. These tests were performed to calibrate the boundary friction factor (    α   F B    ) used in the modified conservation of momentum equation (Equation (6)) and to numerically capture the friction forces experienced by the feedstock during an injection. In other words, the factor     α   F B     was implemented in the code because, surprisingly, by default, DualSPHysics did not take into account the friction occurring between the feedstock and the mold cavity. To that end, two physical quantities, namely, the injected length (L) and feedstock velocity (v), were extracted from four experimental injections at an injection time of 1.6 s (Figure 6a) and compared to those obtained numerically with different     α   F B     values (Figure 6b–d). This factor has a non-zero and positive value (≥1) in order to artificially create friction at the interface between the feedstock and the mold surface. In other words, values of     α   F B     = 1 and     α   F B     > 1 represent frictionless and friction states, respectively. As illustrated in Figure 6b, no velocity reduction was observed near the mold–wall interface when the simulated feedstock encountered no friction at the walls (    α   F B     = 1). Using this slip wall condition, the simulated injected length and the feedstock velocity were about 40 and 50% higher than those obtained experimentally. An increase in the boundary friction factor (e.g.,     α   F B     = 25) clearly produces a reduction in particle velocity, with the thin blue band with a thickness varying from 0 to 1.4 mm being visible in Figure 6c. This zero-velocity condition at the wall confirms that the feedstock numerically encounters friction forces at the walls. In this case, the simulated injection length is approaching the experimental value, with a relative difference of about (87 mm − 83 mm)/83 mm = 5%. However, the use of a boundary friction factor does not appear to improve the velocity value, with a v = 143 mm/s, i.e., still 25% higher than that obtained experimentally. This latter conclusion is also visible in Figure 6d, where a threshold value of     α   F B     ≥ 25 stabilizes the injection length at a value close to the experimental one, but where the feedstock velocity predicted numerically remains too high at the flow front point. For this reason, the feedstock velocity was also analyzed at different points over the width and the thickness of the flow front.



Figure 7a,b shows the flow velocity profiles along the width and thickness of the mold cross-section obtained at the flow front for different boundary friction factor values. As a reference, the width and thickness values refer to the 2D positions of the mold cross-section (illustrated in gray in Figure 7c) superimposed on a Cartesian plane (illustrated in black in Figure 7c), and extracted from the isometric view reported in Figure 7d. In Figure 7a,b, only the simulated velocity profiles obtained along the width at the surface of the mold were compared to the experimental result, because the values were simply impossible to experimentally measure along the thickness. In the no-friction condition (    α   F B     = 1), the feedstock reaches a maximum flow front velocity throughout the mold. In addition, the velocity profile across the width (Figure 7a) is abnormally flat, meaning that fluid particles close to the mold wall exhibit the same velocities as the fluid particles far from the wall. Also at the feedstock–wall interface, the absence of any reduction in fluid velocity confirms a free-slip condition. The velocity profile also exhibits a pronounced filling imbalance over the thickness, leading to an incomplete mold filling, where the feedstock, simulated using this condition, never touches the upper surface of the mold (Figure 7b). In other words, feedstock is not able to vertically fill the whole mold thickness due to this high velocity. Combined with the excessive injection length seen above in Figure 6b, this incomplete mold filling is similar to the jetting phenomenon observed in PIM when the injection flow rate is too high.



If the boundary friction factor is increased to     α   F B     = 25, the evolution of the velocity along the width shows an expected profile exhibiting a maximum velocity in mid-width flow that gradually decreases near the mold wall, as illustrated in Figure 7a. Confirming the results obtained above, the maximum value, but also the velocity profile simulated using this boundary friction factor, are close to those obtained experimentally. In addition, the mold filling over the thickness is balanced where the feedstock now touches the base plate as well as the upper plate of the mold walls (Figure 7b). Further increases in the boundary friction factor, e.g., up to     α   F B     = 40, lead to a greater difference with the experimental results and to a loss in stability of the numerical solution, with abnormal noises seen in the velocity profile (Figure 7a). As expected, the whole profile along the thickness shows a higher velocity in the center of the mold thickness (confirming the effect of friction on velocity), and the maximum simulated velocity at     α   F B     = 40 is slightly higher than that obtained at     α   F B     = 25. To achieve reasonable results for both the velocity profile and the flow length, it seems that the appropriate value of the boundary friction factor should be     α   F B     = 25. This value will be used in DualSPHysics for the rest of this work.




3.3.2. Validation of the Friction Factor for a High Injection Flow Rate


A similar analysis was repeated using a higher injection flow rate of 19.5 cm3/s (i.e., 2.5 times higher than the previous section) in order to confirm whether the optimal boundary friction factor     α   F B     = 25 can be used for any flow rate range. Figure 8a–c show the experimental and simulated flow front length (L) obtained for different boundary friction factors in the same rectangular mold cavity, but in this case, 0.8 s after the injection process was started. These results show that the boundary friction factor has developed similar trends even at higher injection flow rates and confirms the effectiveness of the boundary friction factor when it comes to creating a friction state at the wall. The overall differences between the injected lengths and feedstock velocity predicted numerically remain low when a boundary friction factor of about     α   F B     = 25 is used. The viscous forces between the fluid particles are governed by the viscosity of the fluid and the friction state at the mold surface. Since the feedstock viscosity at high and low injection rates is expected to be different, the influence of the boundary friction factor on the flow front length and feedstock velocity at high and low injection rates is also expected to be different. However, and as seen in Figure 8d, the optimal     α   F B     set at 25 produces a plateau-like trend for the flow front length varying from 122–133 mm and the feedstock velocity varying from 212–227 mm/s, meaning that this optimal boundary friction factor can be used over the whole injection flow rate range.



Using a high flow rate of 19.5 cm3/s, Figure 9 presents the velocity profiles obtained at 0.8 s along the width and thickness of the mold cross-section, calculated at the flow front for different boundary friction factor values. Note that the same Cartesian coordinate system presented in Figure 7c was used to build Figure 9. When     α   F B     = 1, the same free-slip condition trend was seen where the velocity near the mold walls is similar to that observed along the thickness (Figure 9a). In this SPH particle formulation, this boundary friction factor implies that the friction between the fluid particles and wall particles is similar to that between the fluid particles far from the mold surface, even though the wall particles are stationary. In addition, the similar filling imbalance as that observed at low flow rates was seen over the thickness direction (Figure 9b). In addition to the fluid particle deceleration observed near the walls along the thickness, this unbalanced filling was completely prevented when any boundary friction factor was used (e.g.,     α   F B     = 25 or 40). Setting     α   F B     = 25, a decrease in the velocity of fluid particles close to the wall can be observed along the width. In addition, a decrease in the maximum velocity towards the values obtained experimentally was visible. However, the velocity profile obtained along the width exhibits an unexpected noise similar to that obtained previously (with low flow rates and higher boundary friction factor reported in Figure 7). A further increase in the boundary friction factor generated significant oscillations in the transverse velocity profile, which is an indication of stability deterioration. Although     α   F B     = 25 produced relevant injection results even at high flow rates, this suggests that the boundary friction factor may need to be slightly adjusted according to the flow rate. The latter value may subsequently need to be implemented as a matrix or a material law in DualSPHysics, i.e., similarly to the rheological properties.





3.4. Validation of the SPH Model to Simulate PIM Injections


The capacity of the modified SPH model developed in this work to simulate the PIM injection process was validated using experimental measurements. To that end, the optimal boundary friction factor defined above was set at     α   F B     = 25 and new simulations were performed in the more complex mold cavity exhibiting the hourglass shape presented in Figure 3d,e. Using a constant volumetric flow rate of 7.8 cm3/s, the convergent and divergent channel presented in Figure 10a,b was used to capture the injection length (L) and flow front velocity (v) at t = 1.6 s. On the one hand, the simulated flow front length obtained with this acceleration-deceleration pattern intrinsically linked with this hourglass mold (Figure 10b) agreed well with the experimental results (Figure 10a), with a relative difference of about 12%. However, this relatively low difference in the two injected lengths (noted ∆L in Figure 10a,b) produces different widths for the velocity profiles presented in Figure 10d. On the other hand, the velocity field presented in Figure 10b confirms that the feedstock encounters friction forces near the walls, where a thin blue band is still visible in this mold. A zoom-in of this specific zone presented in Figure 10c confirms that this frictional effect occurred without any signs of numerical instability. In this respect, the flow front velocity obtained numerically was also close to the experimental value, with a relative difference lower than 15%.



Interestingly, the velocity profiles presented in Figure 10d are slightly different. This difference between the experimental and simulation results could be explained by the heat transfer phenomenon, which is not taken into account in the SPH model (which could also explain the difference seen above for the rectangular mold), but also by the variation of the boundary friction factor in more complex molds. Indeed, the acceleration–deceleration flow pattern experienced by the feedstock could generate changes in the friction state at the wall that are a function of viscous forces between particles. In fact, in the original SPH code, the friction force created between the wall and the fluid is of the same type and magnitude as that between the fluid particles, meaning that the friction at the interface wall/feedstock is probably not generated uniformly in the different areas of such more complex molds (i.e., dependent of the feedstock velocity, and thus producing a different shear rate leading to different feedstock viscosity). With a constant boundary friction factor applied, the friction forces at this boundary should therefore differ slightly from the real friction state experienced by the feedstock experimentally. In other words, if larger viscous forces are developed between the fluid particles, frictional forces, and, thus, the artificial boundary friction factor, should be increased, and vice versa. In addition to the aforementioned hypotheses, there are several other factors that may influence the accuracy of the SPH results. These factors are directly linked to the main challenges of the SPH method, namely: (i) convergence, consistency, and stability, (ii) boundary conditions, (iii) adaptivity, and (iv) coupling to other models. That might include the rheological model, IPD, kernel function, time integration scheme, etc.



During a PIM injection stage, the feedstock is surrounded by mold walls imposing specific conditions to the flow. In DualSPHysics, the original code contains the dynamic boundary condition (DBC) method for managing solid boundaries, and, ultimately, the interaction of the fluid with the walls within the numerical domain. In this method, the boundaries are defined by a set of SPH particles considered distinct from the fluid particles for which no displacement may occur even if they are subjected to external forces. The results obtained in this work revealed that the DBC method alone (i.e.,     α   F B     = 1.) was not able to capture the no-slip boundary occurring at the mold surfaces, leading to a feedstock velocity that was significantly higher than that expected near to and far from the mold walls. In this respect, the modified conservation of momentum proposed in Equation (6) produces a sort of artificial friction near the mold walls, significantly improving the accuracy of the feedstock velocity and injection length obtained numerically. The optimal frictional effect, as well as the stability of the numerical solution, were obtained for     α   F B     = 25 regardless of the flow rate to decrease the numerical error by two to three times.





4. Conclusions


In this study, the ability of a meshless numerical method based on smoothed particle hydrodynamics (SPH) was demonstrated for simulating the injection phase in powder injection molding. Flow patterns and velocity fields were simulated on the DualSPHysics platform using a modified conservation of momentum equation involving a new boundary friction factor (    α   F B    ). Since the original SPH code fails to impose a no-slip boundary condition at the mold interface, a value set at     α   F B     = 25 produced both an optimal frictional effect and stability of the numerical solution, thus preventing unrealistic imbalance filling, inconsistent injected lengths, and excessive velocities, as compared to the experimental results. Near the mold surface, this conditional modification of the viscous term in the momentum equation also positively modified the velocity profile of the feedstock along the width and thickness of the mold. The rheological model implemented by default in the native code was also modified to better describe the non-Newtonian behavior of the powder–binder mixture used in this study. By combining the optimal boundary friction factor and rheological model, this work confirmed that the SPH approach can be successfully used to numerically predict the injection stage of the powder injection molding process. The flow front length and feedstock velocity obtained in a complex cavity (hourglass shape) were satisfactorily predicted with relative differences of 12 and 15%, respectively.
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Figure 1. (a) SEM observation and (b) particle size distribution of the 17-4 PH dry powder. 
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Figure 2. Experimental viscosity data measured at 90 °C fitted by Herschel–Bulkley–Papanastasiou (HBP) and Carreau–Yasuda (CY) models along with mean square error (MSE) for shear deformation rate ranging from 1 to 20 s−1. 
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Figure 3. (a) Laboratory injection press, (b,d) exploded view of the rectangular and hourglass mold cavities, and (c,e) overall dimensions of the injected parts (adapted from [55]). 
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Figure 4. Top view of two simulated injections showing the velocity field of the feedstock using (a) the Herschel–Bulkley–Papanastasiou model, and (b) the Carreau–Yasuda model. 
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Figure 5. (a) Evolution of the simulated flow front length and computational time according to the interparticle distance, and typical flow front lengths obtained for IPDs of (b) 0.6 mm and (c) 0.4 mm. 
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Figure 6. (a) Experimental and (b,c) simulated injected lengths (top views) obtained with boundary friction factors set at     α   F B     = 1 and 25, respectively, and (d) evolution of the flow length (L) and feedstock velocity (v) according to the factor     α   F B     (short shot obtained at t = 1.6 s using a volumetric flow rate of 7.8 cm3/s). 
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Figure 7. Velocity profiles obtained using different boundary friction factors along (a) the width of the mold and (b) the thickness of the mold, and (c) cross-section of the mold superimposed on a Cartesian plane extracted from (d) the isometric view (short shot obtained at t = 1.6 s using a volumetric flow rate of 7.8 cm3/s). 
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Figure 8. (a) Experimental and (b,c) simulated injected lengths (top views) obtained with boundary friction factors set at     α   F B     = 1 and 25, respectively, and (d) evolution of the flow length (L) and feedstock velocity (v) according to the factor     α   F B     (short shot obtained at t = 0.8 s using a volumetric flow rate of 19.5 cm3/s). 
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Figure 9. Velocity profiles obtained using different boundary friction factors along (a) the width of the mold, and (b) the thickness of the mold (short shot obtained at t = 0.8 s using a volumetric flow rate of 19.5 cm3/s). 
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Figure 10. (a,b) Experimental and simulated injected lengths (top views), (c) zoom-in of the fluid particles close to the wall of the mold, and (d) experimental and simulated velocity profiles along the width (    α   F B     = 25; short shot obtained at t = 1.6 s using a volumetric flow rate of 7.8 cm3/s). 
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Table 1. Fitting parameters used in the Carreau–Yasuda and Herschel–Bulkley–Papanastasiou viscosity models.
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Carreau–Yasuda

	
Herschel–Bulkley–Papanastasiou






	
n

	
0.65

	
n

	
0.70




	
   β   

	
1.0

	
   k   

	
9.75




	
λ

	
1.5

	
   τ   

	
0




	
     μ   0     ( P a · s )   

	
14

	
   m   

	
0




	
     μ   ∞   ( P a · s )   

	
0
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