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Abstract: This study introduces a methodology for detecting the location of signal sources within
a metal plate using machine learning. In particular, the Back Propagation (BP) neural network is
used. This uses the time of arrival of the first wave packets in the signal captured by the sensor
to locate their source. Specifically, we divide the aluminum plate into several areas, design eight
receiving points for receiving the excitation signal, and determine the location of each sound source.
In order to train and test the machine learning network, the aluminum plate model was established
using the COMSOL numerical simulation platform and the propagation of five peak waves was
simulated. Correspondingly, experimental verification was carried out and a scanning laser Doppler
vibrometer (SLDV) was used to build an experimental platform to collect the corresponding wave
field information to obtain a data set for machine learning. The results show that the trained BP
neural network can classify the sound source region in both environments.

Keywords: acoustic source localization; BP neural network; metal plates; wavefield; time of arrival

1. Introduction

Plate-like structures are widely utilized in large-scale high-end equipment, such as
aircraft fuselage and wings, high-speed rail wagons, and liquid fuel storage tanks. Such
structures are directly exposed to the external environment and bear loads and vibrations
for a long time, which reduce their structural resistance. In extreme cases, sudden disasters
occur. Many studies on Structural Health Monitoring (SHM) of sheet metal structures exist
in the literature [1–5]. Several industrial fields use Non-Destructive Testing (NDT) based
on ultrasonic guided waves in these studies [6–10].

Lamb waves are caused by sound sources within plate-like structures. Damage
detection based on Lamb wave is usually based on physical model, through the analysis
and processing of the signal obtained by the sensor, and then uses various methods to
identify the damage. Therefore, signal processing of guided waves is critical for establishing
structural health monitoring. Tobias [11] proposed a general method for computing two
dimensional defect locations from the time of arrival at the sensor for isotropic metal sheets.
Based on the guided wave theory to study the propagation characteristics of acoustic
signals, He et al. [12] tried to introduce a near-field acoustic emission beamforming method
to estimate the position of the sound source by using a small sensor array close to the local
area. Focusing on the localization of excitation sources, Kundu et al. [13] exploited an
optimization-based methodology for source localization for boards with known material
information and applied it to carbon/epoxy composite laminates [14,15]. Nucera et al. [16]
identified the impact source on an anisotropic composite plate. Dubuc et al. [17] proposed
an inversion algorithm to build the relationship between focal depth and amplitude ratio
to characterize crack propagation in plates. Nakatani et al. [18] used a sensor cluster-
based beamforming technique to calculate the time difference to locate sound sources in
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anisotropic panels. Ciampa and Meo [19] combined continuous wavelet transform and
local Newton iteration method to realize real-time monitoring of shock source location and
wave velocity. The damage identification algorithm based on the physical model theory
often needs to use an analytical calculation to invert and estimate the whole process of the
guided wavefield propagating in the structure. For the complex boundary conditions of
high-end equipment, its damage identification and evaluation effects are limited. Various
signal analysis methods can interpret the damage information in the signal from different
angles. However, the complexity of the guided wave propagation in the structure and its
multi-modal and dispersion characteristics make fast and accurate signal analysis difficult.

Sun et al. [20] proposed a near-field source location algorithm based on a uniform linear
array and verified the performance of the proposed method using numerical simulation.
Tian et al. [21] used numerical simulations to verify a mixed source localization method
using MUSIC and sparse signal reconstruction. Ernst et al. [22] used the finite element
method to locate the wave source by back-propagating the waveform captured by the laser
Doppler vibrometer. Through a series of numerical simulations, Sikdar et al. [23] proposed
an impact source localization strategy based on time difference of arrival calculations
to locate the impact regions in composite sandwich structures. Introducing a numerical
calculation model can deal with complex boundary problems to a certain extent. Still, it is
not easy to achieve an accurate evaluation due to the extensive computing resources and
time required for numerical calculation.

The rapid increase in computing power in recent years has brought an abundance of
available data, opening up more possibilities for data-driven approaches. To make up for
the deficiencies of the above-mentioned damage detection methodologies and meet the
intelligent requirements of damage detection, it is necessary to consider combining the
physical model with the data model, and establish a novel methodology to process the
collected signals to improve detection performance.

A novel method for multi-class classification and uncertainty quantification of im-
pact events on composite panels using Bayesian neural networks (BNN) was proposed by
Yu et al. [24]. In their study, diagnostic uncertainty due to variations in impact position,
angle, and energy under actual operating conditions was considered. Karmakov et al. [25]
used Transformer neural network architecture to improve the speed and robustness of im-
pact detection on composite panels, and compared the detection effect with commonly used
convolutional neural networks. Seno et al. proposed a series of data-driven methods for
structural health detection in composite structures. They used a new data-driven stochastic
Kriging-based method for impact localization and maximum force estimation [26], gaining
more information by quantifying the uncertainty of reliably localizing impact locations and
estimating severity. They also proposed a new gradient method to evaluate the impact
force of composite structures under simulated environmental and operating conditions [27].
For the time-of-arrival extraction problem, they developed a novel artificial neural network
(ANN)-based feature extraction method for impact localization in sensing composite struc-
tures affected by environmental and operational conditions [28]. The research of the above
scholars focuses on reducing the impact of environmental factors on detection accuracy,
while considering the quantification of uncertainty and the importance of position and
force in the detection algorithm. In contrast to composite plate structures, metal struc-
tures will sag but not delaminate when subjected to impact loads, and the fact of sag is
easily detected.

Ebrahimkhanlou et al. [29] used deep learning to develop a source localization method
applied to plate-like structures with stiffeners and rivets. Ebrahimkhanlou and Salam-
one [30] also studied a stacked autoencoder-based methodology that relies on only one
sensor to locate the source of the sound in the layer structure. Hesser [31] considered three
machine-learning architectures to distinguish different sound sources in aluminum panels.
The above methods all use convolutional neural networks to transform the damage recog-
nition problem into an image classification problem, and often need to perform wavelet
transform on the initial time domain signal to obtain a time-frequency scale map.
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This paper employs a data-driven methodology based on BP neural networks for
further developing the utilization of machine learning methods in damage recognition,
hoping to obtain higher computational efficiency and accuracy. First, the wave field
of the five-peak narrow-band modulated sine signal applied to a thin aluminum plate
was obtained by establishing a numerical simulation model and a physical experimental
platform and then using the time of arrival of the first wave packet in the waveform
received by different sensors to train the Back Propagation neural network, set up different
test sets to verify the prediction results and test the robustness. This paper aims to find
the source of the sound generated inside a thin aluminum plate using eight sensors in
both simulated and experimental environments. Although the traditional Time Difference
of Arrival (TDOA) localization methods can also achieve this goal, most require prior
knowledge of materials. They are computationally complex, rely on analytical models,
and cannot be fast and accurate, which is very different from data-driven methodologies
combined with computing intelligence.

2. Algorithm Theory of BP Neural Networks and Signal Preprocessing
2.1. The Operation Mechanism of the BP Neural Network

A typical BP neural network consists of three parts: the input layer, the hidden layer,
and the output layer. There are nodes in each layer, and weights connect the nodes in
adjacent layers. Theoretically, with one hidden layer, the BP neural network can approach
any nonlinear function according to the predetermined accuracy requirements [32]. The
core idea of the BP neural network algorithm is that the training process is mainly divided
into two parts: signal forward propagation and error backpropagation. When the input
layer receives the signal, it will pass it to the hidden layer. The hidden layer processes
the signal according to the connection weight threshold and activation function and then
passes it to the output layer. After the output layer receives the signal, it will compare
the result with the actual value. The actual value is compared, and the error is obtained
according to the connection weights and thresholds between the layers. Then the error is
back-propagated [33], as shown in Figure 1.
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A standard BP neural network modifies the weights along the reverse of the error-
performance function gradient [34]. For the transfer function, if the function is defined and
differentiable at a point, the function descends fastest along the reverse of the gradient.
Therefore, when using the gradient descent method, the function’s gradient at a certain
point should be calculated first. Then the value of the independent variable should be
adjusted in a certain step along the opposite direction of the gradient. An output error E is
when the network output is not equal to the expected output.

E = 1
2 (d−O)2 = 1

2

l
∑

k=1
(dk −Ok)

2 (1)

Expanding the above error values to the hidden layer has

E = 1
2

l
∑

k=1
[dk − f (netk)]

2 = 1
2

l
∑

k=1

[
dk − f

(
m
∑

j=0
wjkyj

)]2

(2)

Expand further to the input layer

E = 1
2

l
∑

k=1

{
dk − f

[
m
∑

j=0
wjk f

(
netj

)]}2

= 1
2

l
∑

k=1

{
dk − f

[
m
∑

j=0
wjk f

(
n
∑

i=0
vijxi

)]}2

(3)

It can be seen from the above formula that the network error is a function of the
weights wjk and vij of each layer, so adjusting the weights can change the error E. The
principle of adjusting the weights is to reduce the error continuously, so the adjustment
amount of the weights should be proportional to the gradient descent of the error, that is

∆wjk = −η ∂E
∂wjk

∆vij = −η ∂E
∂vij

(4)

The negative sign represents gradient descent in the formula, and the constant
η ∈ (0, 1) represents the scale coefficient, reflecting the learning rate during training.

The forward propagation process of the signal: the output of the input layer is equal
to the input signal of the entire neural network

vm
M(n) = x(n) (5)

The input of the i-th neuron in the hidden layer is equal to the weighted sum of
Equation (1)

ui
I(n) = ∑M

m=1 ωmi(n)vm
M(n) (6)

Assuming f (·) is a sigmoid function, the output of the i-th neuron in the hidden layer is

vi
I(n) = f

(
ui

I(n)
)

(7)

The input of the j-th neuron in the output layer is equal to the weighted sum of vi
I(n)

uj
J(n) = ∑I

i=1 ωij(n)vi
I(n) (8)

The output of the j-th neuron in the output layer is

vj
J(n) = g

((
uj

J(n)
))

(9)

The error of the j-th neuron in the output layer is

ej(n) = dj(n)− vj
J(n) (10)
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The total error of the network is

e(n) = 1
2 ∑J

j=1 e2
j (n) (11)

Error signal backpropagation: First, the error backpropagation passes through the
output layer, so the weight ωmi is adjusted between the hidden layer and the output layer.
According to the gradient descent method, the gradient ∂e(n)

∂ωij(n)
of the error to ωmi should

be calculated, and then adjusted in a reverse direction

∆ωij(n) = −η
∂e(n)

∂ωij(n)
(12)

ωij(n + 1) = ∆ωij(n) + ωij(n) (13)

The gradient can be obtained by taking partial derivatives. According to the chain
rule of differentiation, we have

∂e(n)
∂ωij(n)

= ∂e(n)
∂ej(n)

· ∂ej(n)

∂vj
J(n)
· ∂vj

J(n)

∂uj
J(n)
·

∂uj
j(n)

∂ωij(n)
(14)

Since e(n) is a quadratic function of ej(n), its differential is a linear function, so
∂e(n)
∂ej(n)

= ej(n),
∂ej(n)

∂vj
J(n)

= −1.

Derivative of output layer transfer function

∂vj
J(n)

∂uj
J(n)

= g′uj
J(n),

∂uj
J(n)

∂ωij(n)
= vi

I(n) (15)

Therefore, the gradient value is

∂e(n)
∂ωij(n)

= −ej(n)g′
(

uj
J(n)

)
vi

I(n) (16)

The weight correction is

∆ωij(n) = ηej(n)g′
(

uj
J(n)

)
vi

I(n) (17)

Introduce the definition of local gradient

δ
j
J = −

∂e(n)
∂uj

J(n)
= − ∂e(n)

∂ej(n)
· ∂ej(n)

∂vj
J(n)
· ∂vj

J(n)

∂uj
J(n)

= ej(n)g′
(

uj
J(n)

)
(18)

Therefore, the weight correction amount can be expressed as

∆ωij(n) = ηδ
j
Jv

i
I(n) (19)

In the output layer, the transfer function is linear, so g′
(

uj
J(n)

)
= 1.

Substitute in and obtain: ∆ωij(n) = ηej(n)vi
I(n).

The error signal propagates forward to adjust the weight ωmi between the input and
hidden layers. Similar to the previous step, there should be ∆ωmi(n) = ηδi

Iv
m
M(n), where

vm
M(n) is the output of the input neuron, and vm

M(n) = xm(n). δi
I is the local gradient,

defined as
δi

I = −
∂e(n)

∂ui
I(n)

= − ∂e(n)
∂vi

I(n)
· ∂vi

I(n)
∂ui

I(n)
= − ∂e(n)

∂vi
I(n)

f ′
(
ui

I(n)
)

(20)
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f (g) is the sigmoid function. Since the hidden layer is invisible, the partial derivative of
the error ∂e(n)

∂vi
I(n)

cannot be directly solved for the output value of this layer. Here it is neces-

sary to use the local gradient of the output layer node obtained in the previous calculation:

∂e(n)
∂vi

I(n)
= ∑J

j=1 δ
j
Jωij (21)

So have
δi

I = f ′
(
ui

I(n)
)

∑J
j=1 δ

j
Jωij (22)

In this paper, the tangent Sigmoid function is used as the activation function in the
training of neural networks. The function is continuously differentiable for the input
of the range [–1, 1], and the derivative value changes significantly, which can meet the
requirements of gradient sensitivity in the process of error backpropagation. Therefore, it
is necessary to normalize the sample data before training, and map it to between −1 and
1, to avoid the saturation of neurons in each layer during the training process and, simul-
taneously, make the model converge more quickly. This paper uses MATLAB software’s
mapminmax function to perform the normalization operation. The BP neural network
model used subsequently is shown in Figure 2, which is the most typical three-layer
structure, including one layer of an input layer, a hidden layer, and an output layer.
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After pre-processing the data, use the MATLAB platform for programming to set
the parameters of the BP neural network. The training algorithm chooses the Levenberg-
Marquardt algorithm, which is suitable for medium-sized feedforward networks and is
one of the fastest. Since the BP algorithm is based on the principle of gradient descent, the
learning rate is a critical factor in determining the size of the weight adjustment. If the
learning rate is too high, the adjustment amount of each weight will be huge, which will
quickly lead to the optimal extreme point in the training process, and the network will
not converge. On the other hand, if the learning rate is too low, the adjustment amount
of each weight will be too small, and the model will converge slowly. Considering the
three-layer BP neural network model chosen in this work, the learning rate is 0.0001, the
maximum training times are 50,000, and the minimum error goal is 0.0000001. So far,
there is no systematic method for determining the number of hidden layer nodes in the
BP neural network. This work uses the empirical formula: the number =

√
(m + n) + a of

hidden nodes to determine the initial number of hidden nodes, where m is the amount
of input neurons, n is the amount of output neurons, and a is a random number between
one and 10. Finally, the initial number of hidden nodes is determined to be six, and the
increase and decrease methods are utilized to adjust the optimal number of nodes in the
subsequent training.

2.2. Processing of the Captured Signals and Data Augmentation

The BP neural network’s training process requires using time-domain signals con-
structed in the form of vectors or matrices. In this paper, the parameter of the time of
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arrival of the first wave packet in the time domain signal is selected, and the eight times
of arrival obtained from all receivers are collected to construct the input. In the numerical
simulation, according to the set integration time step and total duration, the length of each
received signal is 1500 samples. It should be pointed out that the low amount of data and
lack of variability obtained in a numerical simulation environment is not sufficient to train
a neural network. Therefore, it is necessary to enhance the data of the samples to improve
the quantity and quality of the samples, thereby improving the model’s generalization
ability. Data enhancement is achieved by adding white noise to the initial time-domain
signal, and the robustness of the model may also be promoted. As shown in Figure 3,
four different white noises are added to the time domain signal: white Gaussian noise,
white Uniform noise, white Rayleigh noise, and white Gamma noise. In a wide frequency
range, the noise power spectral densities in each band of equal bandwidth are equal, and
the amplitudes obey different probability distribution functions. As an example, consider
white Gaussian noise to compare the influence of noise with different signal-to-noise ratios
on the waveform. As shown in Figure 4, when the signal-to-noise ratio of white Gaussian
noise is greater than 35 dB, it has little effect on the time of arrival of the first wave packet,
which cannot achieve our purpose of expanding the dataset. While the signal-noise ratio
is lowered to 30 dB, the times of arrival start to differ within a specific range. When it is
reduced to 25 dB, the white noise severely impacts the initial signal. Moreover, it is hard
to distinguish each wave packet. When it is further reduced, to less than 20 dB, it is no
longer possible to distinguish between noise and signal. Based on the above comparison,
it is proposed to add four kinds of 35 dB white noise to the initial time domain signal for
data enhancement.
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Figure 4. Effect of Gaussian white noise at different decibels on the initial signal.

Four kinds of white noise are added ten times, respectively into the signal received by
each receiving point. Therefore, 40 specimens can be acquired by one operation for each
area, and in the nine areas shown in Figure 5, a total of 360 specimens can be obtained.
The time of arrival of the first wave packet is extracted for all samples, in this way we can
obtain training set data with large variability. We use the time of arrival corresponding to
the eight receiving points as the input of the neural network, and the corresponding area
number as the output of the model.
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3. Establishment of the Finite Element Model
3.1. Choice of Model Arguments

COMSOL numerical software has a powerful multi-physics coupling analysis module,
which is suitable for simulating the propagation of ultrasonic-guided waves in plates. A
three-dimensional finite element model of the isotropic aluminum plate was established
in the solid mechanic’s module. Aluminum has a density of 2700 kg/m3, a Poisson’s
ratio of 0.33, and Young’s modulus of 70 GPa. As shown in Figure 5, the size of the
aluminum plate model is 180 × 180 × 1 mm, divided into nine areas equally. Each area
is a square of 60 mm × 60 mm. The training data actuate point is set at every region’s
center, which is (30, 150), (90, 150), (150, 150), (30, 90), (90, 90), (150, 90), (30, 30), (90, 30),
(150, 30), corresponding to the coordinates of the central point of region one to region nine
in Figure 5.

3.2. Choice of Actuating Loads and Location of Receivers

Because of the multi-mode and dispersion characteristics of Lamb waves in the propa-
gation process, the signal captured by the sensor is very complex. In this paper, to compare
and test the robustness of the neural network, five-peak signals with two central frequencies
of 200 kHz and 400 kHz are selected, respectively. They are applied to the plate as point
loads. Taking 400 kHz as an example, Figure 6 shows the input signal in this model.
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Figure 6. Excitation Signal Centered at 400 kHz.

In order to enable the model to precisely study the discrepancy in time of arrival
of each input signal to the receiving point, eight receivers are set on the surface of the
aluminum. As shown in Figure 7, the positions of the eight receiving points are (40, 175),
(5, 140), (5, 40), (40, 5), (140, 5), (175, 40), (175, 140), (140, 175).
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3.3. Model Accuracy and Stability

When using the finite element method to simulate Lamb waves, the size of the model
grid and the integration time step will have a great impact on the accuracy and stability
of the calculation results, so the two need to meet certain conditions. When setting the
integration time step, it must be ensured that there are at least 20 times increments in one
cycle of the Lamb wave propagating in the plate.

Usually, the mesh size is divided as acceptably as possible under the allowable condi-
tions to upgrade the precision of the simulation outcomes. However, if the mesh is too fine,
it will easily affect the computational efficiency. Therefore, it is necessary to consider the
simulation model’s calculation accuracy and solution efficiency. The maximum size when
meshing should not be larger than one-tenth of the smallest wavelength.

There are mainly two central frequencies of the five-peak signals employed in this
study, which are 200 kHz and 400 kHz, respectively. The maximum frequency of the
spectrum is 550 kHz, the wavelength corresponding to the S0 mode is 9.6 mm, and the
wavelength corresponding to the A0 mode is 3.56 mm. It can be seen from the above that
the mesh size should not be greater than 0.356 mm, and the time step should not be more
significant than 90.9 ns. Combined with the actual situation, the mesh size in this study is
set to 0.35 mm, and the time step is 50 ns.

After setting up according to the above three sections, the Lamb wave propagation
process is obtained when the central point of area 3 is excited once as shown in Figure 8.
The rest of the regions are excited in the same way. Figure 9 shows the time domain signals
captured at the eight receivers at the boundary at this time. It can be observed that there is
a significant difference in the time of arrival of the first wave packet due to the different
positions of the receiving point from the excitation point. This is precisely the feature that
the neural network needs to study in order to map this feature value to its source.
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Figure 9. The initial time domain signals received by the eight receivers after one actuating in the
center of area three. (a). The signal received by the receiving point (140, 175). (b). The signal received
by the receiving point (40, 175). (c). The signal received by the receiving point (5, 140). (d). The signal
received by the receiving point (5, 40). (e). The signal received by the receiving point (40, 5). (f). The
signal received by the receiving point (140, 5). (g). The signal received by the receiving point (175, 40).
(h). The signal received by the receiving point (175, 140).

4. Analysis of the Location Results of the Five-Peak Narrow-Band Sinusoidal
Modulation Signal Actuating Source Area
4.1. Prediction Results When the Excitation Point of the Test Set Is 10 mm Away from the Center of
Each Area

After preprocessing the training data set outlined in Section 2.2, arrange multiple
sets of different test sets to test whether the trained BP neural network could determine
the area to which the new five-peak narrow-band sinusoidal modulation signal excitation
source belongs. First, take points near the center point of the area. As shown in Figure 10,
the excitation point is set 10 mm from the center of each area, and the same signal with a
central frequency of 400 kHz is applied to it for excitation. After the eight receiving points
capture the time domain signal, also according to the methodology in Section 2.2, four
different white noises are randomly mixed, so that five test samples can be acquired for
every excitation. Altogether 45 samples in nine areas are used to test the training effect of
the neural network.
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Having preprocessed the test data, the next step is to input the BP neural network
described in Section 2.1 to make predictions. Figure 11 shows the prediction results. All
45 samples were judged correctly, and the trained model accurately predicted the region to
which each wave source excitation point belonged at that moment, with a precision rate of
100%. This shows that the BP neural network model constructed in this paper can learn the
regularity of the input feature values and map the excitation points to a certain extent near
the central point of the training set to their sources.
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4.2. Prediction Results When the Excitation Point of the Test Set Is 20 mm Away from the Center of
Each Area

In the previous subsection, our model can predict the area where the input source is
located with complete accuracy when the location of the test point is near the area’s center
point. In this section, we set up another set of test sets, taking points within 20 mm of the
area’s center point. As shown in Figure 12, compared to the test set taken in Section 4.1, the
points in this test set are closer to the boundaries of adjacent regions. In this case, the signal
captured by the receiving point still makes 45 samples as the test set according to the same
preprocessing method.
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Figure 12. The test set excitation point is 20 mm away from the center.

Figure 13 shows the prediction results at this time. Although the point of the prediction
set is already 20 mm away from the center of the region, which is closer to the border of
the adjacent region than the point of the training set, the prediction precision of the model
trained with the data set of the center of the region can still reach 100%. It can be seen that
the numerical simulation environment can obtain very accurate prediction results, whether
near the center or the boundary. This powerfully proves the feasibility of the methodology
used in this study. The trained BP neural network could quickly and precisely determine
the region where the five-peak narrow-band sinusoidal modulation signal actuating source
is located in the aluminum plate.
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4.3. The Effect of Different Center Frequencies on the Prediction Results

It can be seen from the above two subsections that the neural network trained in
this paper can precisely determine the area where the input source is located, regardless
of whether the points in the test set are near the region’s center or the boundary. This
section tests the robustness of the neural network by changing the five-peak narrow-band
sinusoidal modulation signal input in the simulation. The source in the test set is replaced
with a five-peak narrow-band sinusoidal modulation signal with a central frequency of
200 kHz. As shown in Figure 14, the loading position is not changed, and it is still in the
center of the region.
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Figure 14. Excitation Signal Centered at 200 kHz.

Figure 15 shows the prediction results in this situation. When the excitation position is
not changed, but only the central frequency of the input signal in the model is changed, the
prediction is still accurate. The training set is still the same as before, excited by a 400 kHz
five-peak narrow-band sinusoidal modulation signal in the center of every area. The only
difference from the test set is that the center frequency is changed to 200 kHz. Next, we
changed the data used in the training set to 200 kHz center frequency excitation and set the
location of the test point in the same way as Figure 12. At this time, both the training set
and the test set used a center frequency of 200 kHz.
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Figure 16 reveals the prediction results in this situation. It can be seen that after chang-
ing the central frequency, the model can still judge the position of the source accurately,
regardless of whether the location of the test point is changed. This indicates that the
neural network in this study is insensitive to the central frequency of excitation and has a
certain robustness.
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5. The Result of the Wave Source Localization in the Experiment
5.1. Experiment Layout of Acoustic Source Localization in the Metal Plate Structure

The prediction outcomes in the numerical simulation environment in Section 4 demon-
strate that the data-driven methodology proposed in this study could efficiently identify
the region where the sound source is located and offers a novel idea for the sound source
localization method for isotropic metal sheets. To verify the authenticity of the simula-
tion results, this study used a damage detection platform for sound source localization of
aluminum plate structures.

Figure 17 shows the specific arrangement of the experimental platform. First, the
preset five-peak narrow-band sinusoidal modulation signal excitation signal is output
through the AFG 31000 series signal generator produced by Tektronix, amplified by the
Aigtek’s ATA-2021H power amplifier, and then output by the piezoelectric sheet. Secondly,
the PSV-500-M Laser Doppler Vibrometer (SLDV) laser head produced by Polytec is used
to collect the vibration signal of the corresponding scanning point on the aluminum plate,
and the collected time domain signal is sent back to the signal processor. The received
signal can be seen through the display. The aim of this study is to detect the position of the
sound source in the metal plate, acoustic signals are generated by vibrations, and if there is
sound, there must be vibrations. A sound source in the panel generates a transient elastic
wave. We want to detect the source of the sound by detecting the vibration.

This paper uses an isotropic aluminum plate consistent with the simulation as the
experimental object. The size of the aluminum plate is 400 × 500 × 1 mm3. The signal
generator is used for excitation and SLDV reception. The position of the scanning point on
the surface of the aluminum plate is shown in Figure 18. Eight receiving points should be
set up in the same manner as in the simulation, two on each side at a distance of 10 mm
from the edge. The sampling time window is set to 400 µs, and the frequency is 5120 kHz,
so each received time domain signal has 2048 data points.

Figure 19 shows the area division on the back of the aluminum plate, which is divided
into nine rectangular regions of 133.3 × 166.7 mm2. Similar to Section 4, two sets of test sets
with different locations are also set to check out the model’s forecasting ability. The piezo-
electric sheet excites the center point of each area of the aluminum plate with a five-peak
narrow-band sinusoidal modulation signal with a central frequency of 200 kHz to obtain
the training set data. Both red and blue markers appear in Figure 19, representing two test
sets. The distance from the red mark to the center of the region is 30 mm, corresponding
to the test set near the center of the region in Section 4.1; the distance from the blue mark
to the center of the region is 60 mm, corresponding to the test set near the boundary of
the adjacent region in Section 4.2. Set the same 200 kHz five-peak narrow-band sinusoidal
modulation signal as when collecting the training set data for periodic excitation.
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In Section 2.2, we discuss data augmentation methods for simulated data. However,
the received Lamb wave signal is mixed with various environmental noises in a labora-
tory environment and has a high degree of variability without additional manipulation.
Therefore, we omit the step of data augmentation. Figure 20 shows the time domain signals
captured by eight receiving points when a five-peak narrow-band sinusoidal modulation
signal is an input at the center point of area three. The signals captured by every scanning
point are influenced by varying degrees of environmental noise, so we set the signal gener-
ator to perform periodic excitation at a particular time interval and collect any ten periodic
time domain signals with a fixed time window, and then extract the time of arrival of all
the first wave packets to make the neural network input. For the test points, three cycles of
the signal were extracted for each region. We obtained 90 samples for training the neural
network and 27 samples, each with offsets of 30 mm and 60 mm, as a test set.
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Figure 20. Signals are obtained at eight scanning points when a five-peak narrow-band sinusoidal
modulation signal is input at the center of area 3. (a). The signal received by the receiving point
(300, 490). (b). The signal received by the receiving point (390, 400). (c). The signal received by the
receiving point (190, 100). (d). The signal received by the receiving point (300, 10). (e). The signal
received by the receiving point (100, 10). (f). The signal received by the receiving point (10, 100).
(g). The signal received by the receiving point (10, 400). (h). The signal received by the receiving
point (100, 490).

5.2. Analysis of the Location Results of the Five-Peak Narrow-Band Sinusoidal Modulation Signal
Actuating Source Area in the Experiments

After the same preprocessing, the BP neural network built in Section 2.1 predicts
the region where the five-peak narrow-band sinusoidal modulation signal input source is
located. After training, the fitting results of the model are shown in Figure 21. It can be
seen from the iteration diagram that after the training, the fitting accuracies of training,
validation, and testing are: 0.99994, 0.99789, and 0.99812, which are over 0.99 in all cases,
which indicates that each dataset fits exceptionally well.
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Figure 21. Regression effect of BP neural network model after training.

Figures 22 and 23 show the prediction results of input sources at different locations.
Figure 22 shows that the model reaches the training target after 34 iterations. Figure 23
reveals the forecast results for each of the two test sets. Although the two sets of data are
wrongly judged, the accuracy is lower than that in the numerical simulation environment
in Section 4. However, for the experiment, this is a satisfactory result. In the case of a test
point that is 30 mm away from the center point, that is, near the center point, only one
misjudgment occurred in the 27 samples, and the accuracy rate was 96.3%—the situation in
the adjacent area. As seen from the blue markings in area three in Figure 19, when offset
from the center by 60 mm, the sampling points of the test set in some regions (such as region
three) almost coincide with the boundary. Even so, except for the wrong judgment in region
three, the other regions can still accurately predict the sound source near the boundary, with
a total prediction accuracy of 88.9%. This shows that even in the experimental environment
when the environment is greatly disturbed, the trained BP neural network is still capable of
making exact judgments of test samples in the area, no matter where the test points are in
the area.
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6. Conclusions

This paper utilizes a machine-learning methodology to localize the source of five-
peak narrow-band sinusoidal modulation signals within an isotropic aluminum plate.
In order to maximize the time of arrival of the wave packet, two receiving points are
set at equal intervals on each edge of the aluminum plate. To prove the feasibility of
this methodology, a database is established in two different environments: the COMSOL
numerical simulation platform and PZT excitation-SLDV-receiving physical experiment
platform. Because the signal obtained by the numerical simulation platform does not have
variability, four different groups of noise are added for data enhancement. The prediction
results of the BP neural network show that the trained model can map the time of arrival
in the signal to the sound source area in both environments. Especially in the numerical
simulation environment, the prediction accuracy is excellent. Whether it is near the center
of the region or the border of the region, it can reach 100%. All 180 test points can accurately
locate the sound source’s area. In the experiments, consequently, environmental factors
play a significant role and accuracy is slightly reduced. It can reach 96.3% near the regional
center, and 26 of the 27 test points are correctly predicted. When the boundary is reduced to
88.9%, 24 of the 27 test points are correctly predicted. It is still possible to locate the sound
source region.
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