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Abstract: Theoretical models based on solutions of the conduction heat transfer equation have
been widely proposed to calculate the thermal fields generated during laser welding, revealing
simplification benefits and limitations in the accuracy of the results. In previous papers, the authors
have introduced a parameterized analytical model based on the configuration of a virtual system of
multiple mobile heat sources that simulates the effects of an actual keyhole welding mode by setting
the system parameters so as to fit the calculated contours of the fusion zone in the weld cross-section
of the experimental one. Even though a basic validation was already carried out by experimental
detection, in order to further strengthen the model validity, this article deals with an extensive
comparison between the results obtained by a multi-physics numerical simulation, performed by a
commercial CFD software, and a theoretical one. The two different approaches were applied to the
laser beam welding of butt-positioned AISI 304L steel plates. The investigation was focused on the
effects of the keyhole on the main morphological features of the melt pool and fusion zone, and on
the thermal fields obtained by the two models. The intrinsic differences between the two approaches,
and how they are reflected in the corresponding results, were discussed. Satisfactory results were
obtained by comparing the thermal fields, with a substantial convergence of the results, so as to
validate the analytical model, assess the accuracy of its results, and define its application limits.

Keywords: laser welding; keyhole mode; thermal field; analytical modelling; multi-physics simulation;
austenitic stainless steel

1. Introduction

In the field of joining metallic materials, laser beam welding continues to play a
key role due to the concentrated high power density heat input, which allows for a high
accuracy in welding thick workpieces in a single pass, producing narrow heat affected
zones (HAZs) and limited thermal distortions. For this reason, investigations on the various
aspects of laser welding, from the laser–material interaction, to welding phenomena, defect
formation mechanisms, and process monitoring and control, always remain subjects of
study [1], and new technological solutions continue to arise to improve the efficiency of the
process, such as spatial beam shaping, based on multiple focusing which enables one to
customize the energy distribution [2], and multiple micro-jet cooling with shielding gas.
The latter is very promising in terms of governing the final microstructure of the weld
metal deposit, such as in the case of low alloy steel, with significant beneficial effects on the
impact toughness of welds [3]. The implications in terms of the environmental efficiency of
the process are also considered worthy of attention [4].

The integrity of the welded parts and every technical requirement that are to be
ensured, such as primarily the weld quality and efficiency, depend on laser beam character-
istics, material properties, process parameters, and the thermal field that their combination
generates. Consequently, laser beam welding process modelling, including the main charac-
teristics of the weld joint (geometrical, metallurgical, and mechanical), is a subject of great
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interest [5]. In order to predict the effects of the parameter settings on the final joint and
evaluate its mechanical and metallurgical features as well as the occurrence of distortion
and residual stress, both analytical and numerical models based on the solutions of the
conduction heat transfer equation have been widely proposed to simulate the thermal fields
generated during laser welding [6]. A complete formalization of the theoretical basis for
this approach, with a detailed overview on the formulation and solution of heat conduction
problems in fusion welding has also been provided [7].

Numerical models can cover a wide spectrum of physical and thermal processes oc-
curring during welding. A detailed review on the main aspects of welding simulations by
finite element methods (FEMs) has been presented, highlighting the key role of increasing
the complexity of the models to improve the reliability and effectiveness in describing
the engineering applications [8]. The importance of material modelling [9] and computa-
tional efficiency [10] have also been clearly outlined. More recently, an overview on the
approaches to finite element modelling used to simulate fusion weld processes has been
provided, analyzing the level of accuracy when comparing the results of simulations with
experiments [11].

Particularly, high computational capacities and simulation times are required for mod-
elling effectively complex processes such as fusion welding, which involve the interaction
between physical and metallurgical phenomena, even if a number of simplifications are
commonly assumed in finite element models [12]. Furthermore, the simulations have to be
validated, generally by using the results of experimental measurements, to be considered
specific to the particular welding conditions that are adopted.

The basic analytical solutions of the heat conduction equation have also been widely
used for modelling the thermal field in welding processes. Their use allows for a less
complex approach from a computational point of view, and has given satisfactory results
in comparison with experimental data, although involving a considerable simplification of
the phenomenon to be modelled. Rosenthal’s seminal contribution with its solutions for
the case of moving point and line heat sources in infinite and semi-infinite media [13], and
a later complete framework of solutions of the heat conduction in solids [14], constitute the
basis on which a large part of the analytical models for laser welding processes have been
developed, allowing one to simulate the temperature profiles generated by moving sources
of various types [6], and to continue to constitute the basic reference for the analytical
approach [15]. A comprehensive treatment of the mathematics of thermal modelling with
specific reference to laser processing has been also provided [16], further enriched by
subsequent developments [17].

In both cases, analytical modelling and numerical calculation, the major limitation of
the models based on thermal conductivity consists of neglecting the concurrent physical
phenomena that develop in the complex processes of fusion welding [18]. This is even more
true in the case of “keyhole mode” high penetration laser beam welding, which occurs
when the laser energy density is high enough to produce a narrow deep cavity surrounded
by molten metal, starting from the point where the surface of the material is hit by the
beam, causing it to vaporize, and to partly ionize, becoming plasma. In this condition, if the
plasma is effectively controlled, to limit the effect of energy absorption, the beam energy
is delivered very efficiently into the joint region, so as to obtain a weld bead with a high
depth to width ratio and minimize the heat affected zone, and in turn, limit the distortion
of the joined parts. On the other hand, the keyhole mode entails thermal distributions
that are very difficult to simulate, because they originate from the combination of various
phenomena that govern the beam propagation and absorption, keyhole formation, and
melt pool fluid dynamics, such as the energy transfer from the laser beam to the keyhole
surface, phase transformation and balance, free surface evolution, and fluid and thermal
flow in the material [19].

It follows that the keyhole formation and stabilization mechanism is based on a
complex balance between the behavior of the laser beam, vapor, plasma, and melt pool,
and the related transport and fluid dynamic phenomena. Due to this reason, a wide variety
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of problems related to this phenomenon are still worthy of further investigation: the effects
of weld pool dynamics [20]; keyhole penetration state monitoring [21]; the effects of the
plasma properties on keyhole geometry [22]; the consequence of keyhole instability on
the onset of defects [23]; the correlation between the keyhole stability and mechanical
properties of the joint [24].

As a consequence of the complexity that characterizes this phenomenon, the most
recent interpretations of a numerical simulation for laser welding are based on the multi-
physics approach, according to which, essentially, the interaction of the laser beam with the
material, the conductive and convective heat exchange, and the fluid flow in the melt and
the surrounding solid are implemented in the model [25], the numerical resolution of which
is generally performed in a Computational Fluid Dynamics (CFD) environment. A review
of the relevant works in this field has been performed, categorizing the analyzed findings
with regard to the specific physical phenomena addressed [26]. In all cases, the complex
physical mechanisms that concur to originate the keyhole phenomenon generate a highly
unstable process that gives rise to a dynamic keyhole behavior, involving considerable
difficulties in obtaining robust numerical simulations [27].

A keyhole modelling approach that neglects the multi-physics nature of the phe-
nomenon, by focusing just on beam–matter interaction and conduction heat transfer, has
the advantage of using the analytic solutions for the thermal field due to elementary heat
sources. According to the conduction-based approach, the keyhole full penetration welding
mode can be modelled analytically too, if suitable combinations of mobile sources are used.
To this end, a wide variety of mobile heat source systems have been investigated in recent
decades [28–30].

In order to compensate for the simplification inherent in this type of modelling, in
more recent times, a parameterized multipoint-line system of moving thermal sources,
fitted on a weld bead profile detected experimentally, has been introduced [31], and its
potential in predicting the final composition, solidification mode, and microstructure of
the weld [32,33], and the distribution and intensity of the residual stresses [34], has been
proven. The concept underlying this essentially phenomenological approach is to define, for
each case under examination, a virtual conductivity-based model of multiple mobile heat
sources that simulates the result of the actual multi-physics phenomenon, assuming that
the latter can be expressed by the geometry of the cross-section of the weld bead obtained
and detected experimentally. This expedient is conceptually similar to the practice used in
numerical simulations to calibrate the heat source in such a way that the calculated shape
of the melt pool corresponds to that from experimental observation [35]. Furthermore, its
consistency can be partly found in the analogous established practice of modelling some
neglected physical phenomena (such as the convection in the liquid pool and its effect on
heat transfer) by means of an approximated thermal analysis with purposely increased
metal conductivity [36,37].

The new conduction-based and experimentally fitted parameterized model for the
analytical calculation of the thermal field has already undergone basic experimental vali-
dation, in the case of the full penetration keyhole mode CO2 laser beam welding of AISI
304L austenitic stainless steel plates, with satisfactory results [31]. On this basis, the aim of
the present paper is to further strengthen the model validity through an investigation by
means of a multi-physics numerical simulation, performed by a commercial CFD software
package and carried out on the same application case. In particular, the following objectives
were pursued:

• Compare the effects of the keyhole welding mode on the main morphological features
of the melt pool and fusion zone, and the thermal fields obtained by the two approaches
(the approximated theoretical one, based on the physical phenomenon of conductivity
only, and a full multi-physics numerical approach that combines the main physical
phenomena occurring in the actual keyhole mode welding process);

• Understand the intrinsic differences between the two approaches, and how they are
reflected in the corresponding results;
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• Carry out an extended validation of the theoretical model for the analytical calculation
of the thermal field, define its application limits, and assess the accuracy of its results.

2. Materials and Methods
2.1. Experimental Procedures

The experimental campaign consisted of performing full penetration laser welding
to join austenitic steel plates, on which two different analysis procedures have been car-
ried out:

• Relief of the cross-sections of the weld bead, to be used for fitting of the theoreti-
cal model;

• Detection, by means of thermocouple, of the thermal cycle at a convenient point of
the upper surface of the welded plate, during the execution of the weld, to be used
as an experimental reference for the validation of the corresponding results obtained
through the theoretical model and numerical simulation.

Several preliminary welds were carried out on portions of AISI 304L austenitic stainless
steel plates, with the aim of fine-tuning the process parameters to obtain full penetration,
efficient, and regular welding, without relevant defects. After this preliminary phase, two
steel plates of the same material (each one with size 1000 × 1000 mm2, thickness of 10 mm),
prepared with square edges and flat positioned (Figure 1a), have been butt welded in a
single pass by a CO2 gas laser beam UT apparatus (United Technologies, East Hartford, CT,
USA), with a maximum yield power of 25 kW, operating in robotic mode. Four consumable
inserts made of AWS 309L (each one being a sheet with size 1000 × 10 mm2, thickness
0.4 mm), have been interposed between the plates as filler material, preliminarily fixed by
gas tungsten arc tack welding.
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Figure 1. Experimental welding process: (a) scheme of the welding setup; (b) macrograph of the
welded cross-section and relief of fusion zone contour (red lines).

This welding setup has turned out to be particularly efficient, being easy to use, and
able to compensate for geometric imperfections in the preparation of the plate edges and
incidental errors in the alignment of the beam. Furthermore, by using a correct number
of inserts, it allows one to limit the presence of welding defects, by avoiding the risk of
incomplete fusion more easily than using filler wire [38].

The choice of AISI304L austenitic steel for the proposed application is due to the great
interest in this type of material combined with fusion welding technologies, attributable
to its wide use in constructions that are fabricated primarily by welding. Very recent
literature confirms the persistent relevance of austenitic steels in applications based on laser
welding [39–41]. Furthermore, the tendency of austenitic steels to undergo hot cracking
during the last stages of solidification represents a serious issue in fusion welding. In
particular, this phenomenon is affected by composition (Creq/Nieq ratio) and cooling rate.
In this respect, the proposed theoretical model has proven to be a good tool to predict the
solidification mode and properly select the welding parameters [32,33].
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The laser beam quality, depending on the degree of focusing, and the diameter and
position of the focus, has been evaluated by means of a diagnostic system, in order to
establish the optimal operating parameters. The power P, welding speed v, focus diameter
φf, and distance from the upper surface of the plates ∆z are reported in Table 1.

Table 1. Process welding parameters.

Beam Power
P (kW)

Welding Speed
v (m/min)

Focus Diameter
φf (mm)

Focus Position
Dz (mm)

He Flow Rate
qHe (L/min)

14 1.2 0.5 5.5 20

At these operating conditions, the incident beam energy is so high that the “keyhole”
welding mode occurs, with the typical narrow cavity due to metal vaporization, surrounded
by molten metal. The control of plasma, which is formed by the partial ionization of
the vapor at high temperature, and can reduce beam energy absorption and prevent
vaporization when temperature exceeds a critical value, has been obtained by a helium
flow, directed towards the zone of interaction between the laser beam and the molten bath
(the helium flow rate qHe also is reported in Table 1).

Macrographic observations of some cross-sections cut along the weld bead were per-
formed using a stereo microscope, Leica MZ 16 1FA (Leica Microsystem, Milan, Italy).
The cross-section surfaces were subjected to mechanical grinding (abrasive paper grada-
tion from 180 to 2400), polished with a velvet cloth (aqueous suspension of Al2O3 with
granulometry of 0.5 µm), and etched with glyceregia reagent (16% HNO3, 42% HCl, 42%
glycerol). The results show a full penetration of the melt pool along the whole plate’s
thickness (Figure 1b). The fusion zone (FZ) thus obtained is characterized by a regular
shape, approximately 2 mm wide, with a flare towards the external surface at the beam side,
and a certain enlargement in correspondence to the focus position. The micrographs show a
base material microstructure consisting of recrystallized austenitic grains with average size
of about 20 µm; the fused zone presents austenitic homogeneous dendrites with residual
ferrite in tortuous and narrow interspaces, less than 1 µm thick [33].

To verify the robustness of the theoretical model regarding the fluctuations in the
cross-sectional profile of the weld bead along the welding line, a specific analysis has
been developed, comparing the effect that the geometric peculiarities of 5 cross-sections
experimentally detected along the welding line has on the fitting of the model [31]. The
substantial stability of the simulated thermal field, by varying the cross-section used
for fitting the model parameters, have been verified, highlighting that the setting of the
theoretical model is such as to make it insensitive to limited geometric variations in the
cross-section; this ultimately confirmed the reliability of the model regardless of the specific
weld bead profile on which it is fitted, at least in the case of welded joints with a substantially
uniform shape, such as those obtained in the case of automatized laser welding.

The detection of the thermal cycle by thermocouple measurement, to be used for
the experimental validation of the corresponding results obtained through the theoretical
model and numerical simulation, was carried out, acquiring a single measurement by
means of a K-type thermocouple (chromel/alumel, tolerance class 2, temperature range
between −40 and 1200 ◦C, error 0.75%) spot welded on the upper surface of the plate, at a
distance of 5 mm from the welding line (as indicated by the red dot in the setup scheme of
Figure 1a). This type of experimental approach, based on a single measurement for each
detection point, conforms to a consolidated practice in the acquisition of thermal cycles
generated by welding processes at high energy density and speed [42,43]. In the proposed
case, the single measurement point has been set at the maximum value of the distance
from the welding axis within the range analyzed by theoretical modelling and numerical
simulation (2–5 mm). This was necessary due to the limited space available to position the
thermocouple as precisely as possible on the surface of the plate near the weld, considering
the following factors: on the upper surface, the weld bead detected experimentally has the
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greatest width, which can exceed 2 mm on each side of the welding line; a main limitation
in thermocouple placing is spattering near the welding line, particularly plentiful in the
keyhole laser welding mode, at high power and speed.

2.2. Analytical Modelling of the Thermal Field

The conductivity-based model developed for the analytical calculation of the ther-
mal field has been generalized to simulate all the cases that may occur in high power
beam welding, including the deep penetration keyhole mode, by using the basic solu-
tions for moving point and line heat sources [13]. This requires the assumption of the
following preconditions:

• Quasi-stationary state condition: the onset of the temperature distribution around
each source becomes rapidly constant, so that an observer fixed to the source does not
detect temperature changes around it during its movement;

• Boundary conditions: the solid is assumed to be an infinite medium, not bounded
by planes orthogonal to the motion direction; instead, boundaries can be assumed in
terms of semi-infinite and finite thickness, which means that the solid may be bounded
by one plane or delimited within two planes parallel to the motion direction; in both
cases, no heat loss is assumed through the bounding planes;

• Incident point condition: the finite area of the real heat source is neglected, so the
thermal field model drifts to infinite values of temperature at the beam incident point;
this condition results in a lack of accuracy in the field simulation, which is greater the
closer the calculation point is to the source.

To compensate for the simplification of the approach based on heat conduction only,
the thermal field model needs to be configured as a virtual source system able to produce
the same thermal effect of the actual laser welding process to be simulated. This effect is
assumed to be expressed by the shape of the weld cross-sections, i.e., the profile of the
FZ on the plane orthogonal to the direction of source movement. The latter, therefore,
is taken as a reference to fit the configuration of the virtual heat sources, by setting the
parameters that characterize the source’s system: the geometric layout parameters, and
the parameters that distribute the real beam power among the virtual sources. In order
to simulate the effect of the real thermal source, the system of the virtual ones must be
calibrated by varying these parameters so as to make the corresponding theoretical FZ
contour coincide as much as possible with the real one, which is experimentally detected.

With these parameters, assuming T0 (K) as the room temperature, and considering
a reference system (x, y, z) whose origin is fixed to the beam incident point that moves
along the x axis with a speed v (m/s), and the z axis is directed along the thickness of
the solid (Figure 1a), the generalized analytical model for the thermal field is defined by
superimposing a line source and multiple point sources, and expressed by [31]

T(x, y, z) = T0 +
QL
2πk

e−
v

2α xK0

(vrL
2α

)
+ ∑n

i=1
QPi

ciπkrPi
e−

v
2α (rPi+x), (1)

The second term in Equation (1) expresses the 2D field due to a line source along the
z axis, which can simulate the thermal effect of a uniform deep penetration welding. It
includes the zero-order modified Bessel function of the second kind K0, and depends on the
line source strength per unit length QL (W/m), the conductivity k (W/mK), the diffusivity
α (m2/s), and the radial distance rL (m) from the heat source in the xy plane:

rL =
√

x2 + y2, (2)

The third term in Equation (1) expresses the summation of 3D fields due to n point
sources, which can simulate the effects of superimposed thermal fields with hemispherical
or spherical shapes (on the surface of the solid body, or inside it, respectively), so as to adjust
the uniformity of the field due to the line source and adapt it to the real non-uniform field
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actually generated by the deep penetration welding. This term depends on the strength of
the point sources QPi (W), and the radial distance from each point source rPi:

rPi =

√
x2 + y2 + (z− zPi)

2, (3)

where zPi is the depth of the i-th point source location along the z axis of the reference system.
The numerical constants ci in Equation (1) can take on the value 2 or 4, if the i-th point
source is located on the surface of the solid (zPi = 0), or inside the solid (zPi > 0), respectively.

The length of the line source along the z axis (zL), and the number (n) and location
depth of the point sources on the same axis (zPi), define the layout of the model, and are
the geometric layout parameters of the virtual sources system to be fitted on the real weld
cross-section. The other set of parameters to be fitted, which define the thermal power
distribution among the virtual sources of the system, are the coefficient γL and γPi that
appear in the expressions of QL and QPi, respectively:

QL = γLηP/zL QPi = γPiηP, (4)

where P is the laser beam power (W), η is the absorption coefficient, and the condition
γL + ΣγPi = 1 must be respected.

In the case under consideration, described in Section 2.1, the thermal analysis has been
carried out by a field model based on the superimposition of one line source and two point
sources; therefore, the model is expressed by Equation (1) with n = 2.

To simulate the effect of full penetration keyhole, reproducing the experimental profile
of the FZ as accurately as possible, the geometric layout parameters have been predeter-
mined according to the morphology of the FZ profile experimentally detected in the welded
section and marked in Figure 1b:

• The line source has been extended along the whole bead thickness (zL = 10 mm),
forming a full penetration FZ of uniform shape along the z axis;

• The two point sources have been located on the external surface at the laser beam side
(zP1 = 0 mm), and inside the bead where the beam is focused (zP2 = ∆z = 5.5 mm),
giving rise to the convexities that characterize the experimental contour.

Therefore, in this case, the parameters of source’s strength distribution γL and γPi,
and the absorption coefficient η in Equation (4), are the variables for fitting the FZ profile
calculated by the analytical model (1) on the experimental FZ contour.

With this latter aim, a theoretical 3D model of the melt pool has been constructed by ap-
plying Equation (1) to obtain the isothermal curves at the solidus temperature (TS = 1673 K)
on xy planes at different values of z (Figure 2a). Subsequently, the theoretical contour of the
FZ on the cross-section of the joint bead has been obtained by projecting the boundaries of
maximum amplitude of the 3D model of the melt pool (the melt pool track line in Figure 2a)
onto a plane orthogonal to the moving axis x. For the calculations, in Equation (1), con-
stant values have been assumed for the thermophysical properties of the AISI 304L steel,
corresponding to an intermediate temperature equal to 700 ◦C [44]: thermal conductivity
k = 25 W/mK, diffusivity α = 5.42 × 10−6 m2/s.

Figure 2b shows the final comparison between the calculated FZ contour (the three
virtual thermal sources configured to obtain it are illustrated also), and the contour relief
of the cross-section of the experimental weld bead (Figure 1b). The fitting between the
theoretical and the experimental contours has been performed by varying the previously
defined parameters of the analytical model to minimize the sum of the squared distances
along the y axis between the contours at different depths along the z axis. As a result, the
coefficient of strength distribution among the sources (γL = 0.81, γP1 = 0.10, γP2 = 0.09) and
the absorption coefficient (η = 0.51) of the virtual heat source system has been defined, the
latter being in agreement with indicative data reported in the literature [45,46].
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2.3. Multi-Physics Numerical Simulation

The generalized multipoint-line heat source model for the analytical calculation of the
thermal field, described in Section 2.2, must be adapted to the specific case to be analyzed,
by means of a fitting procedure based on geometric features of the experimental bead cross-
section. The underlying assumption of this phenomenological approach is to simulate
the factual thermal effect of deep penetration laser welding, also in the case of keyhole
mode, by using a theoretical model based on the physical phenomenon of conductivity
only, without evaluating the complex multi-physics processes that really occur.

To verify this assumption and validate the proposed theoretical approach and its
analytical modelling, a full multi-physics numerical simulation that combines the main
physical phenomena occurring in the actual keyhole mode welding process must be per-
formed, so as to allow the comparison between the thermal fields obtained on the workpiece
by the two different approaches.

The starting conceptual structure for the development of a simulation model in this
field includes the implementation of the basic physical principles (energy, mass, and
momentum conservation), complemented by models specifically developed to describe
the interaction mechanisms between the laser beam and the material [25]. An adequate
simulation tool must then be structured so as to include a solver of the equations that govern
the basic physical principles, and additional modules to manage the specific physical
phenomena involved.

A synthetic description of the keyhole phenomenon can help in identifying the physical
models to be implemented in the numerical simulation [31].

With high-energy intensity laser beams, vaporization of the metal surface occurs, and
the narrow cavity forms. The beam rays entering the cavity are scattered, and are partly
absorbed on the walls of the keyhole, and partly reflected towards other points on the
walls. This multiple absorption/reflection phenomenon increases the energy absorption,
and results in high pressure and temperature of the metal vapor inside the keyhole.

The vapor that fills the keyhole cavity damps the beam, absorbing some of the in-
coming laser beam, which transmits kinetic energy to the particles in the vapor. When
the kinetic gain is significant, the ionization of the metal vapor generates plasma. The
latter has a beneficial effect on the stabilization of the keyhole, as it protects the cavity
from cooling, and strengthens the vaporization at the inner walls. Nevertheless, as its
temperature increases due to further ionization of the metal vapor, and exceeds a critical
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value, the beam damping effect becomes dominant and vaporization ends. The action of
the shield gas is aimed precisely at controlling the plasma to stabilize the keyhole.

The metal vapor that flows out of the cavity, being replaced by newly evaporated
material, generates a upward vapor pressure, with melt-flow ejection that carries away
from the interaction zone a portion of the absorbed laser intensity, and can form a plume
which causes further beam damping, and in some cases, defocusing, too.

All these effects combined together, also conflicting with each other, constitute an
overall multi-physical mechanism, which creates and stabilizes the keyhole, and determine
a thermal field, which will shape the cross-section of the FZ.

Here, the FLOW-3D® software package (Flow Science Inc., Santa Fe, NM, USA) has
been used for the multi-physics simulation. The solution of the governing equations is
performed by the primary CFD module FLOW-3D 12.0, which operates using the Finite
Volume (FV) approach [47], and manages the free surfaces and the interfaces between
different fluids by means of the Volume of Fluid (VOF) method [48].

The basic physical principles for laser welding simulation are governed by the con-
servation equations of continuity, momentum, energy, and mass fraction, and the heat
transport equation, according to the formulations usually reported in the literature [5].
Furthermore, the process is implemented by using a set of standard physical models: heat
transfer, solidification, vaporization (required for high power laser welding), density eval-
uation (required when volume changes due to density variations cannot be neglected),
surface tension (required for deep penetration welding). The main forces acting in the
models are buoyancy force, gravity, surface tension, and Marangoni convection.

The following additional physical models, required in the application to be simulated
here, have been included by means of the FLOW-3D Weld 3.0.1 module, specifically
dedicated to the simulation setup of welding processes:

• Heat source: The process parameter in Table 1 have been used for the basic heat
source setting. The spatial configuration of the laser beam has been modelled with
a cylindrical shape; the radius of the lens and laser spot radius (i.e., the radius at
the focal plane) have been set as equal (0.25 mm according the data in Table 1). The
Gaussian distribution has been set for the heat flux due to the source, so as to take into
account that the energy density gradually attenuates from the center to the outside [49].
The value of 0.2 mm has been set for the radius of the inflection point, just above the
value corresponding to the normal distribution (0.176 mm). This was necessary to
guarantee a discretization of the heat flow distribution congruent with the mesh cell
size that was set (as specified below).

• Evaporation pressure: The model is based on two evaporation pressure coefficients
that are automatically calculated as a function of the material properties. The effect
of the upward vapor pressure is included, and defined by a pressure magnification
factor and the rising pressure radius, which correspond to the expected mean radius
of the keyhole, assessed at 2 mm by using the calculation model of Rai et al. [50].

• Shield gas pressure on the free surface: this model has been set by defining the density
of the He gas (0.1784 Kg/m3), and the velocity of the flow (5 m/s, calculated from the
flow rate in Table 1, for a nozzle diameter of 9 mm).

• Multiple reflection and energy absorption mode: In this model, the constant absorption
rate mode has been set, excluding angle-dependent mechanisms and Fresnel reflection.
The reflections of the beam inside the keyhole continues until the residual energy
density of the reflected ray reaches an attenuation rate limit. For the reasons that will
be specified below, the result obtained by the fitting of the analytical model (η = 0.51)
has been used to set the value of the absorption coefficient.

To reduce the computational load, the “half model” approach has been used in the
definition of the analysis domain, exploiting the symmetry of the phenomenon with
respect to the xz plane (Figure 3). The boundary conditions setting has been based on the
configuration mode of the analysis domain, constituted by two mesh blocks:
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• The first mesh block is in turn divided into three sub-blocks: the central sub-block
represents the portion of solid metal on which the action of the thermal source and its
effects are simulated; the upper and lower sub-blocks, which interface, respectively,
with the upper and lower surfaces of the central solid metal sub-block, have the
properties of free atmosphere (1 atm pressure and room temperature equal to 293 K);
the upper sub-block is also defined as the region in which the shield gas acts.

• The second mesh block is a surrounding outer block for thermal diffusion, which
allows one to take into account the diffusion from the first block, in which the phe-
nomenon is simulated, to the surrounding matter, not directly subjected to the process.
Its extension is defined on the basis of the thermal diffusion distance, calculated as
a function of the thermophysical properties of the medium (thermal conductivity,
density, and specific heat), and of the simulation time.
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In this configuration, the second mesh block constitutes a sort of overall boundary
condition for the entire first mesh block. For this reason, the boundary conditions imposed
on the first mesh block are “symmetry-type” conditions: they constitute simple interblock
boundaries between the first block and the second one, which entirely incorporates the
former. Inside the first block, the upper and lower sub-blocks impose boundary conditions
on the central solid metal sub-block: atmospheric pressure and room temperature.

The following boundary conditions have been imposed on the limit planes of the
second mesh block, defined with reference to the xyz coordinate system in Figure 3: for
the limit planes at xmin, xmax, and ymax, the “wall-type” boundary condition with room
temperature is applied (no fluid flow across the wall); for the limit planes at ymin, the
“symmetry-type” boundary condition is applied (to simulate a virtual continuity with the
second half of the analysis domain, which is symmetric with respect to the xz plane, and
has been excluded from the model); for the limit planes at zmin and zmax, the “specified
pressure-type” boundary condition with atmospheric pressure and room temperature is
applied. The whole set of boundary conditions are summarized in Table 2.

In Figure 3, the heat source is represented by the vertical red cylinder extended along
the thickness of the whole mesh blocks set.
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Table 2. Setting of boundary conditions (with reference to the configuration of the analysis domain
shown in Figure 3).

Boundary Condition

Solid metal
sub-block

Upper boundary
(from the upper sub-block)

Atmospheric pressure,
room temperature, shield gas

Lower boundary
(from the lower sub-block)

Atmospheric pressure,
room temperature

Other boundaries See conditions on first block

First block All boundaries Symmetry-type
(interblock boundaries

with second block)

Second block xmin, xmax, ymax boundaries Wall-type
(room temperature,

no fluid flow)
ymin boundary Symmetry-type

(continuity with second half of
analysis domain, not modelled)

zmin, zmax boundaries Specified pressure-type
(atmospheric pressure,

room temperature)

The mesh cell size of the central block and the upper and lower atmospheric volumes
has been set to 0.2 mm. This value must constitute a good compromise between the meshing
accuracy and the calculation load. As a basic condition, to assure that the cells can capture
effectively the discretized heat flux distribution of the beam, the cell size must not exceed
the radius of the inflection point of the Gaussian distribution (0.2 mm). Furthermore, the
accuracy of the domain meshing has been verified by an estimation of the error of the
simulated laser power, which depends on the combination between the mesh cell size, the
laser spot radius, and the radius of the inflection point of the heat flux distribution. This
error turned out to be equal to −0.46%.

The mesh cell size of the surrounding thermal diffusion block has been defined by
setting the ratio referring to the cell size of the solid metal block (1:5). For this block, a
coarser mesh is allowable since its only function is to capture thermal diffusion.

The main thermophysical properties of the material (density, viscosity, specific heat,
thermal conductivity, surface tension) have been set in tabular form to take into account
their variation with the temperature. The data used to fill in the tables have been derived
from the literature [44].

Finally, with regard to the key issue of setting the absorption coefficient, the data
available in the literature for keyhole mode laser beam welding of steels [45,46] outline
a very wide range of values, η = 0.50–0.80, which can allow for a rough orientation, but
cannot provide sufficient indication to define a reliable value to be used in the numerical
simulation. A calculation model expressly defined to estimate the absorption coefficient in
the presence of keyholes, with reference to the case of some specific materials, including
304L stainless steel [50], allows one to obtain the value η = 0.55. As a further question to
refine this estimation, it should also be considered that the assessment of absorption should
concern only the portion of laser radiation that actually enters the keyhole, and that the
wings of the radiation distribution have to be considered not intense enough to melt the
material and so is reflected by the surface. As a consequence, a further reduction of about
6–10% in laser power must be considered in the case of steels [46], thus obtaining for the
net absorption coefficient η a range of values between 0.49 and 0.52, which validate the
result obtained by analytical model fitting (η = 0.51). The latter, therefore, has been set as
the value of the absorption coefficient in the numerical model too.
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3. Results and Discussion
3.1. Morphological Features of Keyhole Effects

Preliminary to the analysis of the thermal field, some observations on the evolution
of the morphological characteristics of the melt pool and the consequent FZ appear to be
particularly explanatory of the basic differences between the two compared approaches.
Furthermore, the analysis of the shape features of the weld bead obtained through the
numerical simulation, and their comparison with those detected experimentally, will be
focused on as a preliminary factor for the validation of the numerical model.

Figures 4 and 5 show some simulation results of the formation and stabilization of the
melt pool and FZ during the first transitory stage of the keyhole. Three main types of results
have been reported: the temperature distribution, the solid fraction, and the melt region.
The last two are referred to in the xz plane, and are expressed in terms of the fractions of
unity. In the case of the solid fraction, the unit value indicates the instantaneous distribution
of the material in the fully solid state, while the zero value indicates the distribution of the
material in the fully liquid state. In the case of the melt region, the unit value indicates the
distribution of material which, up to the instance in question, has been subjected to melting.
This material has partly assumed its final shape upon the completion of solidification, partly
is still in a state of full or partial fusion, and has yet to assume its definitive shape once
solidification is complete. The melt region in the state of complete solidification constitutes
the FZ of the weld beam.
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Figure 4 shows the state of the keyhole formation at 20 ms from the start of the welding
process, and the onset of full penetration after about 74 ms. In this case, the distributions
of the solid fractions (Figure 4c,d) and melt region (Figure 4e,f) provide substantially the
same information, as not enough time has yet passed for part of the molten material to
have solidified and created a stable and consolidated portion of the melt region.

Figure 5 shows the transition phase, during which the keyhole and its effects evolve
until they have stabilized, after approximately 1.5 s of process time. The evolution of
the solid fraction in the time interval under examination (0.5 s to 1.5 s) highlights a clear
tendency for the material affected by the keyhole to delay solidification in the lower region,
resulting in an accumulation of liquid material (Figure 5d,e). This fluid dynamic behavior
has already been observed previously, and attributed to the formation of waves of liquid
melt, known as keyhole humps [51,52], running along the keyhole front, down to the end
of the melt pool, which grows under the effect of turbulence in the lower rear part, until
reaching a stable extension [53]. The latter condition is shown in Figure 5f, with a final
extension of the lower accumulation wake of the melt pool equal to approximately 30 mm.

The melt region, the progression of which in the xz plane is shown in Figure 5g–i,
is affected by the morphological evolution of the solid fraction, as previously described.
Of particular interest here are the cross-sections on the planes parallel to yz, which, when
referring to the melt region in the state of complete solidification, constitutes the FZ cross-
sections of the weld beam. Figure 6a,b show the fully solidified melt region on the xz plane,
and the evolution of the corresponding FZ cross-sections along the weld bead, respectively,
with regard to the transient phase represented in Figure 5, in the 0.5–1.5 s interval of the
process time. The latter corresponds to the distances from 10 mm to 30 mm with respect to
the starting point of the process (the welding speed being set at 1.2 m/min).
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The evolution of the FZ cross-sections is strictly related to the solid fraction one
(Figure 5d–f): at 10 and 20 mm from the starting point (process time equal to 0.5 s and 1.0 s,
respectively), the effect of liquid material accumulation in the lower melt pool causes the
large flaring of the FZ cross-section in the lower part of the weld bead. In the subsequent
increase in the distance of 20 mm up to 30 mm (process time from 1.0 s to 1.5 s), the lower
accumulation wake of the melt pool lengthens in the x direction until it stabilizes, and at
the same time, thins in the y direction. As a consequence, an inversion of the morphological
characteristics of the FZ cross-section occurs (last frame in Figure 6b), with a flare that
stabilizes in the upper part of the weld bead, and the lower part that reduces and becomes
uniform in width.

This last morphology of the FZ can be considered stationary, since the transitory phase
of the keyhole effects is completed at the end of the analyzed interval, and starting from
the 30 mm cross-section, the morphological effects of the phenomenon can be considered
stabilized. Therefore, it can be assumed as the reference FZ cross-section of the numerical
simulation, and compared to the experimental and theoretical ones (Figure 7).
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From a first general observation, in both comparisons, it is possible to notice a close
affinity between the FZ contours, with an evident sharing of the main morphological
traits: the upper flaring (that forms the typical “nail head” at the top of the weld), and a
progressive homogenization of the width in the development along the z axis, in which
the slight expansion is noted in correspondence with the position of the laser focus. In
fact, the contours are superimposable, with the exception of the upper part, which, in the
result of the numerical simulation, presents a markedly wider flare, both compared to the
experimental detection and the result of the theoretical calculation.

To quantify the overall affinity between the contours to be compared, the same metric
used for fitting the analytical model on the basis of the experimental one has been used:
the sum of the squared distances along the y axis between the contours, measured at four
different depths along the z axis (z = 1, 3.5, 6, 8.5 mm), has been calculated; considering
the difference between the left (−y) and right (+y) contour of the experimental FZ, the
calculation of the sum of the squared distances has been specifically differentiated; as
a further option in the distances calculation, the average value of the width of the two
experimental semi-contours has been also used.

The results of the affinity assessment are reported in Table 3. The lower the values of
the chosen metrics, the greater the affinity between the contours.

Table 3. Affinity between the contours of FZ cross-sections expressed by the sum of the squared
distance (control points at z = 1, 3.5, 6, 8.5 mm).

Contours Num-Exp Theor-Exp Theor-Num

−y 0.052 0.034 0.111
+y 0.387 0.153 0.111

mean (−y, +y)exp 0.147 0.021 -

In the comparison between the experimental and numerical contours, the values
highlight a high affinity between the −y contours, which are perfectly superimposable, and
a reduction in the case of the +y contours, clearly attributable to the deviation in the shapes
of the upper flare on the right side. The data obtained with respect to the average value of
the experimental +y and −y contours provides an intermediate affinity evaluation between
the two previous ones. On the whole, the affinity between the contours of the numerical
and experimental FZ cross-sections is high, which validates the settings and results of the
numerical model, proving it to be well-calibrated.

The affinity between the experimental and theoretically calculated contours appears
to be significantly better when compared to the previous case (the values of all metrics
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are substantially lower). This is a direct consequence of the setting of the theoretical
model, which required the fitting of the characterizing parameters precisely through the
minimization of the deviations between the experimental and theoretical contours.

Finally, the assessment of the affinity between the theoretically calculated contours and
the ones obtained from the numerical simulation has been also included in Table 3. In this
case, given the symmetry of both contours, there is no difference between the left and right
sides, nor does it make sense to use averaged values. The value of the metric is therefore
unique, confirming also in this case the high affinity between the two results compared.

As a final observation on the morphological features related to the keyhole effects, the
comparison between the contours of the melt pool obtained by the numerical simulation
and analytical calculation is significant. The theoretical 3D model of the melt pool can be
constructed by means of the isothermal curves at the solidus temperature on the xy planes
at different values of z, as described in Section 2.2, and schematized in Figure 2a. The result
obtained is shown in Figure 8, where the theoretical contours of the melt pool in the xz
plane (white lines) have been superimposed on the solid fraction distribution simulated
by the numerical modeling in stabilized conditions (Figure 5f). The latter can outline the
contours of the melt pool, if the boundaries that include the areas associated with the color
gradations closest to the zero value are considered. As a result of the comparison, the
substantial convergence of the two models on the estimate of the extension of the melt pool
near the upper surface of the workpiece, equal to approximately 13 mm (including the
contribution due to the front region), is noteworthy.
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Figure 8. Comparison between the contours of melt pool in xz plane: numerical simulation vs.
theoretical calculation (white lines).

Moving away from the upper surface, inside the workpiece, the two models diverge
sharply. This highlights the intrinsic limitation of models that do not take into account the
fluid dynamics of the phenomenon, and cannot capture the effects previously described, at
the origin of the distribution of the solid fraction shown in the figure, with particular regard
to the lower rear region of the melt pool. The discrepancy in the results regarding the
front profile of the melt pool is also attributable to the missing fluid dynamic phenomena
contribution in the analytical model, with specific reference in this case to the phenomenon
of the keyhole humps, introduced earlier.

In the end, a substantial inadequacy of the analytical modeling based exclusively on
thermal conduction, in predicting the shape of the melt pool, clearly emerges. Only near
the surface, where the beam–matter interaction occurs first (z = 0), the analytical estimate
of the size of the melt pool provides information that converges with the multi-physics
numerical model. This suggests that, in this specific region, a condition occurs in which
the phenomenon of thermal conduction is prevalent. This can be explained in terms of the
conduction-to-keyhole transition [54]: as long as the phenomenon of the multiple reflection
of the laser beam is limited, and is not enough to trap a significant fraction of incident
rays inside the cavity, as happens in the region closest to the external surface of the solid
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body, the transition to the keyhole mode cannot be considered to have occurred locally,
and the thermal behavior is limited to the conduction mode. The pronounced flare that
characterizes the morphology of the upper FZ cross-section, in both cases of experimental
detection and numerical simulation, as highlighted previously (Figure 7), confirms the
prevalence of the conduction mode, limited to this specific region. Moving away from the
upper surface, through the solid body, the other physical phenomena typical of the keyhole
mode emerge and become decisive, leading to evolutions of the shape of the melt pool that
are completely divergent compared to the simplification of the conductivity-based model.

3.2. Thermal Field in the Workpiece

Once the analytical model introduced in Section 2.2 has been fitted, various simulations
to evaluate the thermal effects of the mobile heat source can be performed. As an expression
of the thermal field, the temperature–time curves for the fixed points on the solid body
are particularly significant, as they form the basis for various predictive investigations on
the properties of the welded joint (the composition, solidification mode, microstructure of
weld bead, residual stress distribution and distortion). These curves can be obtained by
Equation (1) if a coordinate transformation is introduced.

As a matter of fact, Equation (1) allows for the calculation of the thermal field due to
the virtual heat source in each point (x,y,z) of the solid body, according to the reference
system fixed on the moving source (Figure 1). As a consequence, the corresponding value
of the temperature is invariant with time, since the position of the point (x,y,z) with respect
to the source is also invariant. To analyze the temperature cycles in a fixed point of the
solid body as time varies, it is necessary to take into account the variation in the distance
between the point and the mobile source due to the movement of the latter. This can be
achieved by applying the following coordinate transformation to Equation (1):

x → ξ = x− vt, (5)

where v is the moving speed of the heat source along the x axis, and t is the time. In this
way, a fixed point on the workpiece, with respect to the mobile reference system xyz, is
identified by the coordinates (ξ,y,z).

The temperature–time curves for the fixed points on the plane xy, at z = 0 mm (that is,
the beam side surface of the workpiece), obtained by means of x→ ξ transformation (5),
are shown by solid lines in Figure 9 for different distances y from the welding axis, starting
from y = 2 mm up to y = 5 mm, and, therefore, outside the FZ (the boundary of which at
z = 0 mm, defined by the same theoretical model, results in y = 1.73 mm). Each curve shows
the thermal profile of a point fixed on the surface of the workpiece, and located along a
line orthogonal to the welding axis. The profiles are extended for a process time equal to
10 s. The corresponding values of the distance ξ (mm) between the detection point and
the thermal source along the x axis, for each time t (s), that is, the welding length at time t,
are calculated using the coordinate transformation (5), and reported on the abscissa axis of
the graph. In the same figure, the curves corresponding to the thermal profiles obtained
through the numerical simulation are also shown with dashed lines.

To appreciate in detail the comparability of the theoretical and numerical results, in
Figure 9, the theoretical thermal profile for each of the four points analyzed (y = 2, 3, 4,
5 mm) is coupled to the corresponding profile obtained through numerical simulation
(solid and dashed curves, respectively). The temperature values corresponding to the
thermal peaks, and to the end of the analyzed time interval (t = 10 s), are reported.

Further quantitative details on the comparison, expressed by percentage variations
in the numerical simulation vs. theoretical calculation values in the corresponding points
of the curves, are reported in the top half of Table 4. Specifically, the following metrics of
deviation have been assessed: the variation between the two maximum peak values (εp);
the maximum variation in the second part of the curves (on the right side), which tends to
stabilize according to a common trend (εsmax); the variation between the end values of the
two curves, where t = 10 s (εt10).
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Figure 9. Comparison between theoretical and numerically simulated thermal profiles (solid and
dashed lines, respectively) in fixed points on the surface of the workpiece (z = 0 mm), for process
time of 10 s (welding length equal to 200 mm), varying the distance y of the point from the welding
line: (a) y = 2 mm; (b) y = 3 mm; (c) y = 4 mm; (d) y = 5 mm.

Table 4. Comparison between thermal profiles (at z = 0 mm and z = 5 mm): percentage variations in
temperature values obtained by numerical simulation vs. theoretical calculation.

Variations y = 2 mm y = 3 mm y = 4 mm y = 5 mm

z = 0 mm
εp −26.7% −5.9% +0.05% +0.9%

εsmax +7.1% +3.8% +2.3% +3.1%
εt10 +6.3% +3.8% +2.1% +2.3%

z = 5 mm
εp −13.9% −5.4% +1.4% +0.7%

εsmax +5.3% +3.1% +1.3% +2.1%
εt10 +5.3% +3.1% +1.3% +1.6%

From the comparison of the pairs of curves, it is preliminarily possible to observe that,
for y = 2 and 3 mm, the coupled curves are substantially superimposable, starting from the
low values of the process time (about 1–1.5 s, i.e., distance from the heat source along the
x axis equal to ξ = 20–30 mm), and for y = 4 and 5 mm, they are fully superimposable for
the entire analyzed process time. At a greater level of detail, it is possible to outline the
following further observations:

• For the points closest to the welding line (y = 2 and 3 mm), a theoretical overestimation
of the temperature is evident in the first part of the curves (lower process times), in
which the distance between the points and the moving thermal source is short with
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respect to the x axis. This aspect can clearly be traced back to one of the preconditions
on which the analytical model with conductive thermal sources is based, introduced
at the beginning of Section 2.2: due the assumption that the finite area of the real heat
source is neglected, the thermal field drifts to infinite values of temperature at the
beam incident point, resulting in a lack of accuracy in the field simulation, with an
overestimation of the thermal values that is higher the closer the detection point is
to the welding line. From a strictly mathematical point of view, this drift towards
infinite values is inherent to the formulation of the terms in Equation (1) that express
the thermal field generated by the point sources and the line source. When ξ → 0 (i.e.,
x → 0 and t → 0) and y → 0, meaning that the point to calculate the thermal field
tends to position itself in correspondence with the same temporary position of the
heat source, the term in Equation (1) for the point source on the surface (zP1 = 0) tends
to infinity; the term for the line source tends to finite but off-scale values (furthermore,
the argument of the Bessel function K0 that appears in this term tends to a zero value,
which is not allowed as an argument to this function). This confirms the intrinsic
lack of accuracy in the thermal field calculation for points very close to the temporary
position of the heat sources, when using the Rosenthal formulation for conductivity-
based thermal field modelling. As a result, the deviation of the peak values is very
high for y = 2 mm (εp = −26.7%), and not negligible for y = 3 mm (εp = −5.9%). The
drift in the theoretical calculation of the thermal field, already moderate in the case of
the point at y = 3 mm, runs out completely, starting from y = 4 mm (εp < 1%).

• In all the points analyzed, after the temperature peaks, the coupled thermal profiles
regularize into a similar decreasing trend that tends to stabilize, with a low value of
percentage variation (εsmax and εt10 < 8% for y = 2 and 3 mm), and in some cases, with
a substantial overlapping of the theoretical and numerical curves (εsmax and εt10 < 3%
for y = 4 and 5 mm).

• As a further observation on the temperature decrease and stabilization phase, the
comparison between the values of εsmax and εt10 can be significant: when the condition
εsmax > εt10 occurs, this means that the two compared curves tend to converge further
as the process time increases (what happens for y = 2, 3, 5 mm).

The thermal profile calculated using the analytical model for the point at y = 5 mm and
z = 0 mm (Figure 9d) was subjected to experimental validation through a comparison with
the thermal profile detected on the same point using a K-type thermocouple (see previous
Section 2.1). The results have been reported in Figure 10, for a process time of 20 s, adding
to the comparison the thermal profile obtained by the numerical simulation (dotted green
line, limited to the process time of 10 s, at which the numerical simulation has been set in
this study, to contain the long calculation times). The experimental profile obtained by the
direct measurement acquired is reported as the dashed red line with the lower peak, and is
delayed because of the thermocouple response time.

The key values of the deviations of the numerical simulation and theoretical calculation
vs. experimental detection profiles have been reported in Table 5. They have been calculated
considering the experimental profile shifted on the left to compensate for the delay in the
detection time. The variation between the end values of the experimental and theoretical
curves, where t = 20 s (εt20), has been added to the table. The estimate of εsmax was not
relevant here.

Table 5. Comparison between thermal profiles (z = 0 mm, y = 5 mm): percentage variations in
numerical simulation and theoretical calculation vs. direct and corrected experimental measurements.

Variations Numerical Simulation Theoretical Calculation

εp +8.3% (+4.5%) +7.0% (+3.6%)
εt10 +7.9% +6.2%
εt20 - +6.0%
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Figure 10. Thermal profiles in the fixed point at y = 5 mm on the surface of the workpiece (z = 0 mm),
for process time of 20 s (welding length equal to 400 mm): comparison between theoretical, numerical,
and experimental profiles (direct and corrected measurements).

The theoretical profile appears to exceed the experimental one, with a maximum
deviation at the peaks εp equal to 7%, and stabilizing deviations εt10 and εt20 equal to 6.2%
and 6.0%, respectively. The numerical profile further exceeds the experimental one, with
a maximum deviation at the peaks εp equal to 8.3%, and end point deviation εt10 equal
to 7.9%.

The result of this first comparison with the direct experimental curve is in agreement
with the evidence reported in the literature, revealing a clear trend, according to which
the thermocouple measurements of the thermal cycles generated by the welding processes
with high energy density and execution speed are usually underestimated compared to the
results of numerical simulations [42,43].

This trend can be traced back to the level of accuracy of the measurement obtained by
the thermocouple, which can be evaluated by analyzing the main errors of the measurement.
As regards the specific application, and the thermocouple used, the following measurement
error terms can be estimated:

• Intrinsic measurement error of 0.75% (from thermocouple technical specifications);
• Positioning error, due to positioning deviations with respect to the pre-established

detection point, the extent of which is strictly dependent on the gradient of the thermal
signal to be measured with respect to the distance from the welding line; in the
application, a maximum error value of 1.5% for each tenth of a millimeter of deviation
from the pre-set positioning point has been estimated;

• Response lag error, due to the inherent response lag of the thermocouple, which
does not allow it to attain steady state measures since the instantaneous temperature
changes very fast, particularly for heat sources with high energy density moving at
high speed.

Considering the limited impact of the first two, the underestimation of the experi-
mental measurement can be attributed to the third error factor, which can be corrected by
formulations in the literature. The curve of the direct thermal signal with the correction
of the response lag error proposed by Nayak et al. [43], which aims to compensate for the
effect of the thermocouple response time constant, has been also reported in Figure 10
(dashed red line with the higher peak). Since the applied correction acts on the peak portion
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of the curve, its primary effect is to outline a better agreement between the experimental
curve and the theoretical and numerical ones precisely in correspondence with the greatest
deviation in the comparison with the uncorrected experimental curve. This is confirmed
by the values assumed by the maximum deviations at the peak εp of both the numerical
and theoretical curves vs. the corrected experimental one, which drops to 4.5% and 3.6%,
respectively (Table 5, values in brackets).

As a result, the estimated deviation result is limited, being, on the whole, significantly
less than 10%, and confirming an adequate level of accuracy for both the theoretical
calculation and numerical simulation.

As a final verification of the congruence between the theoretical and numerical results,
the thermal profiles in fixed points at the same distance from the welding axis as before, but
located at the center of the workpiece’s thickness (z = 5 mm), have also been compared and
collected together in Figure 11. The quantitative details expressed by percentage variations
in the curves are reported in the bottom half of Table 4.
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Figure 11. Thermal profiles in fixed points at the center of the workpiece’s thickness (z = 5 mm), for
process time of 10 s (welding length equal to 200 mm), parameterized according to the y coordinate
(distance of the point from the welding line): theoretical calculations (solid lines) vs. numerical results
(dashed lines).

In this case, compared to the results in Figure 9 (z = 0 mm), the thermal profiles present
initially lower temperatures, as is evident from the values of the peaks. However, as the
process time increases (i.e., the distances ξ of the detection points from the heat source
increase), even in this case, a stabilization towards temperature values around 600 K occurs.
This effect of reducing temperatures at the center of the plate, even if limited to the first
phase of the heat source effect on the analyzed points, is congruent with the shape of the
cross-section FZ both experimentally detected and simulated (Figure 7).

From a qualitative point of view, the trends of the pairs of the thermal profiles in
Figure 11 are completely similar to those of Figure 9, for each value of y analyzed.

In particular, a common feature appears to be of interest in highlighting the sub-
stantial differences between the theoretical and numerical approaches. The temperature
stabilization phase is always characterized by a reversal of the trend between the coupled
curves, if compared to the first parts of the curves (before the stabilization start), with an
overestimation, albeit limited, of the temperature profiles obtained through the numerical
simulation, compared to the theoretical ones. This trend reversal is attributable to the
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different conditions that arise. For lower values of the process time (i.e., shorter distances
between the detection point and the heat source) the inaccuracy of the analytical model due
to the drift to infinite temperatures near the heat source prevails over any other condition,
and this causes the overestimation of the thermal field obtained through the theoretical
model. As the process time increases (and so does the distance between the detection point
and the heat source), the trend reversal in the overestimation between the two curves is
due to the prevalence of the effects due to thermophysical and fluid dynamic phenomena,
modelled in detail by the multi-physics approach. In particular, it can be noted how these
phenomena lead to a delay in the cooling and solidification of the molten metal (clearly
shown by the evolution of the solid fraction in Figure 5d–f, already discussed previously).
Therefore, it is reasonable to attribute the condition of the overestimation of the thermal
curves obtained by the numerical simulation to this delay in material cooling during the
thermal processes.

From the quantitative point of view, the data in Table 4 highlight a clear reduction in
the deviation in the peak values εp for y = 2 and 3 mm, compared to the surface condition
(z = 0 mm). On the whole, the percentage variations analyzed for z = 5 mm are lower than
in the previous case. These latest results therefore confirm and strengthen a significant
convergence between the theoretical and numerical data.

As a final consideration, excluding the inaccuracy of the analytical model when the
detection point is in a position particularly close to the thermal source, the results of the
theoretical calculations and numerical simulations are clearly convergent; therefore, the
thermal field evaluated analytically can be considered validated by numerical simulation.

4. Conclusions

The new conduction-based and experimentally fitted parameterized model of the
thermal field previously introduced has already undergone basic experimental validation,
in the case of full penetration keyhole mode CO2 laser beam welding of AISI 304L austenitic
stainless steel plates, with satisfactory results. To further strengthen the validation of the
theoretical model, define its application limits, and assess the accuracy of its results, an
extended investigation by means of a multi-physics numerical simulation, performed by
the commercial CFD software package FLOW-3D, has been carried out.

With this purpose, the effects of the keyhole welding mode on the main morphological
features of the melt pool and fusion zone, and the thermal fields obtained by the theoret-
ical model and the numerical simulation, have been compared. The main results of the
investigation can be summarized as follows:

• A limitation of the analytical modeling based exclusively on thermal conduction, in
predicting the shape of the melt pool, clearly emerges. Only near the surface, where
the beam–matter interaction occurs first, the analytical estimate of the size of the melt
pool converges with the multi-physics numerical model. This suggests that, in this
specific region, the phenomenon of thermal conduction is prevalent. Moving away
from the surface, through the solid body, the other physical phenomena typical of the
keyhole mode prevail, and the shape of the simulated melt pool becomes substantially
divergent if compared to the one calculated by the conductivity-based model.

• For points on the surface of the plates closest to the welding line, a theoretical overesti-
mation of the temperature is evident in the first part of the thermal cycles, in which
the thermal peak occurs and the distance between the points and the moving thermal
source is short. This aspect can be traced back to a loss of accuracy that is inherent in
the analytical models based on conductive thermal sources, with an overestimation
of the thermal values that is higher the closer the detection point is to the welding
line. Instead, in all the points analyzed, after the temperature peaks, the thermal
profiles regularize into a similar decreasing trend, with a substantial overlapping of
the theoretical and numerical curves.

• For the point furthest from the welding line, among those analyzed on the surface, the
thermal profiles calculated using the analytical model and the numerical simulation
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have been subjected to experimental validation. The result of a comparison with
the thermal profile detected using a thermocouple is in agreement with the evidence
reported in the literature, confirming a clear trend of the thermocouple measurements
to be underestimated if compared to the results of both the other approaches, due to the
response lag error of the thermocouple. However, a substantial convergence with the
compared data occurs. This is improved by the correction of the direct thermocouple
measurement, obtaining very limited deviations, and confirming an adequate level of
accuracy for both the theoretical calculation and numerical simulation.

• The congruence between the theoretical and numerical results has been further verified
by analyzing the thermal profiles in fixed points located at the center of the workpiece’s
thickness. A marked overlapping of the theoretical and numerical thermal profiles and
a clear reduction in the deviation in the peak values compared to the surface condition
can be pointed out.

As final considerations, the results confirm a significant convergence between the
theoretical and numerical data, and strengthen the validation of the thermal field calculated
using the analytical model, apart from the loss of accuracy when the detection point is in a
position particularly close to the movement path of the heat source. The limitations of the
analytical simulation based only on the conductive phenomenon, in predicting the shape of
the melt pool, have been instead outlined. The primary purpose of the validated theoretical
model is confirmed to be that of predicting the thermal field. Used in the practice of laser
welding applications, it can allow for a detailed evaluation of the thermal effects resulting
from the setup of welding parameters, facilitating the selection of the optimal process
conditions, and promoting a proactive welding process control.
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