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Abstract: To promote the use of new high-strength materials in the automotive industry, the evaluation of
crashworthiness is essential, both in terms of finite element (FE) analysis as well as validation experiments.
This work proposes an approach to address the crash performance through high-speed imaging combined
with 3D digital image correlation (3D-DIC). By tracking the deformation of the component continuously,
cracks can be identified and coupled to the load and intrusion history of the experiment. The so-called
crash index (CI) and its decreasing rate (CIDR) can then be estimated using only one single (or a few)
component, instead of a set of components with different levels of intrusion and crushing. Crash boxes
were axially and dynamically compressed to evaluate the crashworthiness of TRIP-aided bainite ferrite
steel and press-hardenable steel. A calibrated rate-dependent constitutive model, and a phenomenological
damage model were used to simulate the crash box testing. The absorbed energy, the plastic deformation,
and the CIDR were evaluated and compared to the experimentally counterparts. When applying the
proposed method to evaluate the CIDR, a good agreement was found when using CI:s reported by other
authors using large sets of crash boxes. The FE analyses showed a fairly good agreement with some
underestimation in terms of energy absorptions. The crack formation was overestimated resulting in
too high a predicted CIDR. It is concluded that the proposed method to evaluate the crashworthiness is
promising. To improve the modelling accuracy, better prediction of the crack formation is needed and the
introduction of the intrinsic material property, fracture toughness, is suggested for future investigations
and model improvements.

Keywords: crashworthiness; crash index; third-generation AHSS; 3D digital image correlation; high
strain rate; damage modelling

1. Introduction

The automotive industry is currently undergoing drastic changes to embrace the
progressively stringent emission regulations in the automotive sector. The current electrifi-
cation of the automotive fleet to remove tailpipe emissions altogether, although accelerating,
is still in its infancy with a large majority of the cars currently sold having a conventional
internal combustion engine (ICE). It is well documented that the vehicle operation phase
is the largest contributor to the life-cycle energy and greenhouse gas (GHG) emissions
for conventional ICE light-duty vehicles [1–5] mainly because of the tailpipe emissions
from burning fuel. Due to the fuel consumption’s dependency on mass [6–8], reducing the
weight of the vehicles can significantly reduce their carbon footprint. This can be done
by using lightweight materials such as aluminium alloys, carbon-fibre materials, or even
additive manufacturing (AM) to reduce the curb weight of the vehicle [9]. However, weight
reduction in the use phase does not guarantee an improved environmental impact when
the whole life cycle of the vehicle is considered [10], often because of increased energy
consumption in manufacturing and difficulties with recycling after the end of its life. Since
steel has the advantage of being cheap and easily recycled after the end of its life [11,12], an
alternative to material substitution is thus to downgauge the thickness of the steel sheets
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used when stamping components, but achieving this without compromising structural stiff-
ness and crash performance require higher-strength steel grades. Increasing the strength
of the steel might however negatively impact the formability of the components due to
springback, and high-strength steel can be more prone to cracking when forming [13,14]. In
recent years, third-generation advanced high-strength steels (AHSSs) offering an excellent
combination of high strength and ductility have started to gain traction in the automotive
industry. This generation aims to close the gap between the previous first-generation AHSS
and the expensive, complex, twinning-induced second-generation AHSS. New generations
of press-hardening steels (PHS) are also being developed offering an excellent combination
of high strength and good local ductility allowing for more complex component shapes to
be formed without the springback sometimes present in the cold forming of high-strength
steels [15].

To encourage the application of these new high-strength steel grades on an industrial
scale, it is important to accurately simulate manufacturing processes such as forming and to
predict the final product performance. The FE analysis has, over the years, become a helpful
tool in industry design. The accuracy of the modelled processes and design steps relies on
precise material models describing the mechanical properties in terms of, e.g., flow stress
behaviour, ductility, and fracture characteristics. This has led to a large experimental effort
to investigate these new steel grades in recent years, and a large comprehensive study on
commercially available third-generation AHSS was recently performed where constitutive,
formability, tribology, and fracture behaviour were all evaluated and compared to the
previous-generation AHSS [16]. The study showed that the enhanced global formability
did not necessarily transfer to local formability. Similar conclusions regarding local ductility
were made by other authors, who evaluated fracture resistance of different first- and third-
generation AHSS grades with tensile strengths ranging from 780 to 1180 MPa [17]. A recent
study of the flow behaviour to fracture of four 1180 MPa third-generation AHSS grades
showed that the strength increased with strain rate for all investigated materials even
though the total elongation differed [18]. Furthermore, the fracture toughness of AHSS
grades has also been shown to increase with strain-rate [19]. Hence, it is necessary to test
these grades using different loading rates and different stress states in order to accurately
capture their constitutive and fracture behaviours.

Due to the attractive combination of strength and ductility, the recent generations
of AHSS have become popular in body-in-white, and especially energy-absorbing safety
parts. Since full-scale component testing is cumbersome and expensive, the FE analysis
has become a helpful tool in industry design and crashworthiness evaluation. Because of
the large plastic strains involved, data regarding the flow stress and strains beyond diffuse
necking all the way to fracture are needed. Typically, material models for these conditions
are calibrated using extensive inverse modelling, which may be a complicated and time-
consuming process. Recently, a direct method, the stepwise modelling method (SMM), to
obtain the flow stress past initial yielding to final fracture using 2D digital image correlation
has been published [20–22]. The method was initially developed for isotropic materials but
was later established for anisotropic materials as well [23]. The method works for different
stress states and gives the evolution of the triaxiality as a function of the equivalent plastic
strain. SMM has been successfully used to characterise the hardening behaviour [21] and
to calibrate different fracture loci [24].

However, to prove the predictability of the simulation models, it is of crucial impor-
tance to validate them to full-scale experimental component testing. In the automotive
industry, axial compression and three-point bending tests of crash boxes are often the com-
ponents of choice since these are used for energy absorption and anti-intrusion in vehicles
to protect the passengers. These are usually performed using an accelerated mass where
the deformation intensity is generally controlled by modifying the load mass speed. The
crashworthiness of the components is determined from the severity of cracking, sometimes
quantified with a crash index (CI). Such indices based on visual inspection have been
published by other authors, both for axial compression [25,26] and three-point bending [27].
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In order to take damage evolution into account and to circumvent the difficulties with
spot welds, Frómeta et al. [28] proposed a crash index decreasing rate (CIDR). However, to
obtain the CIDR, several axial compression tests are generally needed at different crushing
depths to determine the crash index evolution, costing both time and material.

This work proposes an alternative approach to address crash performance through
high-speed imaging together with 3D digital image correlation (3D-DIC). By tracking the
deformation of the component continuously from start to finish, the initiation of cracks
and their propagation can be identified and coupled to the load and intrusion history of the
experiment. In addition to enabling crashworthiness to be evaluated in terms of CIDR with less
crash box tests, the damage evolution can be further investigated to validate crashworthiness
simulations. Two AHSS grades are selected, a 1180 MPa third-generation TRIP AHSS grade
for cold-stamping applications and a 1000 MPa PHS steel grade for hot-stamping applications,
and the constitutive and fracture behaviour are investigated at different strain rates and stress
states. An isotropic version of a previously published SMM [20,21] is utilised to calibrate a
viscoplastic hardening model and an empirically based fracture locus implemented in the
commercial FE code LS-DYNA®. In order to validate the crashworthiness simulations, the
results from the FE analyses are then compared to the experimental results from the crash box
tests using high-speed imaging and 3D-DIC.

This paper therefore presents the whole cycle of characterising materials using an
SMM, implementing the material and damage model into a finite element model of the crash
box, and finally performing a detailed validation of the simulation results. To summarise,
this paper aims to contribute with the following:

• An evaluation of the strain-rate sensitivity on the hardening response and the fracture
behaviour at various stress triaxialities for a 1180 MPa third-generation AHSS and a
1000 MPa PHS.

• The development of a high-speed axial compression test using a pair of high-speed
cameras and 3D-DIC to follow the crushing response, crack formation, and subsequent
propagation. An evaluation of crashworthiness through the use of CIDR.

• The validation of calibrated material and damage models by comparing a commercial
FE analysis with experimental results from axial compression tests.

2. Materials and Model Calibration
2.1. Materials

In this article, a 3rd-generation trip-aided bainite ferrite (TBF) steel with a specified
ultimate tensile strength (UTS) of 1180 MPa for cold-stamping applications, as well as a
press-hardened steel with a specified UTS of 1000 MPa were investigated. Both industrial
steel grades were provided by ArcelorMittal. The 3rd-generation TBF steel has a fine
carbide-free bainitic matrix with islands of martensite/retained austenite as well as laths
of retained austenite [17]. The chemical composition in weight percent for the TBF steel
grade is presented in Table 1. The PHS steel grade is a boron steel with a mainly martensitic
microstructure after heat treatment. The chemical composition in weight percent for the
PHS steel grade is presented in Table 2.

Table 1. Chemical composition in weight percent for the 3rd-generation TBF steel used in the
experiments. The balance is Fe. (* Max).

C Si Mn P S Al Cu B Ti + Nb Cr + Mo

0.26 * 2.2 * 3.0 * 0.05 * 0.01 * 0.015–2.0* 0.20 * 0.005 * 0.15 * 1.4 *
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Table 2. Chemical composition in weight percent for the press-hardening steel (PHS) grade used in
the experiments. The balance is Fe. (* Max).

C Si Mn P S Al Ti Nb Cu B Cr

0.10 * 0.6 * 1.8 * 0.03 * 0.01 * 0.01–0.1 0.05 * 0.10 * 0.20 * 0.005 * 0.20 *

2.2. Mechanical Material Characterisation

In crash scenarios, typically, large strains and high strain rates are present. It is
therefore crucial that the selected material models take those conditions into consideration,
and a set of appropriate tests must therefore be applied. Testing at various strain rates
from 1 s−1 to 100 s−1 were therefore conducted for various stress states to investigate the
rate dependence on the flow stress and fracture strains. In crash scenarios, the strain rates
can reach well above 1000 s−1, but these strain rates were not achievable with the tensile
testing machine used in this study for the selected geometries. The SMM was used to
get the post-yield flow stress behaviour. Due to the relatively low anisotropy reported
in previous investigations of AHSS grades [16,29–32], this article took advantage of the
isotropic version of the SMM with a von Mises yield criterion to characterise the material
flow behaviour and to calibrate a plane-stress failure locus.

2.2.1. Tensile Testing

In order to document the strain rate dependence of the grades, regular tensile tests
on straight specimens were conducted for the two grades. Tests were conducted for quasi-
static conditions as well as at strain rates of 1, 10, and 100 s−1. The uniform elongation
was measured with a Zimmer 100D (Zimmer OHG, D-6101, Rossdorf/Darmstadt, West
Germany) non-contacting displacement transducer with a gauge length of 50 mm. The
geometries used for the quasi-static testing and the high-speed tests are presented in
Figure 1. The quasi-static tests were performed in a servo-hydraulic Instron (Norwood,
MA, USA) 1272 tensile testing machine with a grip speed of 4 mm/minute and the high-
speed tests were performed in a hydraulic Instron VHS160/100-20 tensile testing machine
with a grip speed of 65 mm/s, 650 mm/s, and 6500 mm/s, respectively.
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Figure 1. The straight tensile geometries used to test the strain rate dependency of the two grades. The
upper geometry was used for the quasi-static experiments and the lower was used for high-speed testing.
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To investigate the material behaviour for different stress states and to calibrate a plane-
stress fracture criterion, a set of dynamic tensile tests with different geometries to capture
the different stress states was performed. High-speed imaging using a Vision Research
Phantom high-speed camera was combined with 2D-DIC to determine the strain fields
on the specimen surfaces. Four geometries were used: a shear specimen (η = 0), a hole
specimen to capture the uniaxial stress state (η = 1/3), a notched specimen with a radius of
15 mm (η ≈ 0.45), and a notched specimen with a radius of 3.75 mm (η ≈ 0.58) to represent
the plane strain state. These triaxiality values should be seen as average values since the
notched specimens especially tend to drift towards plane strain territory close to fracture.
The gauge area of these geometries can be seen (in order from left to right) in Figure 2 with
full geometries presented in previously published papers [24,33]. These tests were only
performed for high strain rates and not quasi-static conditions since higher strain rates
dominate in typical crash situations. The gauge areas were covered with a randomised
speckle pattern for the 2D-DIC evaluation with the settings for the different geometries
presented in Tables A1 and A2 for the TBF 1180 and PHS 1000 grade, respectively. The
qualitative strain field distribution of the different geometries is presented in Figure 3. This
technique is well established and described in detail by others [34].

5	mm

45	mm

7.5	mm

15	mm

7.5	mm

15	mm

R15	mm

7.5	mm

15	mm

R3.75	mm

Figure 2. The gauge area of the different sheet tensile specimen used to capture different triaxialities.
From left to right: shear specimen, hole specimen, notched specimen with a 15 mm radius, and
notched specimen with a 3.75 mm radius.

Figure 3. Qualitative strain field distribution in 2D DIC images of the shear, hole, and the two notched
tensile specimens presented in Figure 2 from left to right.

2.2.2. Model Calibration

Since the selected grades were tested at different strain rates, a rate-dependent flow
stress model was considered. Here, a simplified Johnson–Cook flow stress model [35] was
used, given by

σ = (A + Bεn)
(

1 + C · ln
ε̇

ε̇0

)
(1)

where ε is the equivalent plastic strain and ε̇/ε̇0 is the dimensionless plastic strain rate,
where ε̇0 was set to 1 s−1. The material parameter A is related to the yield stress, while B
and n controls the strain-hardening effect. The parameter C is coupled to the strain rate
dependency of the material. These parameters were obtained using curve fitting on flow
curves from the SMM.
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When it comes to characterising fracture, it is well documented that the stress state,
or stress triaxiality η, defined as the ratio of the mean stress σm and effective stress σeff,
has a large influence on the ductile fracture of a material [36–41]. Additionally, the third
deviatoric invariant of the stress tensor, the Lode angle, also has an influence. For accurate
modelling, especially in complex crash scenarios, this must be considered in the fracture
criterion, and several empirical fracture models exist, see, e.g., [42–44]. In contrast to
physically based models, these are calibrated using an extensive testing of the bulk material
in different settings to verify how it behaves in various loading conditions. The results are
then later combined into a fracture locus in the form of a curve (for shells) or surface (for
solids). This is attractive from an engineering point-of-view since calibration experiments
are relatively simple and can be conducted with ease in a lab. In this study, the phenomeno-
logical modified Mohr–Coulomb (MMC) model with a von Mises yield function proposed
by Bai and Wierzbicki [45] was used as the fracture locus and is presented in Equation (2).

ε̄ f =

{
A
c2

[√
1 + c2

1
3

cos
(

θ̄π

6

)
+ c1

(
η +

1
3

sin
(

θ̄π

6

))]}− 1
n

(2)

The equivalent fracture strain is a function of the stress triaxiality η and the normalised
lode angle parameters θ̄. The parameter A is coupled to the yield stress of the material and
was thus set to the same yield parameter as in the Johnson–Cook Equation (1) model in this
study. Both A and c2 are essentially scaling parameters for the fracture locus, while c1 is
describing the pressure dependency of the fracture strain with c1 = 0 indicating a perfectly
symmetric fracture locus with respect to the Lode parameter [45]. If plane stress is assumed,
there is a relation between this parameter and the stress triaxiality given by Equation (3).

θ̄ = 1 − 2
π

arccos(−27
2

η
(

η2 − 1
3

)
) (3)

The MMC failure criterion was calibrated with a set of tensile tests of different ge-
ometries, presented in Figure 2, to capture different stress states in monotonic loading.
However, since monotonic loading is hard to achieve and the stress triaxiality varies during
loading, an integrated average triaxiality was used according to Equation (4). A similar
approach was used in [22,43,46]. This is a simplification, since it is questionable that the
fracture strain as a function of the average triaxiality is accessible experimentally for the
entire triaxiality range [47,48]. However, other authors using similar fracture calibration
have shown promising results [49] for other load cases.

ηint =
1
ε̄

p
f

∫ ε̄
p
f

0
η(ε̄p)dε̄p (4)

3. Crashworthiness—Test and Evaluation

Crashworthiness is defined as the ability of a structure to protect its occupants in
a crash. Briefly, a modern vehicle today consists of a passenger safety cage with two
deformation zones. The role of the safety cage is to protect the occupants by limiting
intrusion into the compartment, demanding high-strength materials with high ultimate
load before failure. The role of the front and rear deformation zones are instead to absorb
the impact energy and crumple in a predictable manner, making a more ductile material
suitable. The energy absorption capability of a material in these crumple zones is thus
crucial for the crashworthiness of the vehicle. To evaluate the performance of a material for
these applications, dynamic axial compression tests of crash boxes are usually performed.
Thus, to evaluate the crashworthiness of the two selected AHSSs, and to validate the
calibrated materials models, dynamic axial compression tests were performed.
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3.1. Axial Compression Experiments

Different crash box geometries with the same bulk length of 300 mm were used for the
two tested grades with the cross-section dimensions labelled in Figure 4. To the left is the
geometry used for the TBF 1180 steel grade which was cold-formed, and to the right is the
geometry used for the PHS 1000 steel grade which was hot-formed. In order to stabilise
the crash boxes, a spot-welded closing bank was added to the bottom. The welds were
located approximately 15 mm from both edges on the flange and then successively placed
with approximately 30 mm gaps. The crash box’s axial compression setup is presented in
Figure 5. The crash boxes were compressed in a high-speed machine, Instron VHS160/100-
20, at approximately 20 m/s. To enable full-field deformation measurements using 3D-DIC,
two high-speed cameras, Vision Research Phantom v1610 and v2512, were placed in front of
the crash boxes separated with an angle of 23 degrees. This test setup with a servo-hydraulic
machine instead of a drop tower allowed for flexibility in the tuning of compression speed.
Because of the limited load cell capacity, the crash boxes had to be precrushed approximately
15–20 mm by the manufacturer at quasi-static speed (10 mm/min) in order to avoid the
initial load peak. A frame rate of 24,000 frames per second was used resulting in a spatial
resolution of 800 × 640 pixels. That frame rate combined with the spatial resolution was
considered as a good compromise between the temporal and spatial resolution. The crash
boxes were prepared by first sandblasting the top surface and then applying a randomised
speckle pattern (using black and white spray paint) in order to track the plastic deformation,
crack initiations, and the following propagation using 3D-DIC with the settings presented
in Table A3. To avoid aliasing, the speckle size should be at least 3 pixels [50,51]. The
speckle sizes in all conducted experiments were approx. 3 to 4 pixels. The details on how
to obtain the sizes are presented in Appendix A. In addition to the deformation fields, the
force and displacement histories were also tracked in order to evaluate the crashworthiness
of the components and to give input to the FE analyses.

1.4

R10

R10

60

140

60

[mm]

140

60

50

R8

100°
R81.5

5

[mm]

Figure 4. The two crash box geometries used in the axial compression test. To the left is the geometry
used for the TBF 1180 steel grade and to the right is the geometry used for the PHS 1000 steel grade.
The bulk length of both crash boxes was 300 mm before pre-crush.
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Figure 5. The stereo high-speed camera setup in the high-speed hydraulic tensile machine for the
crash box experiments.

3.2. Crashworthiness Evaluation

Energy absorption and deformation predictability of crash boxes under axial compres-
sion are crucial for the safety of the vehicle. Since cracks have a detrimental effect on these
properties, the impact performance can be quantified using a crash index (CI) based on the
extent of cracking of the material after impact [25–27]. The method involves deforming a
component and then measuring the extent of cracking in the bulk material postexperiment
using visual inspection. The more extensive the cracking after deformation, the lower the
CI factor becomes and thus the lower the impact performance. Different CI factors exist,
some based on the average crack length in the component [26] and some using the total
crack length with different weightings for surface and through-thickness cracks [27]. Since
cracks can be hard to measure in dynamic axial compression due to folding, the maximum
through thickness crack length detected in the crash box component was used in this work
together with the CI definition proposed by Larour et al. [25]. This definition is presented
in Figure 6 (left) with the CI rating given in percent and separated into a set of groups
ranging from poor CI (below 25%) with multiple breaks and splitting to a CI of 100% for
components with no cracking after crush. Materials with a very low CI are not suitable for
energy absorption application such as crash boxes under axial compression but can have
other applications such as anti-intrusion components under impact bending.

0 10 20 30 40 50

Crack length [mm]
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20

40

60

80

100

C
ra

sh
in

d
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[%
]

(−−)

(−)
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Crash index vs crack length

Figure 6. (Left): Crash index definition adapted from Larour et al. [25] used to rate the material
deterioration in axial compression. A low crash index indicates more cracks and a lower impact
performance. Materials with a low CI are generally not suitable for energy absorption applications.
(Right): Proposed linear interpolation between the limit values. A CI below 25% is proposed to
deteriorate linearly with the same slope as the previous segment.
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Although the limit values (CI of 100, 75, 50, 25, or 0 percent) might generally be
sufficient for a postexperiment evaluation of crash boxes, the definition is somewhat vague
between the limiting values. When comparing to FE analyses, where detailed information
is easily accessible, or when more accurate measurements are available, it is however
also interesting to track intermediate values of the crack lengths. For this reason, a linear
interpolation between the limiting levels is proposed according to Figure 6 (right). A CI
below 25% is proposed to deteriorate linearly with the same slope as the previous (−)
segment. Thus, a crushed component with any cracks larger than 50 mm is given a CI
of zero.

One limitation of using the CI is that it does not give any information about the
location or cause of the crack initiation. Fractured spot welds can drastically change the
loading condition of the component, which can promote the extensive formation of cracks
which would have otherwise not been formed. This can lead to spurious results that do not
properly describe the part performance, because only cracks in the bulk material should
be considered to assess the material performance [26]. Furthermore, the CI rating is naturally
coupled to the intrusion level of a specific crash box experiment, and thus no information about
the damage evolution is available. To circumvent this, a crash index decreasing rate (CIDR) [28]
can be used to evaluate the crashworthiness. It quantifies the crash resistance of the material by
tracking the evolution of cracks using a linear regression beyond the critical intrusion (material
starting to crack) to the lowest measured crash index (at maximum intrusion) in a series of
impact tests, regardless of the crack initiation cause, which simplifies the evaluation significantly.
However, to obtain the CIDR, several axial compression tests are generally needed at different
crushing depths to determine the crash index evolution, costing both time and material.

Due to the linear nature of the CIDR, it opens up the possibility to reduce the number
of crash box tests by using high-speed imaging to track the intrusion process. By studying
the CIDR results from the extensive crash box testing conducted by Frómeta et al. [28], two
critical measuring points could be determined, namely the critical intrusion (the intrusion
level where the material starts to crack, i.e., when the CI dips below 100) and the CI at
maximum intrusion. Reproduced results (The points were estimated from scatter plots
since no raw data were available, and thus the exact CIDR values could not be reproduced.
The overall trends are however similar enough.) from three of the nine tested steel grades
are presented in Figure 7 (left) together with a plot where a linear interpolation between
the critical intrusion and CI at maximum intrusion for each grade, respectively (right). It is
readily shown that interpolating between these critical points gives a good estimation of
the evaluated CIDR based on a larger set of boxes. One should keep in mind that there are
uncertainties already introduced in the method because of subjectivity concerning detecting
cracks and deciding their lengths. By choosing a critical intrusion of 75%, corresponding to
cracks with lengths of 10 mm, which are relatively easy to detect using high-speed imaging
combined with 3D-DIC, this critical point could be estimated with satisfactory accuracy. By
setting the critical intrusion to 75% for each of the steel grades in Figure 7, the results changed
from 0.45 to 0.33 for the CP steel grade and from 1.78 to 1.56 for the Q&P steel grade. Similar
results were obtained for the rest of the tested grades in the study [28]. To further confirm the
two-point estimation of the CIDR, a comparison with the CIDR determined by a complete set
of CI at different levels of intrusion was performed. To reduce the experimental spread and to
obtain a better estimate, a series of 3 components was tested for each grade.
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Figure 7. CIDR results estimated for three different steel grades from crash box experiments (left)
and the proposed critical point method (right). Using the CI at critical intrusion (intrusion where
the material starts to crack) and the CI at maximum intrusion, the CIDR can be estimated within
engineering accuracy. Data adapted from Frómeta et al. [28]. Copyright (2019), with permission
from Elsevier.

4. Finite Element Modelling

The aim of the numerical simulations was to validate the calibrated material and
damage models by comparing the results from the axial compression experiments with
the corresponding simulated outcome. The crash box experiments were modelled using
FE software LS-DYNA® version R14 from LSTC (Ansys, Inc. Canonsburg, PA, USA).
well known for its suitability for dynamic simulations due to its explicit time integration
scheme. Since the crash box was precrushed by the manufacturer due to reasons explained
earlier, an initial simulation was performed to reverse engineer the observed crush from
the received boxes. The box was locked in position and deformed by a moving rigid plate,
which first compressed the box followed by an unloading step. Due to the quasi-static
conditions during the experimental precrushing, an implicit time integration scheme using
fully integrated shell elements was utilised. An automatic single surface mortar contact
was used, and the spot welds were simulated using tied contacts with a beam offset. The
resulting geometry for the precrushed crash boxes compared with the real component can
be seen in Figure 8.

For the high-speed simulation, a similar setup was used but instead of locking a node
set, a load cell setup was used. The load cell was modelled as an elastic solid merged with a
rigid contact plate, both with steel properties. The contact model used was of an automatic
single surface type with a specified segment-based penalty contact formulation (SOFT = 2
in LS-DYNA®). A tied contact was used to represent the welds to the bottom plate at the
end of the crash boxes. An explicit time integration scheme with fully integrated shell
element formulation was used for the dynamic simulations with a shear scale factor of 5/6.
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Figure 8. The precrushed crash boxes with FEM models. TBF 1180 to the left and PHS 1000 to the right.

4.1. Damage Modelling

A commercially available, generalised, incremental, stress-state-dependent damage
model (GISSMO) [52–55] was chosen to introduce damage prediction capability into the
FE analysis. Other authors have previously used this damage model to simulate wedge-
bend, notched tensile, and axial crash tests of a 3rd-generation TRIP steel with promising
results [56,57], and to predict fracture in the forming process of an alloy 718 at room
temperature [58]. This model has also recently been used to predict the fracture behaviour of
different microstructures in a PHS steel grade [59] by calculating the damage accumulation
in each constituent. This model is well described in previously published papers [52–55,57]
and consists of the following:

• A failure strain curve (for shells) defining the equivalent plastic strain to failure as a
function of stress state (triaxiality). In this paper the plane stress isotropic von Mises
MMC criterion defined in Equation (2) was used.

• The model consists of a incremental formulation of damage accumulation with a
nonlinear damage evolution parameter ∆D of the Johnson–Cook type that evolves
with the effective plastic strain at the initiation of the plastic deformation according to:

∆D =
DMGEXP

ε f (η∗)
D(1− 1

DMGEXP )∆εp (5)

This simple expression for damage accumulation takes the nonproportional loading into
consideration. Here, the parameter DMGEXP needs to be calibrated using inverse mod-
elling.

• A nonlinear material instability evolution parameter ∆F that evolves at the initiation
of the plastic deformation in a similar manner as ∆D:

∆F =
DMGEXP

εi(η∗)
F(1− 1

DMGEXP )∆εi (6)

The points of material instability is described with an instability curve, which is the
critical plastic strain as a function of triaxiality. When F reaches unity, the damage
parameter D is stored as the critical damage Dcrit, and damage is then coupled to the
stress tensor according to:

σ = σ̃
[
1 −

(D − Dcrit
1 − Dcrit

)FADEXP]
(7)

This reduces the strength of the material until the stress in the integration point is zero
at D = 1. When the chosen number of integration points have failed, the damaged
element is deleted. The fade out parameter FADEXP influences the softening response
of the stress coupling.
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The instability curve is, in general, triaxiality-dependent, sometimes calibrated using
the equivalent plastic strain at diffuse necking in a Considére/Swift manner [60,61]. Some
authors present this curve together with the failure locus [56,57] without further elaboration
on how it was determined, while others use polynomial fitting to experimental data to
obtain the curve, but leaving out the fitting parameters [33,58]. Since using an instability
curve affects the failure prediction in simulations, a further rationale should be introduced
to make it easier to adapt and compare them for different materials. One way is to use
an instability model to predict material instability [61–65] or a forming limit diagram
transformed into the space of effective plastic strain and triaxiality. In this article, a more
pragmatic model was used, which was calibrated using tensile testing. Shear fractures are
generally not preceded by diffuse necking, and thus, the curve should move asymptotically
towards infinity for triaxialities equal to zero, similar to a multiplicative inverse expression
with respect to triaxiality. The case with an instability close to the equi-biaxial triaxiality for
sheet materials is a little trickier. However, it has been shown that the critical strain increases
relative to the plane strain stress state at the equi-biaxial stress state [61,62], and thus, it
is reasonable to assume that the curve increases after the plane strain triaxiality. Thus,
adding an exponential term to the expression for the instability curve can be motivated.
The following expression for the triaxiality-dependent instability curve was proposed:

εi(η) =
ai

biη
+ ciediη (8)

Equation (8) can then be calibrated by curve fitting using sheet tensile test geometries
undergoing some diffuse necking, such as regular uniaxial tensile specimens or notched
specimens, either together with the fracture strain predicted from the fitted failure locus or
by the failure strain from equi-biaxial experiments. In this work, no equi-biaxial calibration
(triaxiality of 0.66) testing was done, so it was assumed that the instability curve coincided
with the failure curve at that stress state. The shape of the curve was similar to published
curves [56,57] and was also easy to calibrate and easy to compare between materials, but
it is important to note that this was a purely mathematical construct used to extrapolate
the instability curve beyond the typical tensile tests for recreation purposes and was by no
means intrinsic. Other authors have investigated material instability in more detail [61–65].

As mentioned, two parameters needed to be tuned: the damage exponent DMGEXP
for nonlinear damage accumulation and the fade-out exponent FADEXP controlling the
postnecking softening. This was performed using an inverse modelling of the straight
tensile specimen at the maximum strain rate of 100 s−1, since the crash boxes were tested at
high speeds. The used damage model was limited to a constant damage exponent for all
triaxialities, which is a simplification since it can differ for different stress states for some
materials [66].

4.2. Discretisation and Meshing

One problem in modelling fracture, regardless of element formulation, is the possible
mesh dependence of the postinstability solutions [67]. The calibrated length scale for the
calibration tensile tests using DIC was approximated to 0.1 mm, a mesh size too small to get
reasonable computation times for the larger crash boxes. The damage model was therefore
scaled to the larger mesh size of 1 mm. The straight tensile test (η = 0.33) was used as the
foundation for regularisation to scale the fracture strain. However, it is important to note
this scaling factor is not necessarily constant for all triaxialities. Earlier inverse modelling
work on simulation of 3rd-generations AHSS has shown that the shear stress state was well
captured using no regularisation [56]. This is plausible since the shear fractures are rarely
preceded by necking as mentioned above. The equi-biaxial stress state is more complicated,
where some authors present good results when simulating equi-biaxial punch loading with
full regularisation (same scaling factor as for uniaxial tension) [56], while results by other
authors suggest a low mesh sensitivity for this stress state, at least for cases where the sheet
structure is larger than the sheet thickness [68,69]. In this work, no mesh regularisation



Metals 2023, 13, 1834 13 of 32

(no fracture strain scaling) was chosen for either the shear or equi-biaxial stress state. The
scaling factor between these three triaxialities are interpolated linearly.

4.3. Validation

The validation of damage models is often conducted by comparing the final state
of the simulation with the postexperimental results of the tested components. Here, the
validation step was expanded by taking the evolution of the damage into account. The
crash index evolution technique used for the experiments in Figure 6 was therefore also
used to investigate the selected damage evolution model in the FE analysis. By measuring
the coherent array of deleted elements as a “crack”, the evolution of the damage can be
tracked with the crushing depth during simulation. The authors are aware of the fact that
the deleted elements from a ductile damage model are not real cracks, but it does allow the
study of the evolution of the damage for a more extensive comparison with experiments.
This is in contrast to just comparing the resulting damage after the maximum crushing
distance after the experiment. The 3D-DIC method also allows for a direct comparison of
strain fields between the FEM and the experiment.

5. Results and Discussion
5.1. Tensile Tests

Tensile testing results for quasi-static and high-loading-rate conditions are presented
in Figure 9 for the TBF 1180 steel grade (left) and the PHS 1000 steel grade (right). The
elongation, A50 mm, was larger for the TBF 1180 steel grade than for the PHS 1000 grade,
and that elongation increased with the increased strain rate for the TBF 1180 steel grade
while no clear trend for the PHS 1000 steel grade was found. A similar behaviour with
an increasing elongation with the strain rate for the TBF 1180 grade was found in other
works [18] and was suggested to be related to the austenite stability relative to the strain.
The ultimate tensile strength (UTS) and 0.2% offset yield (YS) at the different strain rates
are summarised in Tables 3 and 4. The results show a slight trend towards higher UTSs
and offset yields with the increasing strain rate with the exception of the quasi-static yield
strength for the TBF 1180 steel grade and the UTS for the PHS 1000 steel grade. Overall, the
strain rate effect on plasticity was not significant for either steel grade tested.
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Figure 9. Engineering stress versus elongation curves for the TBF 1180 grade (left) and PHS 1000
grade (right) for the strain rates of 0.001 s−1, 1 s−1, 10 s−1, and 100 s−1.
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Table 3. Tensile testing results (mean values from 3 experiments together with minimum and
maximum experimental values in parenthesis) for different strain rates for the TBF 1180 steel grade.
YS is the offset yield point and UTS is the ultimate tensile strength. The elongation to fracture was
measured in L50 specimens (A50).

TBF 1180 (1.4 mm Thickness)

ε̇ (s−1) YS (Min/Max) (MPa) UTS (Min/Max) (MPa) Elongation (Min/Max) (%)

0.001 983 (979/985) 1232 (1230/1234) 11.8 (11.3/12.7)
1 951 (893/987) 1240 (1239/1241) 13.5 (13.2/13.8)

10 1008 (987/1028) 1258 (1252/1262) 15.3 (15.1/15.7)
100 1035 (966/1076) 1291 (1287/1294) 16.5 (15.9/16.9)

Table 4. Tensile testing results (mean values from 3 experiments together with minimum and
maximum experimental values in parenthesis) for different strain rates for the PHS 1000 steel grade.
YS is the offset yield point and UTS is the ultimate tensile strength. The elongation to fracture was
measured in L50 specimens (A50).

PHS 1000 (1.55 mm Thickness)

ε̇ (s−1) YS (Min/Max) (MPa) UTS (Min/Max) (MPa) Elongation (Min/Max) (%)

0.001 926 (907/942) 1087 (1080/1095) 7.0 (6.9/7.3)
1 931 (916/948) 1043 (1034/1059) 5.9 (5.0/6.7)

10 955 (951/960) 1075 (1061/1082) 6.2 (5.1/7.0)
100 1005 (987/1035) 1104 (1094/1118) 7.5 (6.0/8.3)

5.2. Constitutive Modelling

The flow stress curves obtained from applying the isotropic version of SMM on the
notched R3.75 geometry are presented in Figure 2. The results for the two grades are
presented in Figure 10 together with curves based on the simplified Johnson–Cook model
with calibrated parameters. The TBF 1180 grade shows a larger strain hardening compared
to the PHS 1000 steel grade.

5.3. Fracture Criterion and Damage Model

The calibrated instability curves according to Equation (8) are presented in Figure 11.
The results show a low value of effective plastic strains for the PHS 1000 grade with slightly
larger values for the uniaxial tensile stress state than for the notched specimens (biaxial
stress states). A similar trend is seen for the TBF 1180 grade but with larger values across
the board for the effective plastic strains at diffuse necking. The damage is thus coupled to
the stress tensor earlier for the PHS 1000 grade than for the TBF 1180 grade in the damage
model. Furthermore, no clear strain rate dependency can be seen for the investigated strain
rates for either of the grades regarding instability.

The calibrated MMC failure curves are presented in Figure 12 with the plot interval
beginning at the cutoff value of the triaxiality value −0.33 in accordance with previously
published work by other authors [41]. The scatter points represent the integrated average
triaxiality from Equation (4) for the different tensile geometries used for the curve-fitting
procedure. The local ductilities for the shear stress and the uniaxial tensile stress state are
significantly higher for the PHS 1000 grade compared to the TBF 1180 grade.

Comparing the failure curves in Figure 12 with the results from the uniaxial tensile
tests in Figure 9 show that although the global ductility (total elongation) is significantly
lower for the PHS 1000 steel grade compared to the TBF 1180 steel grade, the local ductility
acquired from full-field measurements is a lot higher for the PHS 1000 grade. Hence, the
global ductility measured using regular tensile tests is not synonymous with a good local
ductility, something which has been previously stated by other authors as well [16,17,70].
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Figure 10. The calculated flow curves from the stepwise modelling for three different strain rates as
well as the fitted Johnson—Cook flow curves together with the parameters used for the simulations.
To the left is the TBF 1180 steel grade and to the right is the PHS 1000 steel grade.
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values for local plastic strains at maximum load. To the left is the TBF 1180 steel grade and to the
right is the PHS 1000 steel grade.
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presented in Equation (2) using average triaxiality values. To the left is the TBF 1180 steel grade and
to the right is the PHS 1000 steel grade. ∗: value taken from Figure 10.

5.4. Axial Compression Experiments

Results in terms of load vs. crush curves for the high-speed axial compression experi-
ments for the TBF 1180 crash boxes are presented in Figure 13. The curves were filtered with
a CFC1000 (ISO-6487) filter [71] to reduce noise. The precrushed boxes effectively lowered
the initial load peak which could otherwise be significantly higher. Summarising the results
in Table 5, it is obvious that the spread is large between the experiments for all the measured
quantities. The energy absorbed is the cumulative integration of the load response. The
results for the PHS 1000 crash boxes are presented in Figure 14 and summarised in Table 6.
In contrast to the TBF 1180 grade, results are similar for all experiments with a low spread
for all the measured quantities. The intrusion and the intrusion speed were lower for this
crash box setup, while the average force was higher. It should be highlighted that a direct
comparison of the performance for the two grades should not be conducted due to the
different crash box geometries.

Table 5. Results from the TBF 1180 crash box experiments presented in Figure 13.

TBF 1180

Absorbed
Energy (kJ)

Maximum Force
(kN)

Average Force
(kN) Crush (mm) Maximum Crush

Speed (ms−1)
Average Crush
Speed (ms−1)

# 1 15.5 163 101 154 20.2 16.1

# 2 14.0 188 80 165 23.1 14.1

# 3 11.1 153 89 131 22.3 13.2

Mean 13.5 168 90 150 21.0 14.5
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Figure 13. The load response (top left), crush-speed evolution (top right), and energy absorption
(bottom) for the predeformed TBF 1180 crash boxes as a function of crushing distance. The results
were filtered using a CFC1000 filter (ISO-6487).

Table 6. Results from the PHS 1000 crash box experiments presented in Figure 14.

PHS 1000

Absorbed
Energy (kJ)

Maximum Force
(kN)

Average Force
(kN) Crush (mm) Maximum Crush

Speed (ms−1)
Average Crush
Speed (ms−1)

# 1 11.3 182 93 121 19.3 12.1

# 2 11.5 176 96 117 21.0 12.2

# 3 11.1 184 108 110 19.7 13.4

Mean 11.3 181 99 116 20.0 12.6
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Figure 14. The load response (top left), crush-speed evolution (top right), and energy absorption
(bottom) for the predeformed PHS 1000 crash boxes as a function of crushing distance. The results
were filtered using a CFC1000 filter (ISO-6487).

5.5. Crashworthiness Evaluation

The main benefit of using high-speed imaging in crash box evaluation is the ability to
track the evolution of damage during the entire deformation process. This makes it possible
to identify where cracks initiate and how they propagate during the crushing of the crash
box. An example of the methodology can be seen in Figure 15 where the crushing distance
as a function of time is presented for a couple of the TBF 1180 crash boxes along with
images showing some of the crack initiation sites in the bulk materials as well as spot-weld
fractures. The images in Figure 16 show the locations of typical cracks in the TBF 1180 crash
boxes after maximum crushing distance. Depending on the initiation cause, the damage
could vary significantly, which can explain the large spread in the results for the energy
absorption, loads, and crushing distances. Cracks in the bulk materials generally appeared
in the folds, while tearing behaviour could be seen in the flange areas from failures around
spot welds. Figure 17 shows the locations of typical cracks in the PHS 1000 crash boxes after
maximum crushing distance. Compared to the TBF 1180 results, cracking was significantly
lower for these crash boxes. Spot weld unbuttoning was present but had a lesser impact
on the results, and the folding behaviour was generally better. This explains the narrow
spread between the experiments for the PHS 1000 crash box setup. Cracks were generally
located underneath the folds for the PHS 1000 crash boxes.
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Figure 15. Crushing distance over time for two TBF 1180 crash boxes under axial compression. A
distinction can be made between bulk material cracking and spot-weld fractures during the deformation
process.

In order to quantify the crash performance of the crash boxes, the CIDR was revisited
using the 3D-DIC setup to detect when cracks appeared during the crush. Two measures to
estimate the CIDR were compared. The first measure was based on the two critical points
(critical intrusion point and maximum intrusion point), and the second was based on a complete
set of intrusion levels. The CIDR for each grade are presented in Figure 18, using three boxes for
TBF 1180 and four boxes for PHS 1000 (due to the lack of visible cracks, an extra crash box was
used for CIDR evaluation). In the left figure for TBF 1180, the solid line represents the measure
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based on a complete set, whereas the dashed line represent the critical-point method. However,
for PHS 1000, no complete set could be obtained, and therefore, only the latter measure is
presented. The two estimates of CIDR gave the same CIDR, 0.43, for TFB 1180 crash boxes. The
CIDR for the PHS 1000 crash boxes became 0.23 due to less cracking.

Figure 16. Some examples of locations of cracks for the TBF 1180 crash box after axial compression.

Figure 17. Cont.
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Figure 17. Some examples of locations of cracks for the PHS 1000 crash box after axial compression.
Cracking was generally located underneath the folds. Red arrows show cracks in the bulk material
while orange arrows show unbuttoned spot welds.
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Figure 18. CIDR for the TBF 1180 crash box and PHS 1000 crash box estimated from high-speed imaging
and postexperiment evaluation. The solid line represents the CIDR determined from the complete set of
cracks detected, while the dashed line show CIDR estimated by the proposed critical point method.

5.6. Finite Element Analysis
5.6.1. TBF 1180 Simulation Results

To investigate the global crashworthiness behaviour of the TBF 1180, crash box simula-
tions were performed. The load response and energy absorption are presented in Figure 19.
The peak loads at folding were not accurately captured, but the average level is in relatively
good agreement. The total energy absorption is similar to experiments, only underestimat-
ing it by approximately 1 kJ. It is worth mentioning that the later stages of the simulations
of axial compression might be strongly influenced by the contact formulation used, and
thus the results might depend on more than the material and damage model.

The damage prediction at maximum crush distance and the damage evolution pre-
diction for the FEM model compared to the experimentally determined CIDR is presented
in Figure 20. In the left image, the positions of the predicted cracks are highlighted on
the origin geometry. The ductile damage model predicted the critical intrusion and the
maximal crush damage reasonably well, but the damage evolution was not accurately
captured. Damage grows quickly after critical intrusion to maximum damage in a power-
law manner in contrast to the more linear behaviour seen in this study and previously
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published results [28]. Thus, a power-law fit is presented in Figure 20 for the simulated
results instead of a linear fit. The predicted damage for the FEM model after crush is
depicted at the bottom figure (compare with Figure 16).
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Figure 19. The simulated load response together with the experimental results (left) and energy
absorption (right) for the predeformed TBF 1180 crash boxes as a function of crushing distance.
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Figure 20. CIDR evaluation for the TBF 1180 crash box simulation compared with experiments. The
left image shows the deleted elements after the maximum crush distance (origin geometry) in the
FEM model, and the right image shows the simulated damage evolution (power law) compared to
the experimentally determined CIDR (linear). The bottom image shows the FEM model after crush
with the damaged areas.
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For a more direct comparison between simulation and experiments, raw images, 3D-
DIC results, and FEM results are presented in Figure 21 for three crushing depths. The
legend shows the von Mises effective strain and is capped at 0.25 to make the comparison
easier. The FE analysis results are similar to the 3D-DIC results at these lower crushing
distances. At larger crushing distances, the DIC algorithm had a correlation problem
due to the loss of facets necessary to capture the strains. However, despite missing in-
formation regarding the strain at certain regions, the remaining data together with the
FE simulations are still valuable for a postanalysis of the experiment. Qualitatively, the
strain measurements from the FE results matched well with the experimentally measured
values, and 3D-DIC offered interesting validation possibilities to identify high-risk areas in
a component.

Figure 21. Cont.
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Figure 21. A comparison between raw images, 3D digital image correlation, and FE simulation results
for three different crush depths for the TBF 1180 crash box. The legend shows the effective strain.

5.6.2. PHS 1000

The load response and energy absorption of the simulation results for the PHS 1000
crash box is presented in Figure 22. The folding behaviour was captured nicely, both the
initial peak and the subsequent peaks, except for the third peak at a crush of approximately
70 mm. Hence, the energy absorption followed the experiments accurately as well, at least
to the third peak. Due to the underestimation of this peak, the total energy absorption
was underestimated by 1.7 kJ for the FE analysis. The crash index evolution for the PHS
1000 crash box simulations is presented in Figure 23 along with the predicted damage for
the FEM model after crush (compare with Figure 17). Although the critical intrusion was
captured reasonably well, the maximum damage was slightly overestimated compared to
experiments. In contrast to the TBF 1180 results, a linear fit matched the results well, but
the crash index deteriorated faster than estimated from the experiments (0.80 compared to
0.23). Due to the low number of experimental evaluation points for the PHS 1000, this result
should be seen as a rough estimate and no strong conclusions can generally be made. The
trend was, however, similar to the TBF 1180 results where the damage evolution measured
in terms of deterioration of CI was overestimated for the FEM model used. The overall
lower predicted damage at maximum intrusion is not surprising due to the larger local
ductility measured for PHS 1000 compared to TBF 1180 Figure 12. Furthermore, Figure 24
shows the 3D-DIC results for a PHS 1000 crash box for three different crushing depths.
As for the TBF 1180 crash box, a simulation without the mapped strain from the precrush
simulations was used for comparison with the DIC. The effective von Mises strain from the
simulation agreed quite well with the FE results.
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Figure 22. The simulated load response together with the experimental results (left) and energy
absorption (right) for the predeformed PHS 1000 crash boxes as a function of crushing distance.
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Figure 23. CIDR evaluation for the PHS 1000 crash box simulation compared with the experiments.
The left image shows the deleted elements after the maximum crush distance (origin geometry) in
the FEM model, and the right image shows the simulated damage evolution (power law) compared
to the experimentally determined CIDR (linear). The bottom image shows the FEM model after crush
with the damaged areas.
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Figure 24. A comparison between raw images, 3D digital image correlation, and FE simulation results for
three different crushing distances for the PHS 1000 crash box. The legend shows the effective strain.
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6. General Discussion

There are some challenges when using a crash index to rate materials in terms of
crashworthiness. The geometry of the boxes and settings during testing must be the same
when comparing different materials. Furthermore, measuring cracks is not straightforward.
The postmeasurement of cracks can generally be performed with a high accuracy if the
cracks are not inconspicuous. Causes of crack initiations are, however, not captured using
postmeasurements. High-speed imaging is a powerful tool here, but precise measurements
of lengths are more difficult to make, and sometimes estimates have to be made.

The cause of the discrepancies between experiments and simulation in the energy
absorption is hard to identify. It was clear from experiments, however, that spot-weld
fractures were common. A simplified contact-based spot-weld formulation was used,
which might not necessarily describe the reality that well. Fractured spot welds change
the load state significantly, and to mimic the entire deformation process is very difficult.
Recently published studies of hybrid double-hat profiles also showed some discrepancy
between simulation and experiments beyond displacements of 60 mm, in this case due to
more a complex and unstable behaviour caused by a failure of adhesive bonding [72].

For both tested steel grades, it is clear that the selected ductile damage model, GISSMO
with the failure criterion MMC, overestimated the damage evolution, causing a higher
CIDR compared to the rates estimated experimentally. Because of the challenges of predict-
ing crack initiations and the subsequent growth, the intrinsic material property, fracture
toughness, may be used to evaluate crashworthiness. Frómeta et al. [28] have shown good
correlation between fracture toughness and crash resistance for AHSS:s. The fracture
toughness for sheet metals were effectively evaluated using the essential work of frac-
ture (EWF) [73,74]. This technique focuses only on the bulk material and thus eliminates
the box geometry dependency and the difficulties with spot welds, which might become
highly probable crack initiation sites. The same author also identified the EWF as the most
suitable parameter for crack-related problems such as crash behaviour [75]. However, the
final testing of component designs is still necessary, and here, the CIDR evaluation is useful.

7. Conclusions

This study investigated the crashworthiness of a third-generation TRIP-aided bainitic
steel grade and a boron steel grade using both experimental methods and FE analysis. All
steps from material characterisation, implementing the material and damage model into
a commercial FE code, as well as validating the results using dynamic axial compression
experiments and high-speed 3D-DIC were performed. After analysing the results, the
following conclusions were made:

• The strain-rate dependency of the studied steel grades was low for the strain rates
investigated, both regarding flow stress behaviour as well as final fracture strains at
various triaxialities.

• High-speed imaging and 3D-DIC can effectively be used to evaluate the crashworthi-
ness of components by allowing a detailed tracking of crack initiation, crack propaga-
tion, and the evolution of damage. The evaluated strain measurement is useful for the
validation of simulation models.

• The proposed methodology based on high-speed imaging gives a good first approxi-
mation of the CIDR when only considering the CI at two points (critical intrusion and
maximum intrusion). High-speed imaging reduces the number of crash box needed
and enables the evaluation of the CI at the intermediate crush intrusions, and the
complete set of CI:s improves the accuracy and reliability of the CIDR. The proposed
methodology results in the CIDR agreeing well with previously published data by
other authors.

• The crash index rating is subjective and geometry-dependent, making results difficult
to compare beyond the specific setup. However, it is still an important property when
validating final designs.
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Appendix A

Table A1. Two-dimensional DIC settings used for the TBF 1180 characterisation experiments for the
input data to the SMM algorithm.

Hardware Parameters

Shear (η ≈ 0) Hole (η ≈ 0.33) R15 (η ≈ 0.45) R3.75 (η ≈ 0.58)

Camera Vision Research Phantom v1610/v2512, 1 Megapixel sensor

Lens Tokina AT-X Pro D Macro 100 mm

Image scale (mm· px−1) 0.014 0.024 0.012 0.012

Image resolution (px· px) 640 × 480

Image acquisition rate,
1/10/100 s−1 (Hz) 200/2000/20,000 200/2000/20,000 200/2000/20,000 (200–1000)/(1000–

2000)/20,000

Patterning technique Spray paint

Analysis parameters

Software GOM ARAMIS 6.x

Subset size (px (mm)) 16 (0.22) 16 (0.38) 16 (0.19) 16 (0.19)

Step size (px (mm)) 8 (0.11) 4 (0.19) 8 (0.10) 8 (0.10)

Subset shape Rectangular

Overlap (%) 50 × 50 75 × 75 50 × 50 50 × 50

Table A2. Two-dimensional DIC settings used for the PHS 1000 characterisation experiments for the
input data to the SMM algorithm.

Hardware Parameters

Shear (η ≈ 0) Hole (η ≈ 0.33) R15 (η ≈ 0.45) R3.75 (η ≈ 0.58)

Camera Vision Research Phantom, 1 Megapixel sensor

Lens Tokina AT-X Pro D Macro 100 mm

Image resolution (px· px) 640 × 480

Image scale (mm· px−1) 0.014 0.024 0.012 0.012
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Table A2. Cont.

Hardware Parameters

Image acquisition rate,
1/10/100 s−1 (Hz) 400/4000/41,667 400/4000/41,667 400/4000/20,000 400/4000/20,000

Patterning technique Spray paint

Analysis parameters

Software GOM ARAMIS 6.x

Subset size (px (mm)) 16 (0.23) 16 (0.38) 16 (0.20) 16 (0.20)

Step size (px (mm)) 8 (0.12) 4 (0.10) 8 (0.10) 8 (0.10)

Subset shape Rectangular

Overlap (%) 50 × 50 75 × 75 50 × 50 50 × 50

Table A3. Three-dimensional DIC settings used for the validation experiments for the crash boxes.

Hardware Parameters

Cameras Vision Research Phantom v1610/v2512 1 Megapixel
sensor

Lenses Sigma DG Macro f/2.8 50 mm

Angle (degrees) 22.8

Image resolution (px· px) 800 × 600

Image acquisition rate (Hz) 24,000

Patterning technique Spray paint

Calibration results

Calibration deviation (px) 0.033

Measuring volume (w/h/d) (mm) 240.1/255.5/255.5

Analysis parameters

Software GOM ARAMIS 6.x

Subset size (px (mm)) 15

Step size (px (mm)) 5

Subset shape Rectangular

Overlap (%) 50

By performing an autocorrelation of a typical speckle pattern, the average speckle
diameter can be estimated to the half of the diameter [76]. An example of a peak from a
pattern belonging to one of the tensile specimens is shown in Figure A1a. The correspond-
ing contour plot is depicted in the middle (b) showing a peak with a radius of approx.
2 × 4 pixels. A similar contour plot from one of the crash boxes with a radius of approx.
2 × 3.5 pixels is shown to right (c). Hence, the speckle size in all conducted experiments
were between three and four pixels.
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(b) Contour plot—tensile specimen
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(c) Contour plot—crash box

Figure A1. Typical correlation peak obtained from the speckle patterns of one of the tensile specimens
(a). Contour plot of a typical peak for a tensile specimen (b). Contour plot of a typical peak for a
crash box (c).
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