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Abstract: In this work, the effect of the sample temperature on the magnesium (Mg) and titanium
(Ti) plasmas generated by a Q-switched Neodymium-doped Yttrium Aluminum Garnet (Nd:YAG)
laser operating at its fundamental wavelength of 1064 nm has been investigated. We observed that
increasing the sample temperature significantly enhanced the emission intensities of the plasmas.
Comparing the emission peak intensities of the case of 100 ◦C to the case of 300 ◦C, we recorded
a substantial enhancement of the peak intensities of the latter compared to the former. From these
results it can be observed that increasing the sample temperature has a significant effect on the
emission intensities of the plasmas. We also studied the plasma dynamics and found that increasing
the sample temperature also decreases the air density around the Mg sample surface. The reduction
in the air density resulted in a decrease in the radiation process and lowers collision probability.
Furthermore, as the plasma expands, the plasma pressure also decreases. In addition, we also
employed circular and square cavities to confine the titanium plasma, and investigated the effect of the
sizes of the circular and square cavities on the titanium plasma. We observed a general improvement
in the emission intensities with both the circular and square cavities and attributed this improvement
to the plasma compression effect of the shock waves produced by the plasma within the cavities.

Keywords: LIBS; electron temperature; electron density; Ti-alloy; Mg-alloy; cavity confinement

1. Introduction

Laser induced breakdown spectroscopy (LIBS) has been utilized in various fields such as
forensics [1–3], pharmaceuticals [4], military and security [5,6], environmental analysis [7–9],
archeological analyses [10–12] and material processes to analyze the target samples both qualitatively
and quantitatively [13–16]. In recent decades, the field of laser induced breakdown spectroscopy has
gained great attention from scientists from the fields of material sciences, plasma physics and analytical
chemistry [17–19] all over the world due to its numerous applications in analyzing the elemental
compositions of samples from solids [20], liquids [21] and gasses [22–25]. LIBS offers numerous
advantages when compared to other similar techniques such as mass spectroscopy, the electrode spark
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and the inductively coupled plasma [26]. The distinctive feature of this analytical technique is that
it is a non-destructive technique, because it uses an infinitesimal amount of the target material for
the analysis [27]. It also requires no sample preparation, has remote sensing capability [28] and it is
a viable technique for in-situ measurements [21,29–31]. This technique uses a highly energetic laser
pulse focused on the surface of the target material to generate a plasma plume on the surface of the
target material. The emitted radiation is collected by the fiber bundle through the spectrometer to
analyze the elemental compositions of the samples. For LIBS analysis, the produced plasma should be
optically thin and the condition of local thermodynamic equilibrium (LTE) should be established [27].

The analytical performance of the plasma largely depends on numerous laser parameters such
as: the wavelength, pulse duration, pulse repetition rate and laser fluence [32]. In LIBS the nature of
the ambient environment can also influence the plasma expansion and the plasma properties such as
electron temperature and electron density [33–37].

Several papers have been published, which document the research that has already been
conducted on the laser-induced breakdown spectroscopy with cavity confinement and increasing
sample temperatures.

Guo et al. [38] investigated the effect of the sample temperature of a laser-induced brass plasma.
They compared the spectral intensity recorded under 25 and 200 ◦C sample temperature. They found
that the spectral intensity of the case of 200 ◦C was higher than that of 25 ◦C. They also reported the
time-resolved plasma temperatures at different sample temperatures of 25, 100 and 200 ◦C with laser
energies of 15.5 and 24.8 mJ. Their results shows that the excitation temperature for the case of higher
sample temperature is higher than that with lower sample temperature. They further studied the
electron densities, and they observed a decrease in the electron density with increasing delay time.
They also recorded a rapid increase in the plasma plume with increasing delay time. They observed
that as the size of the plasma increases, the electron density significantly drops. They concluded that
the rapid decay in the electron density under higher sample temperature is faster than the case of
lower sample temperature.

Ren et al. [39] studied the characteristics of laser-induced plasma spectroscopy using cavity
confinement and Au-nanoparticles. Their results show that the greatest spectral line enhancement
was recorded with cavity confinement of 5 mm diameter. By combining the NELIBS with the cavity
confinement, the spectral intensity of the plasma was significantly enhanced with a factor of 20.24 for
the CuI 515.4 nm spectral line. They also recorded the maximum signal-to-noise ratio (SNR) of 337.1
with a pulse energy of 60 mJ under a combination of NELIBS and the cavity confinement.

In this paper, we investigated the influence of sample temperature on the spectra intensities of Mg
and Ti laser-induced plasmas produced by a Q-switched Nd:YAG laser with a fundamental wavelength
of 1064 nm at atmospheric pressure. We also studied the effect of the sizes of the cavity confinements
on spectral intensity of the Ti plasma under several delay times and different laser fluences.

2. Experimental Setup and Procedure

The experimental setup of the laser-induced breakdown spectroscopy used for the study of the
cavity confinement is shown in Figure 1a. We employed a Q-switched Nd:YAG laser system operating
at its fundamental wavelength of 1064 nm to produce the plasma. The repetition rate of the laser was
10 Hz, and a pulse duration was 10 ns. The laser was focused to a spot size of approximately 0.42 mm
in diameter on the target sample by a plano-convex lens with a focal length of 15 cm. A pyrometric
detector (Ophir Optronics Solutions Ltd., energy sensor, L50 (300) A-LP2-65, P/N 7Z02782, Jerusalem,
Israel) was used to measure the three different laser fluences used in this experiment (12.9, 18.1
and 23.3 J cm−2). The samples used in this investigation were titanium and magnesium alloys with
percentage purity of 99.98% and 99.99%, respectively. We used two different cavities with three different
diameters and three different sides, circular and square cavities, respectively. The depth of all the
cavities were 7 mm. The target samples were mounted on a 3D translation stage, and the cavities were
tightly fixed on the surface of the target samples. The plasma was generated in the exact center of
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the cavity. The light emitted by the plasma was captured by the light collector through an optical
fiber (50 µm core diameter) which was connected to echelle spectrometer (Andor Tech., Mechelle 5000.
Wavelength range of 200–975 nm, wavelength accuracy of ±0.05 nm, focal length of 195 mm and high
resolution power up to 6000 and with spectral resolution of λ/∆λ =5000) with an inbuilt intensified
charge-coupled device (ICCD) camera (1024 × 1024 pixels iStar DH-334T from Andor Technology).
The delay generator (Stanford Research System, model DG645, Carlsbad, CA, USA) was synchronized
with the ICCD to delay the time between the laser pulses, the photodiode was used to trigger the ICCD,
and the signals were monitored by the digital oscilloscope (YOKOGAWA, digital oscilloscope DL9140,
Tokyo, Japan). The spectra data was an average of 15 laser shots. The experiment was conducted in air
at atmospheric pressure.
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Figure 1. (a) The schematic diagram of the cavity confinement of the laser-induced plasma, (b) the
image of the circular cavity confinement, (c) the diagram shows the circular cavities with three different
sizes (5, 6 and 7 mm) and square cavities of three different lengths of sides (5, 6, 7 mm) used for
the confinement.

We used the schematic diagram in Figure 2 to study the spectral emission intensity of laser-induced
Mg and Ti plasmas at different sample temperatures. We employed the same laser system with the
same laser parameters from Figure 1a. The target samples were fixed to the surface of the heating
element. The heating element consisted of two main components: a thermocouple to monitor the
temperature of the sample in order to keep a consistent sample temperature throughout the experiment
and a heating resistor to heat the sample when the temperature of the sample dropped below the
desired temperature. We also utilized the same focusing lens, optical fiber and echelle spectrometer
used in Figure 1a. The optical signals of the plasma were collected via the optical fiber coupled to
the echelle spectrometer and the spectrum obtained was analyzed using the manufacturers’ software
(Andor Solis (i) software, Andor Technology, Oxford Instruments Company, Munich, Germany).
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3. Results and Discussion

3.1. Effect of Target Temperature

3.1.1. Emission Intensity

We recorded the emission spectra of the Mg and Ti lines at a laser fluence of 12.9 J cm−2 and
delay time of 12 µs in air at atmospheric pressure with and without sample heating. We compared
the MgI-518.3 nm spectral line for the case of sample temperature of 100 ◦C to the one without the
sample heating and their emission intensities were recorded as 8934 and 6140, respectively, with
an enhancement factor of 1.46. From this we observed that the emission spectra of the Mg lines were
more enhanced with a sample temperature of 100 ◦C than the spectra without sample heating as shown
in Figure 3a. In addition, the Ti spectra with a sample temperature of 100 ◦C and that without sample
heating are presented in Figure 3b. By comparing the Ti II-376.0 nm spectral line of the case of 100 ◦C
sample heating to the one without sample heating. The emission intensities of the Ti II-376.0 nm
spectral line were recorded as 4535 and 3079 for the 100 ◦C sample heating and the one without sample
heating, respectively. The Ti spectra recorded an enhancement in the spectral intensity with sample
temperature of 100 ◦C.

In order to further analyze the Ti spectra in Figure 3b we compared the Ti spectral lines with
four different spectral regions ranging from 330–340 nm, 365–377 nm, 427–448 nm and 447–460 nm as
presented in Figure 4 and we found out that the Ti spectra with sample temperature of 100 ◦C were
improved within all the spectral regions.
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Figure 3. (a) Laser induced breakdown spectroscopy (LIBS) spectra of Mg plasma with sample
temperature of 100 ◦C and with no sample heating at a delay time of 12 µs and laser fluence of
12.9 J cm−2. (b) LIBS spectra of Ti plasma with sample temperature of 100 ◦C and with no sample
heating at a delay time of 12 µs and laser fluence of 12.9 J cm−2.

To better investigate the effect of increasing sample temperature on the Mg and Ti plasmas we
studied the emission spectra by varying the sample temperatures from 50 to 300 ◦C. Figure 5a presents
the graph of the temperature dependence of Mg I–518.4 nm spectral line for three different laser
fluences (12.9, 18.1 and 23.3 J cm−2). The figure reveals that the spectral intensities of the Mg lines
increase with an increasing sample temperature from 50 to 300 ◦C. We observed that at the laser fluence
of 23.3 J cm−2, the emission intensity was more improved when compared with the laser fluences
of 12.9 and 18.1 J cm−2. Furthermore we found that increasing the laser fluence also improved the
emission intensities of the Mg spectra.
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300 °C at at laser fluence of 18.1 J cm−2. (b) Time-resolved emission line of Ti II–376.2 nm for different 
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Figure 5. (a) Emission intensity of Mg I-518.4 nm with sample temperatures for different laser fluences
at a delay time of 15 µs. (b) Emission intensity of Ti II–376.2 nm with sample temperatures for different
laser fluences at a delay time of 15 µs.

The temperature dependence of the Ti spectra is also presented in Figure 5b. By increasing the
sample temperatures, the emission spectra intensity of the Ti II–376.2 nm were increased. At a sample
temperature of 50 ◦C the spectral intensities were recorded as 2484, 3977 and 5332 with laser fluences
of 12.9, 18.1 and 23.3 J cm−2, respectively. The maximum peak intensity of the Ti II–376.2 nm lines were
obtained as 11,364 with a sample temperature of 300 ◦C and a laser fluence of 23.3 J cm−2. By comparing
the peak intensity of the lower sample temperature (50 ◦C) to the higher sample temperature (300 ◦C),
we observed that the higher sample temperature (300 ◦C) was massively enhanced. We observed that
the emission spectra of the Mg and Ti spectral lines were more enhanced using a lower laser fluence
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and higher sample temperature as compared to those using a lower sample temperature and higher
laser fluence.

Figure 6a depicts the temporal evolution of the Mg I-518.4 nm spectral peak intensity as a function
of the delay time at different sample temperatures (100, 200 and 300 ◦C). As seen from Figure 6a,
the peak intensities of the Mg I-518.4 nm lines recorded its maximum peak intensity as 18,101 at a delay
time of 3 µs and then drops significantly to spectral intensity of 3229 at a delay time of 30 µs. By
comparing the emission peak intensities of the case of 100 ◦C to the case of 300 ◦C we observed that the
emission peak intensities of the latter were substantially more enhanced than those of the former. It
can also be seen from the figure that the peak intensities of the Mg I−518.4 nm lines drop tremendously
with increasing delay time.

The temporal evolution of the Ti II–376.2 nm lines is also shown in Figure 6b. The peak intensities
of the Ti II–376.2 nm lines were recorded as 14,056 and 17,124 with sample temperatures of 100 and
300 ◦C, respectively. We found that the spectral intensity of the 300 ◦C sample temperature was
significantly enhanced. We also observed a sharp decrease in the peak intensities by increasing the
delay time. From these results we can see that increasing the sample temperature has a massive effect
on the emission intensities of the plasmas.
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3.1.2. Plasma Dynamics

Figure 7 represents the images of the plasma plume of the Mg sample acquired by a camera at
different sample temperatures and laser fluences of 12.9, 18.1 and 23.3 J cm−2. Increasing the sample
temperature also increases the size of the plasma plume. With the same laser fluence, the size of the
plasma plume increases with higher sample temperatures than that of lower sample temperatures. In
addition, when the air around the Mg sample surface is heated, it causes a hydrodynamic effect, which
decreases the air density near the surface of the Mg sample. Therefore, increasing the laser fluence
also improves the plasma plume expansion of the generated plasma. Moreover, when the sample
temperature increased, the air density surrounding the Mg sample surface reduced. The decrease in the
air density resulted in a decrease in the radiation process and lower collision probability. Furthermore,
as the plasma expands, the plasma pressure also decreases [40–43]. From Figure 7 we observed that
the higher sample temperature lead to a substantial change in the plasma dynamics. Therefore, the Mg
plasma plume expanded more with the sample temperature of 300 ◦C than that of the 100 and 200 ◦C
sample temperatures. We found that the size of the Mg plasma plume had a linear relationship with
the sample temperatures. Likewise, the plume expansion increases with higher laser fluence.



Metals 2020, 10, 393 7 of 15

Metals 2020, 10, x FOR PEER REVIEW 7 of 16 

 

Figure 6. (a) Time-resolved emission line of Mg I-518.4 nm for different sample temperatures of 100, 
200 and 300 °C at a delay time of 75 mJ. (b) Time-resolved emission line of Ti II–376.2 nm for different 
sample temperatures of 100, 200 and 300 °C at laser fluence of 18.1 J cm−2. 

3.1.2. Plasma Dynamics 

Figure 7 represents the images of the plasma plume of the Mg sample acquired by a camera at 
different sample temperatures and laser fluences of 12.9, 18.1 and 23.3 J cm−2. Increasing the sample 
temperature also increases the size of the plasma plume. With the same laser fluence, the size of the 
plasma plume increases with higher sample temperatures than that of lower sample temperatures. 
In addition, when the air around the Mg sample surface is heated, it causes a hydrodynamic effect, 
which decreases the air density near the surface of the Mg sample. Therefore, increasing the laser 
fluence also improves the plasma plume expansion of the generated plasma. Moreover, when the 
sample temperature increased, the air density surrounding the Mg sample surface reduced. The 
decrease in the air density resulted in a decrease in the radiation process and lower collision 
probability. Furthermore, as the plasma expands, the plasma pressure also decreases [40–43]. From 
Figure 7 we observed that the higher sample temperature lead to a substantial change in the plasma 
dynamics. Therefore, the Mg plasma plume expanded more with the sample temperature of 300 °C 
than that of the 100 and 200 °C sample temperatures. We found that the size of the Mg plasma plume 
had a linear relationship with the sample temperatures. Likewise, the plume expansion increases 
with higher laser fluence. 

 
Figure 7. Images of the plasma plume at different laser fluences and different sample temperatures. 

3.1.3. Electron Temperature  

The electron temperature was estimated from the Boltzmann and Saha–Boltzmann plot methods 
by utilizing the relative intensities of the emission lines of the Mg and Ti plasmas, respectively. The 
plasma obtained was optically thin, and the condition for local thermodynamic equilibrium to exist 
was warranted [44,45].  

The Boltzmann’s equation can be expressed as: ln ൬ 𝜆௡௠𝐼௡௠𝑔௡௠𝐴௡௠൰ = − 𝐸௠𝑘஻𝑇௘ + ln ൬ ℎ𝑐𝑁଴𝑍଴ሺ𝑇ሻ൰ (1) 

where 𝑔௡௠ and 𝐴௡௠ are statistical weight and transition probability while 𝜆௡௠, 𝐼௡௠ and 𝐸௠ are 
wavelength, intensity and energy of the upper state, respectively. 𝑁଴ and ℎ are the number density 

Figure 7. Images of the plasma plume at different laser fluences and different sample temperatures.

3.1.3. Electron Temperature

The electron temperature was estimated from the Boltzmann and Saha–Boltzmann plot methods
by utilizing the relative intensities of the emission lines of the Mg and Ti plasmas, respectively.
The plasma obtained was optically thin, and the condition for local thermodynamic equilibrium to
exist was warranted [44,45].

The Boltzmann’s equation can be expressed as:

ln
(
λnmInm

gnmAnm

)
= −

Em

kBTe
+ ln

(
hcN0

Z0(T)

)
(1)

where gnm and Anm are statistical weight and transition probability while λnm, Inm and Em are
wavelength, intensity and energy of the upper state, respectively. N0 and h are the number density and
Planck’s constant. c and Z0(T) are the speed of light and partition function respectively. kB and Te are
the Boltzmann’s constant and the electron temperature. The plot of Equation (1) yields a linear graph of
the form y = mx+ c, where c is a constant, y = ln

(
λnmInm
gnmAnm

)
, x = Em and the slope m = 1

kBTe
. The relevant

spectroscopic data for the Mg and Ti lines are retrieved from the NIST database [46]. The Boltzmann
plot was obtained by using the spectral lines of Mg I 383.2, 470.3 and 518.4 nm spectral lines. Figure 8
depicts the Boltzmann and Saha–Boltzmann plot of the Mg and Ti spectral lines, respectively.
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The Saha–Boltzmann equation was used to calculate the electron temperature of the Ti plasma.
Equations (2) and (3) represent the ionic and neutral lines, respectively.

ln
(

I2λ2

g2A2

)
− ln

(
2(2πmk)(3/2)

h3
T3/2

Ne

)
= −

1
kBTe

(
E2

k + EIP
)
+ ln

(
hc

N0

Z0(T)

)
(2)

ln
(
λ1I1

g1A1

)
= −

E1
k

kBTe
+ ln

(
hcN0

Z0(T)

)
(3)

The expression in Equation (2) can be condensed into the form of the Boltzmann’s equation in
Equation (1). Where EIP is the ionization energy, m is the mass of the electron, and the subscripts 1 and
2 denotes the neutral and ionic lines, respectively [44,47–50].

For the case with a sample temperature of 300 ◦C and a laser fluence of 23.3 J cm−2 the electron
temperature of the Mg plasma was calculated to be 17,573 K. In addition, the electron temperature
for the case without sample temperature was found to be 14,258 K at a laser fluence of 23.3 J cm−2.
Comparing the electron temperatures of the case with sample temperatures with that without sample
temperatures, we found that the electron temperatures of the case with sample temperatures were
more enhanced as compared with the case without sample temperature.

3.1.4. Electron Density

The electron density can be estimated by the Stark broadening method. The Mg I–518.4 nm
and Ti II–376.2 nm spectral lines were used to deduce the electron density of the Mg and Ti plasmas,
respectively from the profile of the Stark broadening lines. The electron-impact parameter can be
deduced from the expression [16,50]:

∆λ1/2(nm) = 2ω
( Ne

1016

)
+ 3.5A

( Ne

1016

)1/4
×

[
1−

3
4

N−1/3
D

]
ω
( Ne

1016

)
(4)

where ND is the number density in a Debye sphere, ∆λ1/2 is the full width at half maximum (FWHM).
A, Ne and ω are the ionic-impact broadening parameter, the electron density and the electron-impact
parameter, respectively. If we do not consider the contribution of the ionic broadening, the Equation (4)
can then be expressed in the form:

∆λ1/2(nm) = 2ω
( Ne

1016

)
(5)

Figure 9 presents the electron density of the Mg plasma as a function of laser fluence at different
sample temperatures (100, 200 and 300 ◦C) at a delay time of 3 µs. The maximum value of the electron
density was obtained as 2.24 × 1018 cm−3 with a sample temperature of 300 ◦C at a laser fluence of
23.3 J cm−2. From this graph it can be seen that the electron density drops with higher laser fluences.

Figure 10 also shows the electron density of the Ti plasma with different sample temperatures. It
can be seen that the electron density significantly drops with increasing sample temperature. With the
sample temperatures of 100, 200 and 300 ◦C the electron density was found to be 1.65× 1018, 1.76× 1018

and 1.99× 1018 cm−3 respectively at a laser fluence of 23.3 J cm−2. By comparing the electron density
of the case of 300 ◦C sample temperature to that without the sample temperature, we found that the
electron density of the case of 300 ◦C sample temperature was more enhanced. We also observed that
the electron densities drop rapidly with increasing laser fluence.
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sample temperatures.
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Figure 10. Electron density of the Ti plasma as a function of laser fluence at different sample temperatures.

3.2. Effect of the Cavity Confinements

3.2.1. Emission Intensity

The spectral intensity of the plasma can be improved by the cavity confinements, while the
performance of the cavity confinement itself is influenced by different factors such as its size, laser
fluence and the wavelength. The size of the confinement plays a vital role in the plasma enhancement
because of the plasma compression effect of the shock waves produced by the plasma within the cavity.
Throughout this experiment we employed circular and square cavities with three different sizes and
investigated the effect of the sizes on the laser-induced Ti plasma. Figure 11 shows the spectral peak
intensities of the Ti plasma confined with three different sizes of the circular cavity. We observed that
the circular cavity with the 5 mm diameter produced the greatest spectral peak intensity of the Ti
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II–318.2 nm spectral lines. By comparing the spectral intensities of the confinement of the circular
cavity with 5 mm diameter to the one without confinement, it was found that the spectral intensity
of the former was significantly enhanced with an enhancement factor of 1.76. We attributed these
signal enhancements to the compression effect of the shock wave. In addition, by comparing the
three circular cavity sizes as seen from Figure 11, we found that the 5 mm diameter cavity had the
best enhancement. From our results we observed that the smaller cavity size had the higher spectral
intensity enhancement. As the plasma cools down, the spectral intensities of the lines then drops
with time [51,52]. From the time-resolved emission intensities in Figure 11, we observed that the line
intensities of the Ti II–318.2 nm decays exponentially with increasing delay time.
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Figure 11. Time-resolved emission intensities of the Ti II–318.2 nm spectral lines for different sizes of
the circular cavity at laser fluence of 18.1 J cm−2.

Figure 12 also depicts the time-resolved emission intensities of the Ti plasma confined with
different sizes of the square cavities with 5, 6 and 7 mm length of side. We observed a drop in the
spectral intensities with increasing delay time. By comparing the square cavity confinements to the
case without confinement we recorded a tremendous increase of the spectral intensities with the square
cavity confinements. At a delay time of 3 µs and a laser fluence of 18.1 J cm−2 we found that the square
cavity with a 5 mm length of side produced the maximum spectral peak intensity with an enhancement
factor of 2.15.

Metals 2020, 10, x FOR PEER REVIEW 11 of 16 

 

. 

Figure 11. Time-resolved emission intensities of the Ti II–318.2 nm spectral lines for different sizes of 
the circular cavity at laser fluence of 18.1 J cm−2. 

Figure 12 also depicts the time-resolved emission intensities of the Ti plasma confined with 
different sizes of the square cavities with 5, 6 and 7 mm length of side. We observed a drop in the 
spectral intensities with increasing delay time. By comparing the square cavity confinements to the 
case without confinement we recorded a tremendous increase of the spectral intensities with the 
square cavity confinements. At a delay time of 3 µs and a laser fluence of 18.1 J cm−2 we found that 
the square cavity with a 5 mm length of side produced the maximum spectral peak intensity with an 
enhancement factor of 2.15. 

 
Figure 12. Time-resolved emission intensities of the Ti II–318.2 nm spectral lines for different sizes of 
the square cavity at laser fluence of 18.1 J cm−2. 

3.2.2. Electron Temperature  

The electron temperature of the Ti plasma confined in circular and square cavities was deduced 
from the Saha–Boltzmann’s equation. The electron temperature was calculated from the slope of the 
linear plot for the Ti plasma. For the case without the cavity confinement the electron temperature 
was found to be 8546 K with a laser fluence of 12.9 J cm−2. After employing a circular cavity with a 5 

0 5 10 15 20 25 30
Delay time (μs)

0

2000

4000

6000

8000

10000

12000

14000

16000

diamter 5 mm
diameter 6 mm
diameter 7 mm
without

In
te

ns
ity
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3.2.2. Electron Temperature

The electron temperature of the Ti plasma confined in circular and square cavities was deduced
from the Saha–Boltzmann’s equation. The electron temperature was calculated from the slope of the
linear plot for the Ti plasma. For the case without the cavity confinement the electron temperature was
found to be 8546 K with a laser fluence of 12.9 J cm−2. After employing a circular cavity with a 5 mm
diameter, we recorded the electron temperature to be 12,546 K with a laser fluence of 12.9 J cm−2.
Figures 13 and 14 show the plots of the electron temperature against the different sizes of the circular
and square cavities respectively. From these plots we found that the electron temperature increases
with higher laser fluences. We also observed that as the size of the circular and the square cavities
decreased, the electron temperatures increased. Moreover, after comparing the electron temperature of
the case without cavity confinement with the square cavity confinement it was found that the electron
temperature of the latter was more enhanced, as seen in Figure 14.
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In addition, comparing the electron temperatures of the circular cavities in Figure 13 and the
square cavities in Figure 14, it can be seen that the circular cavities with a 5 mm diameter had the
highest electron temperature of 16,389 K.

The time-resolved electron temperatures of the Mg and Ti plasmas confined with circular cavity
of different sizes at a laser fluence of 23.3 J cm−2 are presented in Figures 15 and 16, respectively. We
observed that for the Mg plasma, the maximum electron temperature reached 17,552 K at a delay time
of 3 µs. By increasing the delay time to 30 µs the electron temperature rapidly dropped to 7835 K.
Moreover, the Ti plasma also had its maximum electron temperature of 16,509 K at a delay time of 3 µs.
As Figure 15 shows, with further increase in the delay time, the electron temperature sharply drops to
its minimum electron temperature of 2786 K at 30 µs.
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Figure 15. Time-resolved electron temperatures of the Ti plasma at different sizes of the circular cavity
at a laser fluence of 23.3 J cm−2.
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4. Conclusions

In this study, we investigated the effect of increasing the sample temperature of the laser-produced
magnesium and titanium plasmas. We studied the emission spectra of the Mg and Ti plasmas by
varying the sample temperatures from 50 to 300 ◦C while varying delay times. In this study we
found that increasing the sample temperature significantly enhanced the emission intensities of the
plasmas. We observed that the sample temperature enhances the interactions between the laser and the
plasma, thereby, causing a plasma shielding effect. In addition, we also studied the plasma dynamics,
and observed that increasing the sample temperature and laser fluence increases the plasma expansion.
We further investigated the effect of different sizes for both circular and square cavities on the spectral
intensities and electron temperatures of the Ti plasma. We found that there is an inverse relationship
between the size of the circular and the square cavities and the emission intensities and electron
temperatures. As the size of circular and square cavities decreases, the emission intensities and electron
temperatures both increase.
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