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Abstract

:

This research focuses on the study of the simulation capabilities of the lagrangian (LAG) model and Smoothed Particle Hydrodynamics (SPH) model for the orthogonal dry machining of aluminum alloy Al6061-T6. A three-dimensional finite element model was developed and verified using experimental data from the published literature. The numerical models were developed using lagrangian boundary conditions via finite element modeling in ABAQUS/Explicit 6.14. The cutting simulations were carried out at low and medium cutting speeds. Johnson–Cook material constitutive law and Johnson–Cook damage law were used in both models. The numerical methodologies are compared based on cutting forces, chip morphology, shear angle, chip separation criterion, and chip thickness. The findings of the present work show that the LAG model is good for predictions regarding cutting forces and chip morphology, while the SPH model is good for predictions regarding the shear angle and chip thickness. The difference between results generated by both models mainly occurred due to the friction coefficient. The comparative study shown here offers a guidance approach for various numerical models for appropriate parameter analysis.
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1. Introduction


Machining is a frequently utilized procedure in the manufacture of industrial components. Machining modeling is becoming a more significant tool for analyzing and optimizing machining operations [1,2]. Key cutting practices, which include turning, drilling, and milling, can be modeled using advanced machining codes and high-performance computer systems. Machining processes can be better understood using finite element modelling (FEM) [3]. Technological developments in computers and potent finite element techniques have made modeling complex machining procedures relatively easy. The industrial cutting processes are 3D and complicated, and most prior machining models are based on orthogonal cutting in the 2D regime [4,5].



In orthogonal machining problems, a hard and solid cutting tool passes through a relatively softer workpiece, and the process simulation is carried out using non-linear governing equations [6]. The cutting process is categorized into three deformation zones, as shown in Figure 1 [7]. The primary deformity zone and secondary deformity zone near the cutter edge constitute the principal deformity zones. The workpiece undergoes high deformation with an enormous strain rate in this region. The third deformation zone lies on the clearance face. Deformation happens in this zone when the newly machined surface is rubbed by the clearance face of the tool [8].



Aluminum alloys, specifically 6xxx types, are gaining importance due to being substituted for steel due to their strength, availability, ability to resist corrosion, relatively easy weldability, and relatively low cost. The material removal rate increases with the cutting speed while machining aluminum alloys. At the same time, the “surface integrity” and the “chip formation process” are affected by the cutter speeds [9,10]. It is necessary to have a firm grip on the key parameters of the cutting process. The parameters such as tool geometry, cutting speed, and feed rate directly influence the resulting chip morphology and cutting forces [11,12].



Most researchers use 2D plane strain geometric models [3,13,14,15] to simulate orthogonal metal cutting, as this is less time-consuming, requires fewer resources, and is cost-effective. The current trend has shifted towards 3D geometric models [6,16,17,18,19] due to available resources. These models compensate for the drawbacks of 2D plain strain models, such as the correct estimation of the cutting forces. More realistic modeling can be completed for 3D analysis by avoiding the assumptions which have to be made in the 2D plane strain analysis. A novel method of numerical modeling for high-speed cutting was presented by J. Limido et al. [20]. The outcomes of the 2D SPH-based model developed in LS-DYNA software were compared with the experimental data for Al6061-T6. Continuous to shear-localized chip formation and cutting force predictions using the SPH cutting model were found to be accurate. R. Chieragatti et al. [21] used the SPH method within the framework of high-speed cutting modeling in the 2D regime in LS-DYNA software using Al6061-T6. The estimations of the cutting forces, continuous localized chip formation, and shear localized chip formation were in good agreement with the experimental results. Madaj and Piska [22] used the published experimental results of Al2024-T351 to model the orthogonal machining in which the resulting chip was segmented. The damage model (Johnson–Cook) specifications were varied along with the SPH particle density to observe their effect on “cutting forces” and “chip morphology”.



T. Ozel et al. [23] studied the chip formation mechanism of Inconel 718 using different FE software. The comparison was conducted for v = 30 m/min and 70 m/min with “f” = 0.25 mm/rev and width of cut = 0.15 mm. The rake angle was set as 0 deg., and the clearance angle was set as 7 deg. The predicted simulated results for the cutting forces were overestimated and obtained through DEFORM 3D and ABAQUS/Explicit using the Johnson–Cook material model. Badis Haddag et al. [24] analyzed the impact of cutting variables in the course of machining A2024-T351 using carbide inserts (uncoated). The cutting velocity for the analysis was set to 60 m/min, and the width of the cutting was 4 mm. The feed was varied between 0.05, 1, and 0.3 mm, while the tool rake angle was varied between 0, 15, and 30 deg. It was concluded that the chip is continuous at low feed, i.e., 0.05 and 0.1 mm, and becomes segmented at a feed of 0.3 mm. The forces emerging during cutting have a direct relationship with the feed rate, which constitutes an inverse function with the tool rake angle.



Daochun Xu et al. [25] established a hypothetical orthogonal model for the high-speed machining of Al6061-T6 to estimate chip thickness, shear angle, friction angle, slip shear distance, and cutting and thrust forces at a cutting speed range of 100 m/min to 1900 m/min and a feed rate range of 0.06 mm/r to 0.15 mm/r. The increase in cutting speed results in decreased chip thickness, friction angle, and contact length between the tool and chip, whereas an increased response was seen in the case of the angle of shear and shear slip distance with the increase in speed. Using response surface methods, M. Doud et al. [26] calculated the parameters of the JC constitutive law. The experiments included aluminum alloys such as Al6061-T6 and gave full focus to examining the rake angle effect. Compared with earlier research, the flow stresses, cutting forces, and chip shape predictions were accurate.



Lida Zhu et al. [27] studied a three-dimensional chip design of Al6061-T6, which included chip thickness and chip length at a cutting tool speed of 78 m/min to 312 m/min; the machining speed of the workpiece varied from 1.25 m/min to 5m/min and axial feed velocity varied from 20 mm/min to 80 mm/min. It was concluded that, compared with conventional turning, the reduction in chip length occurs due to an increment in the cutting speed of the tool, while the chip length increases with the increased axial feed velocity.



Sohail Akram et al. [28] completed a numerical study with experimental justification on the chip morphology of Al6061-T6 during 2D orthogonal machining on ABAQUS/Explicit 6.12. The experiments related to orthogonal machining were completed with an uncoated carbide tool in the cutting speed array of 250 m/min to 1000 m/min and a feed rate range of 0.1 mm/rev to 0.4 mm/rev to attain the chip thickness and the shear angles. Badis Haddag et al. [24] analyzed the impact of cutting variables in the course of machining A2024-T351 using carbide inserts (uncoated). The cutting velocity for the analysis was set to 60 m/min, and the width of cutting was set to 4 mm. The feed varied between 0.05, 1, 0.3 mm, while the tool rake angle varied between 0, 15, and 30 deg. It was concluded that the chip is continuous at low feed, i.e., 0.05 and 0.1 mm, and becomes segmented at a feed of 0.3 mm. The forces emerging during cutting have a direct relationship with the feed rate, constituting inverse function with the tool rake angle. The compression ratio has an inverse function with both the “f” and tool rake angle.



Cutting forces and chip formation considerably impact the machinability of the workpiece, such as cutting power, surface quality, and tool wear [29,30,31]. Zhaolong Zhu et al. found that cutting force and temperature are inversely linked to rake angle and positively related to cutting speed and depth [32]. Bashistakumar and Pushkal [33] analyzed the cutting forces during dry machining, obtained through the 3D FE modeling of “AISI 1020 steel” using the “Carbide tool”. The lagrangian approach was utilized with clearance angle = 0.5 deg., rake angle = 0.1 deg., cutting velocity = 100 m/min, and width of cut varying between 0.5 and 1.0 mm. The stress and force contours were in good agreement with the experimental findings. Hatem Soliman et al. [34] performed a 2D comparative study between the lagrangian and ALE approaches using FEM cutting force predictions in ABAQUS/Explicit. The selected materials for machining the piece and cutter were steel ASTM A36 and tungsten carbide. The input variables were: cutting velocity = 60 m/min, tool rake angle = 0 deg., tool clearance angle = 10°, and “f” varied between 0.12, 0.15, 0.18, 0.2, 0.22 and 0.26 mm/rev. The simulated models gave close results to the experimental ones. The maximum error percentage for the cutting force was 18.1% for the LAG model and 9.4% for the case of the ALE model. The ALE model proved more accurate because of the adaptive meshing technique for predicting the simulated cutting forces.



The current research compares the machining simulation capabilities of the FEM and SPH techniques for Al6061-T6 using ABAQUS. The FEM and SPH 3D model results have been compared with the experimental results [28,35,36,37] for cutting forces, shear angle, chip thickness, chip shapes, and chip separation criteria. To the authors’ best knowledge, there is no previous comparison study using FEM and SPH techniques available for Al6061 T6 using ABAQUS in the 3D regime.




2. Finite Element Model Development


2.1. Model Specifications and Material Model


The workpiece and tool geometry is presented in Figure 2. The workpiece dimensions are set as 5 mm × 2 mm, along with a thickness of 4.1 mm [35,38]. The cutting tool inserts CCMW 09 T3 04-H13A (ISO specification), and has a nose radius of 0.04 mm, and a rake angle and a clearance angle of 0° and 7°, respectively [38,39]. In the current model, the cutting tool is assumed as rigid.



Al6061-T6 is selected for the 3D orthogonal metal cutting. The flow curve for the aforementioned material depends upon strain, strain rate, and temperature [40,41]. The Johnson–Cook material model is utilized for the material behavior characterization of Al6061-T6, as shown in Equation (1) [26,35,42]. The problems where strain rate variation is large are modeled by this visco-plastic material model [10,15,34].


   σ ¯  =   A + B  ε  − n       1 + C ln         ε ¯    •          ε ∘   ¯    •          1 −       T −  T  r o o m      T  m e l t   −  T  r o o m        m       



(1)







The Johnson–Cook material model parameters are defined as:



   σ ¯    = equivalent stress     A = initial yield stress (MPa)



   ε ¯    = equivalent plastic strain    B = hardening modulus



     ε ¯   •    = plastic strain rate        n = work hardening exponent



        ε  ∘   ¯   •    = reference strain rate      C = strain rate dependency coefficient (MPa)



Troom = room temperature     m = thermal softening coefficient



Tmelt = melting temperature



The Johnson–Cook parameter values, with the physical properties of Al6061-T6 used for the material characterization, are mentioned in Table 1.



The physical properties of the workpiece Al6061 and the Johnson–Cook material law parameters are kept the same for the SPH model and the lagrangian model.




2.2. Damage Initiation Criterion


The Johnson–Cook failure model [42,43] is used in Abaqus/Explicit for simulating chip separation. The damage constants are listed in Table 2. Just like the J-C plasticity model, this model also comprises three independent terms representing dynamic fracture strain as a function of pressure, strain, strain rate, and temperature, as shown in Equation (2) [35,44].


     ε f   ¯  =    D 1  +  D 2  exp    D 3   P   σ ¯          1 +  D 4  ln      ε ¯       ε o   ¯          1 +  D 5      θ −  θ  r o o m      θ  m e l t   −  θ  r o o m          



(2)







When damage constraint D exceeds the value of 1.0, failure is assumed to occur and is given by:


  D =   ∑         Δ  ε ¯    Δ  ε f         








where D1–D5 represents material constants for damage parameters, and   Δ  ε ¯    is the increment in equivalent plastic strain and the equivalent strain at failure [46]. Chip formation simulation is usually carried out by the JC failure damage model [47].



The same JC failure model has been utilized in SPH with the same damage parameters. The JC failure model has been used in SPH by other researchers as well for the simulation of the machining process [48].




2.3. Meshing and Mesh Convergence


The element type has been set as 3D stress with an explicit time integration scheme in the present case. This resulted in eight-node liner brick elements with ‘reduced integration’ and ‘hourglass control’. The use of distortion control can prevent extreme deformations as it prevents the negative element volumes. However, as per the literature, enhanced hourglass mode has been utilized to prevent the hourglass effect, as the enhanced hourglass control works better for first-order solid elements with reduced integration [49,50]. The total number of elements varies for different feed rates. The total number of elements for the workpiece was 369,237, with an element size of 0.02 mm in the cutting region. The workpiece meshing is shown in Figure 3. The sizing controls have been used along the vertical edges of the workpiece to keep the element count low without affecting the accuracy of the results. The total number of elements for the tool consists of 4108 elements and 4956 nodes.



The whole model is defined with lagrangian finite elements, and only the workpiece section of the model is converted to SPH particles at the start of the analysis [50,51]. The workpiece initially meshes with the C3D8R reduced-integration elements, which are converted into PC3D particles at the start of the analysis. The workpiece consists of 369,237 PC3D particles, and SPH particle spacing is set as 0.03 mm. The visualization for SPH particles in the workpiece section is shown in Figure 4. In the case of the SPH technique, the visualization of the tool and workpiece looks the same, as shown in Figure 3. As soon as the analysis starts, the whole workpiece section consisting of lagrangian finite elements becomes converted into SPH particles, as shown in Figure 4, and the tool section remains the same, as shown in Figure 3.



Mesh convergence is performed for both the LAG and SPH models, as shown in Figure 5. The experimental cutting force obtained at cutting velocity = 250 m/min and at f = 0.1 mm/rev is selected as a criterion for the mesh convergence study. The mesh size is 0.02 mm × 0.02 mm for the LAG model based on the mesh convergence study, as seen in Figure 5. The error percentage for this mesh size is 3.48%, while the error percentages for 0.01 mm and 0.03 mm mesh sizes are 2.37% and 6.42%, respectively. The SPH model’s mesh size is 0.03 mm × 0.03 mm based on the mesh convergence study, as seen in Figure 5. The error percentages for 0.025 mm and 0.03 mm mesh sizes are 4.58% and 2.77%, respectively.




2.4. Friction Model


Coulomb’s friction model simulates cutting phenomena in the lagrangian model [52,53,54]. In the present study, the contact between the cutting tool chip has been defined using the surface-to-node contact model in Abaqus/Explicit 6.14, as shown in Equation (3) [35,52] and Equation (4) [35,52].


   τ F  = μ  σ n  , l >  l C  ( μ  σ n  <  τ Y  ) → Stick  



(3)






   τ F  =  τ Y  , 0 ≤ l ≤  l C    μ  σ n  ≥  τ Y    → Slide  



(4)







Here, “μ” is known as Coulomb’s friction coefficient, and the assumption is made that it is constant for a given interface and “lc” is a part of the contact length characterizing a transitional contact zone [48]. The penalty contact method is used with a friction coefficient equal to 0.15. The value of the friction coefficient matters a lot as it directly controls the value of cutting forces [55].



The same Coulomb’s friction model is utilized for the current SPH simulation of the cutting process with the same value of friction coefficient set to 0.15 to analyze the difference between the values obtained from both techniques [20,22].




2.5. Boundary Conditions


The lagrangian boundary conditions are applied in the current model in which the mesh follows the material movement to obtain realistic results [56,57]. In the case of 2D machining simulations, mesh distortion has to be controlled via remeshing techniques, while it is an advantage of 3D machining simulations that distortion controls are present to deal with the mesh distortion [58,59].



The tool motion is restricted in the y- and z-directions, and the cutting speed is given to the tool as per the requirement in the x-direction. The workpiece has been restricted from the bottom surface and cannot move in the x- and y-directions [35,36,42]. The node set consisting of all the nodes of the workpiece is given an initial temperature of 20 °C [16]. The boundary conditions for the LAG model are shown in Figure 6.



All the boundary conditions used in the lagrangian model have been kept the same in the SPH model, except for only a single change. The workpiece is constrained in the z-direction to let all the particles participate in the chip formation instead of scattering in the z-direction [1].





3. Results and Discussion


The experimental findings which have been presented belong to other researchers [28,35]. The experimental findings have been included here just for the completeness of the present research work. These data have been used for the validation of the machining simulation results.



3.1. LAG and SPH Model Results of Cutting Forces


The cutting force values of the experimental work are compared with the simulated cutting forces acquired from the LAG and SPH models, as shown in Figure 7, Figure 8 and Figure 9. The simulated cutting force values are noted when the chip formation reaches a steady state and when the cutting force values deviate less from the mean value. An average value is considered from both models to collect the overall behavior of the cutting forces. The LAG model usually overestimates the cutting force values, which is evident from the current research, and the SPH model underestimates the cutting force values.



The increase in the cutting forces from a feed rate 0.1–0.3 mm/rev is approximately double and triple the magnitude at the feed rate = 0.1 mm/rev [60]. The reason might be the increase in the cutting area and the increase in the material volume with the increased feed, which provides enough resistance to the cutting tool [61]. The cutting forces decrease with the increase in the cutting speed due to the thermal softening effect ahead of the cutting tool, while keeping the feed rate constant [35], and this behavior has been depicted by the LAG model correctly as compared with the SPH model.



The minimum error percentage in the simulated cutting forces generated by the LAG model for all feed rates is 0.2%, and the maximum error percentage is 18.4%. The LAG model’s error percentage in the simulated cutting forces can be minimized by a sensitivity analysis using friction parameters and the chip separation criterion. The minimum error percentage in the simulated cutting forces generated by the SPH model for all feed rates is 0.2%, and the maximum error percentage is 20.3%. The SPH model does not make use of the friction parameter, so the sensitivity analysis cannot be performed to reduce the error percentage in the simulated cutting forces [1,62].




3.2. LAG and SPH Model Results of Shear Angle


The average shear angle values of the experimental work are compared with the simulated shear angle values obtained from the LAG and SPH models, as mentioned in Table 3. The shear angle values in both the LAG and SPH models are obtained as an average of five values from five different places on the chip to measure the average response of the whole chip. The values of the shear angle received from the SPH model agree well with the experimental values at all feed rates, with a minimum error percentage of 1.4% and the maximum error percentage of 23.8% at all feed rates. The difference between the experimental and the simulated shear angle values in the case of the LAG model is more significant at feed rate = 0.1 mm/rev, while it reduces with the increase in feed rate with a minimum error percentage of 0.3% and the maximum error percentage of 34.7%. Moreover, both models have overestimated the shear angle values. However, the gap between the experimental and the simulated results of the LAG and SPH models can be reduced by the appropriate selection of the friction coefficient [63].



The behavior of the shear angle while machining is opposite to that of chip thickness, in that the shear angle values rise with the increase in the cutting speed and the feed rate [25]. The increasing behavior of the shear angle has been predicted well by both LAG and SPH models, as seen in Figure 10.




3.3. LAG and SPH Model Results of Chip Thickness


The average chip thickness values of the experimental work are compared with the simulated chip thickness values obtained from LAG and SPH models, mentioned in Table 4. The chip thickness values in both the LAG and SPH models are noted as an average of five values from five different places on the chip to measure the average response of the whole chip. The SPH model predicted the chip thickness values close to the experimental values at all feed rates. The minimum error percentage is 0.1%, and the maximum error percentage is 14.1% in the case of the SPH model. The difference between the experimental and the simulated chip thickness values in the case of the LAG model is more significant at a feed rate of 0.1 mm/rev, while it reduces with the increase in feed rate. The minimum error percentage is 0.6%, and the maximum error percentage is 33.6% in the case of the LAG model. Moreover, the LAG model overestimates the chip thickness values, while the SPH model underestimates the chip thickness values [64]. However, the gap between the experimental and the simulated results of the LAG and SPH models can be reduced by the appropriate selection of the friction coefficient [63].



Moreover, the chip thickness values keep reducing with increased cutting speed [25], as shown by the experimental results in Figure 11. This reducing behavior is predicted correctly by both the LAG and SPH models. The chip thickness comparison at cutting speeds of 250 m/min and 1000 m/min, with feed rates of 0.1 mm/rev and 0.4 mm/rev, respectively, is shown in Figure 12.




3.4. LAG and SPH Model Results of Chip Morphology


The chip shapes presented in Figure 13 were formed at a cutting speed of 1000 m/min, which is the highest cutting speed in the current research work, and the feed rate varied between 0.1, 0.2, and 0.3 mm/rev. It can be perceived evidently that the lagrangian model prediction for chip shape is quite close to the experimental chip shape, while the chip shape produced through the SPH model fails to produce a curved profile, as in the case of the lagrangian model. The chips produced are continuous, with a shear bands appearing. The continuity of the chips is estimated correctly by both the lagrangian as well as the SPH models, but the SPH model fails to show the shear band effect as prominently as the lagrangian model. The shear band effect is prominent at a feed rate of 0.2 mm/rev and 0.3 mm/rev, but it disappears at a feed rate of 0.1 mm/rev.



The chips obtained through the lagrangian model are curly at a feed rate of 0.1 mm/rev, and become continuous at feed rates of 0.2 and 0.3 mm/rev, as shown in Figure 13a–c. The SPH model fails completely in predicting this behavior.



The effects of tensile instability have also been noticed in the chip obtained through the SPH model, as shown in Figure 14a. The effects of tensile instability dominate at low cutting speeds but reduce at higher ones.




3.5. Chip Separation Criteria


Johnson–Cook’s damage law has been used for both the LAG and SPH models. The damage in the case of the LAG model has been applied only to the sacrificial layer, and the remaining part of the workpiece has been given no damage. The resulting chip is shown in Figure 15a. The results obtained for all primary variables are appropriate for using this technique. The damage law can be applied to the whole workpiece, but that resulted in discontinuous chips [65], which was not the requirement for the current research work, as shown in Figure 15b.



In the case of the SPH model, the damage law was applied on the whole workpiece, which resulted in non-physical simulation results in some cases, such as chip shape, as shown in Figure 16. The results obtained for other primary variables except the chip shape are satisfactory. If the damage parameters are not specified in the SPH model, it results in discontinuous chips [22], which is not the requirement in the present case.





4. Conclusions


The cutting force results obtained through the LAG model are closer to the experimental results at a low feed rate, i.e., at 0.1 mm/rev. As the feed rate increases and the cutting forces’ approximation gets away from the experimental results, the maximum error percentage in the simulated cutting forces generated by the LAG model for all feed rates is 18.4%. The SPH model approximations regarding the cutting forces have the same behavior at all feed rates, which can be attributed to the quality of the SPH to handle large deformations easily. The maximum error percentage in the simulated cutting forces generated by the SPH model for all feed rates is 20.3%. The SPH model predictions about the shear angle are closer to the experimental results at all feed rates than the LAG model predictions. The chip thickness values are closely approximated to the experimental values by the SPH model at all feed rates, compared with the LAG model. Due to the natural movement of the particles in the SPH model during machining, the particles are not bound to each other during the deformation process, and they approximate the chip thickness in a better way. The chip shape is approximated well by the LAG model, compared with the SPH model. The chip shape produced by the LAG model is in close agreement with the experimental result. The downfall of the SPH model in producing an approximate chip shape to that of the experimental shape is attributed to tensile instability phenomena.
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Figure 1. Primary and secondary deformation zones (sticking and sliding region). 
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Figure 2. Workpiece and cutting tool dimensions. 






Figure 2. Workpiece and cutting tool dimensions.



[image: Lubricants 10 00310 g002]







[image: Lubricants 10 00310 g003 550] 





Figure 3. Workpiece mesh. 
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Figure 4. SPH particles visualization. 
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Figure 5. Mesh independence for LAG and SPH model. 
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Figure 6. Displacement boundary conditions were applied to the cutting system. 






Figure 6. Displacement boundary conditions were applied to the cutting system.



[image: Lubricants 10 00310 g006]







[image: Lubricants 10 00310 g007 550] 





Figure 7. Comparison of experimental cutting force values for Al6061-T6 with the simulated cutting force values of LAG model and SPH model at f = 0.1 mm/rev and v = 250, 500, 750, 1000 m/min. 
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Figure 8. Comparison of experimental cutting force values for Al6061-T6 with the simulated cutting force values of LAG model and SPH model at f = 0.3 mm/rev and v = 250, 500, 750, 1000 m/min. 
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Figure 9. Comparison of experimental cutting force values for Al6061-T6 with the simulated cutting force values of LAG model and SPH model at f = 0.3 mm/rev and v = 250, 500, 750, 1000 m/min. 
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Figure 10. Comparison of experimental average shear angle values with the simulated shear angle values of the LAG and SPH models. 
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Figure 11. Comparison of experimental average chip thickness values with the simulated chip thickness values of the LAG and SPH models. 
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Figure 12. (a) Chip thickness comparison at v = 250 m/min and f = 0.1 mm/rev. (b) Chip thickness comparison at v = 2000 m/min and f = 0.4 mm/rev. 
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Figure 13. Comparison of chip shapes (a) v = 1000 m/min and f = 0.1 mm/rev; (b) v = 1000 m/min and f = 0.2 mm/rev; (c) v = 1000 m/min and f = 0.3 mm/rev. 
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Figure 14. Tensile instability effect in SPH machining. (a) Tensile instability effect at v = 500 m/min. (b) No tensile instability effect at v = 1000 m/min. 
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Figure 15. (a) Johnson–Cook damage law applied on sacrificial layer in LAG model. (b) Johnson–Cook damage law applied on whole workpiece in LAG model. 
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Figure 16. Johnson–Cook damage parameters applied to the entire workpiece. 
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Table 1. Johnson–Cook material model parameters and physical properties of workpiece Al-6061 [26,42].
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Physical Properties of Al6061-T6 (Workpiece Material)






	
Density

	
27,000 kg/m3 = 2.7 × 10−9 T/mm3




	
Young’s modulus

	
68.9 GPa = 68,900 MPa




	
Poisson ratio

	
0.33




	
Transition temperature

	
20 °C




	
Thermal conductivity

	
61–148 W/m·K = 61–148 mW/mm·K




	
Thermal expansion coefficient

	
2.34 × 10−5/°C




	
Specific heat

	
1765 × 106–900 × 106 J/kg·K = 175 × 106–900 × 106 mJ/T·C




	
Inelastic heat fraction

	
0.9




	
Tmelt

	
650 °C




	
A

	
324 MPa




	
B

	
114 MPa




	
n

	
0.42




	
C

	
0.002




	
m

	
1.34




	
         ε  ∘   ¯   •    

	
1 s−1
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Table 2. Johnson–Cook damage model parameters [44,45].
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Damage Model Parameters






	
Initial Failure Strain, D1

	
−0.77




	
Exponential Factor, D2

	
1.45




	
Triaxiality Factor, D3

	
−0.47




	
Strain Rate Factor, D4

	
0.0




	
Temperature Factor, D5

	
1.60
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Table 3. Comparison of experimental average shear angle values with the simulated average shear angle values of the LAG model and SPH model.
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	Sr. No.
	Speed

(m/min)
	Feed Rate

(mm/rev)
	Avg. Shear

Angle, Deg
	Shear Angle, Deg

LAG Model, (Sim.)
	Error %
	Shear Angle, Deg

SPH Model, (Sim.)
	Error %





	1
	250
	0.1
	19.3
	26.0
	34.7
	23.9
	23.8



	2
	500
	0.1
	22.2
	26.4
	18.1
	25.2
	13.5



	3
	750
	0.1
	24.9
	27.0
	8.4
	26.0
	4.4



	4
	1000
	0.1
	26.4
	29.0
	9.8
	27.0
	2.3



	5
	250
	0.2
	26.5
	28.0
	5.7
	26.0
	1.8



	6
	500
	0.2
	28.9
	31.8
	12.8
	29.5
	1.4



	7
	750
	0.2
	29.9
	32.0
	10.0
	30.3
	4.8



	8
	1000
	0.2
	30.8
	33.0
	7.1
	34.0
	10.4



	9
	250
	0.3
	29.9
	28.8
	3.7
	29.0
	3.0



	10
	500
	0.3
	31.1
	31.2
	0.3
	31.8
	2.3



	11
	750
	0.3
	31.9
	32.0
	0.3
	32.8
	2.8



	12
	1000
	0.3
	32.9
	32.5
	1.2
	33.5
	1.8
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Table 4. Comparison of experimental average chip thickness with the simulated average chip thickness of the LAG model and SPH model.
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	Sr. No.
	Speed

(m/min)
	Feed Rate

(mm/rev)
	Avg. Chip

Thickness, µm
	Chip Thickness, µM

LAG Model, (Sim.)
	Error %
	Chip Thickness, µm

SPH Model, (Sim.)
	Error %





	1
	250
	0.1
	285
	250
	12.4
	245
	14.1



	2
	500
	0.1
	245
	163
	33.6
	230
	6.4



	3
	750
	0.1
	216
	157
	27.5
	208
	3.9



	4
	1000
	0.1
	201
	155
	23.1
	189
	6.2



	5
	250
	0.2
	401
	451
	12.4
	370
	7.8



	6
	500
	0.2
	363
	407
	12
	365
	0.5



	7
	750
	0.2
	348
	360
	3.3
	329
	5.6



	8
	1000
	0.2
	335
	318
	5.2
	305
	9



	9
	250
	0.3
	521
	550
	5.5
	550
	5.5



	10
	500
	0.3
	498
	500
	0.3
	495
	0.7



	11
	750
	0.3
	482
	485
	0.6
	483
	0.1



	12
	1000
	0.3
	463
	465
	0.3
	475
	2.5
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