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Abstract: The number of people suffering from diabetes in Taiwan has continued to rise in recent
years. According to the statistics of the International Diabetes Federation, about 537 million people
worldwide (10.5% of the global population) suffer from diabetes, and it is estimated that 643 million
people will develop the condition (11.3% of the total population) by 2030. If this trend continues, the
number will jump to 783 million (12.2%) by 2045. At present, the number of people with diabetes
in Taiwan has reached 2.18 million, with an average of one in ten people suffering from the disease.
In addition, according to the Bureau of National Health Insurance in Taiwan, the prevalence rate of
diabetes among adults in Taiwan has reached 5% and is increasing each year. Diabetes can cause
acute and chronic complications that can be fatal. Meanwhile, chronic complications can result in
a variety of disabilities or organ decline. If holistic treatments and preventions are not provided to
diabetic patients, it will lead to the consumption of more medical resources and a rapid decline in
the quality of life of society as a whole. In this study, based on the outpatient examination data of a
Taipei Municipal medical center, 15,000 women aged between 20 and 80 were selected as the subjects.
These women were patients who had gone to the medical center during 2018-2020 and 2021-2022
with or without the diagnosis of diabetes. This study investigated eight different characteristics of
the subjects, including the number of pregnancies, plasma glucose level, diastolic blood pressure,
sebum thickness, insulin level, body mass index, diabetes pedigree function, and age. After sorting
out the complete data of the patients, this study used Microsoft Machine Learning Studio to train
the models of various kinds of neural networks, and the prediction results were used to compare
the predictive ability of the various parameters for diabetes. Finally, this study found that after
comparing the models using two-class logistic regression as well as the two-class neural network,
two-class decision jungle, or two-class boosted decision tree for prediction, the best model was the
two-class boosted decision tree, as its area under the curve could reach a score of 0.991, which was
better than other models.

Keywords: artificial neural network; supervised learning; confusion matrix; receiver operator characteristic;
area under the curve; machine learning; recall; F1 score; deep learning

1. Introduction

Diabetes has become a serious chronic disease in Taiwan in recent years due to changes
in demographic structures, westernized diets, and lifestyle changes. As per the International
Diabetes Federation (IDF), 6.7 million people worldwide die of diabetes or its complications
every year. One person dies of diabetes every five seconds, and the number is continuing
to increase [1]. According to the data from Taiwan’s Bureau of National Health Insurance,
the prevalence rate of diabetes among adults in Taiwan has reached 5% and is increasing
year by year.

The typical symptoms of diabetes are excessive thirst, polyuria, and unexplained
weight loss [2]. However, most diabetic patients have no symptoms in the early stage of
diabetes. During this period, the diagnosis of diabetes can only rely on blood sampling and

J. Pers. Med. 2023, 13, 406. https://doi.org/10.3390/jpm13030406

https:/ /www.mdpi.com/journal /jpm


https://doi.org/10.3390/jpm13030406
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/jpm
https://www.mdpi.com
https://orcid.org/0000-0002-5368-9361
https://orcid.org/0000-0002-1471-9695
https://doi.org/10.3390/jpm13030406
https://www.mdpi.com/journal/jpm
https://www.mdpi.com/article/10.3390/jpm13030406?type=check_update&version=2

J. Pers. Med. 2023, 13, 406

20f18

follow-up examinations, and there are no other methods to diagnose diabetes according
to clinical symptoms [3]. However, such asymptomatic hyperglycemia can cause chronic
complications of diabetes, such as eye disease [4], kidney disease, autonomic neuropathy;,
heart disease, and vascular disease [5]. The regulation of the heart rhythm by the autonomic
nerve is a risk factor for cardiovascular events, and is also associated with an increasing risk
of total mortality, especially for diabetic patients. The regulation of autonomic nerves to
the heart can be detected by means of external stimuli, mechanical manipulation, and drug
methods. Heart rate variability (HRV) is the best tool for diagnosing autonomic neuropathy
in diabetic patients. In the past, the diagnosis of autonomic nervous system disorders could
not be controlled correctly in medical science. Mostly the diagnosis relied on the doctors’
judgment and evaluation scales, but such scales lack scientific data. At present, diagnosis
can be achieved through technological instrument detection, such as heart rate variance
(HRV), galvanic skin response (GSR), exhaled carbon dioxide concentration (CO,) during
breathing, measuring different posture blood pressures, and so on [6]. Physicians can judge
from the results whether the tester’s autonomic nerves are balanced or if their autonomic
nerves are in a hypersympathetic state. Doctors can treat the latter with a combination
of symptomatic drugs and psychological treatment. The American Diabetes Medical
Association recommends that for patients who are obese, older, have a strong family history
of diabetes, or have metabolic syndrome-related factors (such as high triglyceride, low
high-density cholesterol, poor plasma glucose tolerance, or high fasting plasma glucose),
clinicians should check their fasting plasma glucose to screen for diabetes, so as to improve
the diagnosis rate. But even so, the treatment is often delayed for more than half of the
people with diabetes because the patients have no symptoms [7].

Therefore, this study used easily obtained information from a hospital’s information
system to establish a prediction model for diabetes, and used neural networks to train
the model and test the effectiveness of the model. The resulting comparison of various
parameters with the predicting results obtained the occurrence of diabetes.

With the right model, doctors should be able accurately diagnose diabetes in future
patients, even if they asymptomatic, using eight characteristics: the number of pregnancies,
plasma glucose level, diastolic blood pressure, sebum thickness, insulin level, body mass
index, diabetes pedigree function, and age [8].

2. Literature Review

Diabetes is a collective term for a group of symptoms related to hyperglycemia. It is a
chronic metabolic disorder in which patients may have problems with insufficient insulin
secretion, insulin resistance, or both. The main clinical symptoms of diabetes are polyuria,
thirst, hunger, fatigue, blurred vision, weight loss, and difficulty in wound healing. The
American Diabetes Association classifies diabetes into two types. Type I diabetes, formerly
known as insulin dependent diabetes mellitus (IDDM), often occurs in childhood, mainly
because islet cells are damaged by immune responses. It may be due to the patient’s
heredity, living environment, or a viral infection that triggers an autoimmune response
that damages the beta cells [9] in the pancreas so that the patient’s body cannot produce
enough insulin [10]. Type II diabetes, formerly known as noninsulin dependent diabetes
mellitus (NIDDM), is commonly seen in adults and generally occurs when people are
about 40 years old. Patients with NIDDM usually have insufficient insulin secretion and
insulin resistance concurrently. The cause of Type II diabetes is multifactorial [11,12]. It is
generally considered to be related to heredity, obesity, and lack of exercise. Other special
types of diabetes include diabetes caused by genetic defects, diabetes caused by pancreatic
exocrine destruction, and diabetes caused by drugs or chemicals. Gestational diabetes
mellitus (GDM) refers to insulin resistance that is caused by hormonal or metabolic changes
during pregnancy [13] (for example, the increase of blood sugar caused by the insufficient
compensatory secretion of insulin [14]. This means that diabetes is a disease in which
the body does not use blood sugar (glucose) well. Digestion results in food turning it
into sugar, which is then turned into energy, and our body produces insulin (a hormone
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secreted by the pancreas) that diverts excess blood sugar for use by the body’s cells. If you
do not get enough insulin, your body can not use the excess sugar, resulting in high blood
sugar levels.

The relationship between diabetes and pregnancy is divided into two types: pregesta-
tional diabetes and gestational diabetes (GDM). Pregestational diabetes refers to diabetes
before pregnancy, which can be divided into insulin-dependent diabetes mellitus (IDDM)
(type I) and noninsulin-dependent diabetes mellitus (NIDDM) (type II). For diabetic women,
it is best to receive a prenatal consultation before pregnancy, and strictly control blood
sugar before pregnancy to ensure that the mother’s body reaches an ideal environment for
pregnancy, to reduce the rate of miscarriage. Fetal congenital malformations and mergers
symptoms occurs after pregnancy. Insulin injections should be continued or switched to
control blood sugar, and oral hypoglycemic drugs should be stopped. Gestational diabetes
is diabetes that develops after pregnancy. Such patients account for the majority of pregnant
mothers with diabetes. During pregnancy, the metabolism of hormones or carbohydrates
will change. As the number of weeks of pregnancy increases, the secretion concentration
of hormones, such as human placental prolactin (HPL), estrogen, and progesterone, will
increase also, as will the cells’ resistance to insulin increases, resulting in insulin resistance.
Thus, the insufficient secretion of insulin during pregnancy tends to lead to diabetes.

Risk factors for gestational diabetes include obesity, a history of diabetes in the family,
and a history of poor blood glucose tolerance with a previous birth weight of more than
4000 g, previous fetal defects, a history of stillbirths or multiple miscarriages, maternal age
(>35 years), and polycystic ovary syndrome. The diagnosis of gestational diabetes usually
occurs around 24 to 28 weeks of gestation. The blood sugar level is drawn for screening
one hour after drinking water containing 50 g of glucose. If the blood sugar value is greater
than 140 mg/dl, a further 3-h oral glucose tolerance test is required to confirm the diagnosis.
The 3-h oral glucose tolerance test requires fasting for 8 h and then testing the blood sugar
level, followed by consuming a drink containing 100 g of glucose water, with further blood
tests one, two, and three hours later. If two or more of the four blood glucose values exceed
the standard value, it is defined as gestational diabetes.

The effects of diabetes on the fetus include: oversized baby, stillbirth, neonatal hypo-
glycemia, metabolic problems in the newborn, fetal defects, and others. An oversized baby
refers to a baby whose birth weight exceeds 4000 g, and the probability of caesarean section
and shoulder dystocia will increase due to increasing fetal weight. Since a large amount
of sugar enters the fetus through the umbilical cord, the pancreas of the fetus will secrete
a relatively large amount of insulin. Insulin itself is a good growth-stimulating hormone,
which will cause the tissue of the fetus to proliferate and form an overweight baby.

Stillbirth can occur when maternal hyperglycemia persists, leading to placental vascu-
lar damage that reduces the supply of oxygen and nutrients to the infant. This reduction
in oxygen can lead to physical injury or death of the baby, including stillbirth. This is less
common in gestational diabetes and more common in pregestational diabetes, and as such
pre-pregnancy diabetic mothers should pay close attention to the fetal condition at the end
of pregnancy.

Neonatal hypoglycemia occurs when the baby’s pancreas secretes large amounts of
insulin in response to the mother’s high blood sugar, but after the baby is born, the mother
no longer supplies blood sugar. A lot of insulin can make the baby’s blood sugar too
low (hypoglycemia; blood sugar < 40 mg/dL). At this time, the baby may be confused,
emotionally tense, and even they have difficulty breathing or cramps.

Hyperglycemia and insulin imbalances often cause other metabolic problems and
complications, such as jaundice and calcium or magnesium ion imbalances. The chance
of a baby being born with diabetes is very low, especially if the mother has gestational
diabetes. However, if the mother has type II diabetes before becoming pregnant, the risk of
the baby having diabetes in adulthood will increase due to heredity. If the mother is type I
diabetic, the child has a greater risk of having type I diabetes at birth.
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Fetal defects occur in 2-3% of the general population. The risk of major defects
for babies born to mothers with gestational diabetes is the same as that of the general
population. But in the case of mothers with pregestational diabetes in the same group, the
risk increases by about three to four times, especially if the pregnant woman has high blood
sugar in the early pregnancy, as early pregnancy is an important period for the baby’s organ
development and formation. The risk is directly related to blood sugar control. The most
common fetal defects are in brain, spinal cord, and heart. Most fetal defects can be found in
ultrasound examinations. In addition, the risk of chromosomal problems, such as Down
syndrome, is not related to the presence or absence of diabetes. The key to reducing the
risk of fetal defects is controlling blood sugar before pregnancy. Newborns born to diabetic
mothers who may also have renal vein thrombosis, myocardial dysfunction, asymmetric
hypertrophic cardiomyopathy, polycythemia, and left small colon syndrome, should be
checked according to the clinical manifestations.

The effects of diabetes on the mother include: eye problems, kidney disease, high
blood pressure, diabetic ketoacidosis, premature birth, infections, and cesarean delivery.
Women with high blood pressure have a higher chance of developing gestational diabetes
during pregnancy, and thus an increased chance of developing an overweight baby. The
relative chance of a cesarean section also increases.

Mothers with pregestational diabetes who have poor blood sugar control may have
significant vascular complications (especially eye and kidney problems). If diabetes has
already caused damage to the small blood vessels in the eye, the damage can worsen
during pregnancy, especially when blood sugar control is poor. This is extremely important.
Women with diabetes are advised to see an ophthalmologist as soon as possible before
pregnancy. Many retinal lesions are reversible and do not require treatment after pregnancy,
but some may require close monitoring and laser therapy to avoid further damage during
pregnancy. In rare cases, retinopathy worsens during pregnancy, such as active proliferative
retinopathy. For such women, a cesarean delivery may be better than a vaginal delivery
because the strain on the stomach can injure the tiny blood vessels in the eyes. The function
of the kidney is to maintain and reabsorb good nutrients and excrete waste. If diabetes
damages the kidney, it will cause loss of function, such as loss of urine protein. Having
kidney disease greatly increases the risk of high blood pressure during pregnancy. Most
kidney damage during pregnancy is a reversible change, but if the kidney is damaged
too much, it may become irreversible and require dialysis. Therefore, monitoring of renal
function should be carried out as early as possible, and renal function should be evaluated
regularly during pregnancy if necessary.

High blood pressure caused by diabetes may worsen after pregnancy. Additionally,
up to 50% of women with diabetes and high blood pressure may develop preeclampsia
(high blood pressure, swelling (especially of the hands and face), protein in the urine).

Diabetic ketoacidosis only occurs in patients with type I diabetes, when the sugar in
the blood is high and cannot be used by the cells. The body starts to use fat as energy, and
the product of fat burning is called keto acid. If there is too much blood, a life-threatening
situation called ketoacidosis may arise. Symptoms of ketoacidosis include high blood sugar,
nausea, vomiting, abdominal pain, and keto acid in urine.

Premature birth can occur in a diabetes pregnancy that has been complicated by
polyhydramnios, which may cause high blood sugar and cause the baby to urinate more
frequently. Polyhydramnios may cause uterine contractions. In addition, infections, es-
pecially in the genitourinary tract (e.g., fungal infection), may also increase the risk of
premature birth.

Cesarean sections are often used in the cases of overweight babies, or when the mother
suffers complications that could lead to premature birth or high blood pressure [15].

A neural network is a computing system, including software and hardware, which
uses a large number of simple connected artificial neurons to simulate the capabilities of
biological neural networks. Artificial neurons are simple simulations of biological neurons
that obtain information from the external environment or other artificial neurons, perform
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simple operations, and output the results to the external environment or other artificial
neurons. An artificial neural network uses several microprocessors to represent neurons
in the human brain, combines them into a neural network structure, and then selects
an algorithm using mathematics and places it into the neural network. Training must
be conducted in order to ensure the neural network works correctly, so that the neural
network can learn repeatedly until each input properly corresponds to the required output.
Therefore, before learning the neural network, a training pattern for the neural network
must be established to have a reference in the learning process. The establishment of the
training pattern comes from the input and output of the actual system or from previous
experience. Generally, the indicators commonly used to summarize the information of
the ROC curve are the area under the ROC curve and part of the area under the ROC
curve. The area under the ROC curve is the global average sensitivity of the specificity,
and part of the area under the ROC curve is the average sensitivity limited to the clinically
meaningful range. It is an important task of diagnostic testing to compare the accuracy of
new diagnostic tools with current standard diagnostic tools.

A confusion matrix, also known as an error matrix, is a standard format for expressing
the evaluation of accuracy. It is represented by the matrix with n rows and n columns.
Specific evaluation indexes are used for the overall accuracy, mapping accuracy, and
user accuracy. These accuracy indexes reflect the accuracy of image classification from
different aspects. In artificial intelligence, a confusion matrix is a visualization tool used
for supervised learning, and it is generally called a matching matrix in unsupervised
learning. For image accuracy evaluation, a confusion matrix is mainly used to compare
the classification results with the actual measured values and then display the accuracy
of the classification results in a confusion matrix. The confusion matrix is calculated by
comparing the position and classification of each measured pixel with the corresponding
position and classification in the classified image [16].

Hassan et al. [17] used 8 different features [18,19] and tested decision trees, k-NN,
AdaBoost, Random Forest, Naive Bayes and XGBoost. The combination with the best
results was AdaBoost and XGBoost. The area under the curve (AUC) score was 0.95.

3. Steps and Methods
3.1. Research Subjects

In this study, the outpatient examination data of a Taipei Municipal medical center
was taken as the patient population and 15,000 women aged between 20 and 80 were
selected as the samples. These women were patients who had gone to the hospital between
2018 and 2020 and between 2021 and 2022 and may or may not have been diagnosed with
diabetes. The patients had eight characteristics that were considered for this study: number
of pregnancies, plasma glucose level, diastolic blood pressure, sebum thickness, insulin
level, BMI, diabetes pedigree function, and age.

3.2. Data Preprocessing

In this study, the collected data from tests on the patients in the past two years were
used as predictors of the models. The data used in this study are explained below.

The input variables consisted of continuous data, including the number of pregnancies,
plasma glucose level, diastolic blood pressure, sebum thickness, insulin level, BMI, diabetes
pedigree function, and age.

The output variables consisted of categorical data. The values indicated whether
diabetes was diagnosed after two years, with 1 indicating diabetic and 0 indicating non-
diabetic. The original data of this study (https://drive.google.com/file/d/1eAplOYO-
k7ZYHj4uHAY1tEr8VTeaxS6u/view?usp=sharing, accessed on 21 September 2022) are
shown in Figure 1.
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PatientID Pregnanc: PlasmaGl Diastolicl TricepsTt SerumIns BMI DiabetesE Age Diabetic
1354778 0 171 80 34 23 43.5097 1.21319 21 0
1147438 8 92 93 47 36 21.2406 0.15836 23 0
1640031 7 115 47 52 35 41.5115 0.07902 23 0
1883350 9 103 78 25 304 29.5822 1.28287 43 1
1424119 1 85 59 27 35 42.6045 0.54954 22 0
1619297 0 82 92 9 253 19.7242 0.10342 26 0
1660149 0 133 47 19 227 21.9414 0.17416 21 0
1458769 0 67 87 43 36 18.2777 0.23616 26 0
1201647 8 80 95 33 24 26.6249 0.44395 53 1
1403912 1 72 31 40 42 36.8896 0.10394 26 0
1943830 1 88 86 11 58 43.225 0.23028 22 0
1824483 3 94 96 31 36 21.2945 0.25902 23 0
1848869 5 114 101 43 70 36.4953 0.07919 38 1
1669231 7 110 82 16 44 36.0893 0.28128 25 0
1683688 0 148 58 11 179 39.1921 0.16083 45 0
1738587 3 109 77 46 61 19.8473 0.20435 21 1
1884264 3 106 64 25 51 29.0446 0.58919 42 1
1485251 1 156 53 15 226 29.7862 0.20382 41 1
1536832 8 117 39 32 164 21.231 0.08936 25 0
1438701 3 102 100 25 289 42.1857 0.17559 43 1
1359971 0 92 84 8 324 21.8663 0.25833 33 0
1631185 0 118 95 7 276 42.5009 0.08356 24 0
1061812 1 82 55 18 165 36.6282 0.17162 23 0
1218879 1 124 82 42 266 34.9858 0.08334 25 0
1940297 2 44 81 46 146 34.5341 0.6935 55 1
1710438 9 104 68 42 40 51.8554 0.18294 21 1
1139740 6 135 91 31 14 45.2741 0.70716 21 1
1398321 3 163 87 42 428 18.5712 0.77702 25 0
1975790 0 119 50 52 16 45.3911 0.27057 22 0
1721341 0 70 64 9 16 20.9852 0.13739 33 0
Figure 1. Original study data.
3.3. Data Analysis and Classification
The data were imported for feature analysis, as shown in Figure 2. Then, the distribu-
tion of diabetes was checked, as shown in Figure 3. Visualization tools were adopted to
view the data distribution of each field when a patient was confirmed to have diabetes as
well as the correlation between diabetes and all variables, as shown in Figure 4.
PatientID Pregnancies PlasmaGlucose DiastolicBloodPressure TricepsThickness SerumInsulin BMI DiabetesPedigree Age Diabetic
0 1354778 0 171 80 34 23 43.509726 1.213191 21 0
1 1147438 8 92 93 47 36 21.240576 0.158365 23 0
2 1640031 7 115 47 52 35 41.511523 0.079019 23 0
3 1883350 9 103 78 25 304 29.582192 1.282870 43 1
4 1424119 1 85 59 27 35 42.604536 0.549542 22 0
14995 1490300 10 65 60 46 177 33.512468 0.148327 41 1
14996 1744410 2 73 66 27 168 30.132636 0.862252 38 1
14997 1742742 0 93 89 43 57 18.690683 0.427049 24 0
14998 1099353 0 132 98 18 161 19.791645 0.302257 23 0
14999 1386396 & 114 65 47 512 36.215437 0.147363 34 1

Figure 2. Data import for feature analysis.
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Figure 3. Diabetic/non-diabetic distribution.

3.4. Model Evaluation Metrics

The following metrics were used to evaluate the proposed model [20-22].
When making predictions on events, there will be four types of results:

True Positives (TP): someone with diabetes and was predicted to have diabetes.
False Positives (FP): someone without diabetes was predicted to have diabetes.
False Negatives (FN): someone with diabetes was not predicted to have diabetes.
True Negatives (TN): someone without diabetes was not predicted to have diabetes.

Among the above four types, FP is also known as a Type I error, or « error. On the
contrary, FN is also known as a Type Il error, or {3 error. In terms of hypothesis testing,
when HO is false, H1 is predicted to be false.

Accuracy refers to the percentage of correct predictions made by the classifier when
compared to the actual value of the label in the testing phase. It also represents the ratio of
the number of correct assessments to the number of all assessments. The accuracy can be
calculated using the following Equation (1) [23]:

(TN + TP)
(TN + TP + FN + FP)

)

Accuracy =
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Precision is a significant measure for determining exactness. It states what percentage
of instances the classifier labels as positive with respect to the total predictive positive
instances, as shown in Equation (2):

Precision — True Positive o)
~ (True Positive + False Positive)

Recall indicates what proportion of events that actually was of a certain class was
classified by us as that class. It is the division of the true positives to all positives, as shown
in Equation (3) [24]:

True Positive

Recall =
et (True Positive + False Negative) ®)

For classification problems that have a skewed distribution, accuracy by itself is not
an appropriate metric. Instead, precision and recall are much more representative.

These two metrics of precision and recall can be combined to get the F1 score, which is
the weighted average (harmonic mean) of the precision and recall scores. The score ranges
from 0 to 1, with 1 being the best possible F1 score (the harmonic mean is employed when
dealing with ratios), as shown in Equation (4):

F1= 2 (4)

1 1
( Precision ) + ( Recall )

The receiver operator characteristic (ROC) compares the change between the true
positive rate (TPR) and the false positive rate (FPR) under various decision thresholds.

The size of the area under the curve (AUC) can be regarded as the performance of the
model and is often used to compare the performance of multiple models.

Therefore, the TPR and FPR can be calculated under various thresholds as sample points.

If AUC =1, it means that the model is perfect.

If AUC > 0.5, it means that the classification effects of the model is better than random
guessing, and the model has predictive value.

If AUC = 0.5, it means that the classification effects of the model is the same as random
guessing, and the model has no predictive value.

If AUC < 0.5, it means that the classification effects of the model is worse than
random guessing. However, if reverse prediction is performed, it will be better than
random guessing.

When all sample points are connected to form a line, this is called the ROC curve.
The closer this line is to the top, the higher the TPR, that is, the higher the ratio of correct
judgment. In other words, the larger the area covered under the ROC curve (AUC), the
better the performance [25], as shown in Figure 5.

3.5. Machine Learning Model

In this study flow chart, as shown in Figure 6, 150,000 pieces of data were divided into
training data and test data, of which 80% were used as training data and 20% as test data [26].
Four different models (two-class logistic regression, two-class neural network, two-class
decision jungle, and two-class boosted decision tree) were used to make predictions [27-30],
as shown in Figure 7, after which cross-validation and comparisons were made [31,32], as
shown in Figure 8. Finally, the true positive, false positive, false negative, true negative,
accuracy, precision, recall, F1 score, and AUC results were obtained [33,34].
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Figure 7. Predictions made by the four different models.
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Figure 8. Cross-validation and comparison of the four different models.

4. Results and Discussion

Through the above data input and feature classification, this study showed that the
subjects were prone to developing diabetes (especially during pregnancy) due to low
insulin absorption, high cholesterol levels, or elevated blood pressure [35,36]. After model
training, storing of the result models, and model testing were completed, cross-validation
and comparison were carried out. The verification results of the metrics used for evaluation
of the model, including the true positive, false positive, false negative, true negative,
accuracy, precision, recall, F1 score, and AUC values, were obtained in this study, as shown
in Figure 9. A summary of the verification results is shown in Table 1.
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Figure 9. Verification results.

Table 1. Verification results.

Metrics for Evaluation of the Model

True False False True ‘o

Model Positive Positive Negative Negative Accuracy Precision Recall F1 Score AUC
Two-Class

Logistic Regression 620 229 365 1786 0.802 0.73 0.629 0.676 0.87
Two-Class

Neural Network 877 169 108 1846 0.908 0.838 0.89 0.864 0.966

Two-Class 873 95 112 1920 0.931 0.902 0.886 0.894 0.976

Decision Jungle
Two-Class Boosted 917 72 68 1943 0.953 0.927 0.931 0.929 0.991

Decision Tree




J. Pers. Med. 2023, 13, 406 16 of 18

To verify the values shown in Table 1, and to thus check the validity of the models, the
values were substituted into the aforementioned Formulas (1)-(4) to obtain the following
values, which show that the verification is correct.

Accuracy — (TN +TP) B (1786 + 620) 0802
YT (IN+TP+EN+FP)  (1786+ 620 +365+229)
True Positive 620
Precision = = = 0.730
reciston (True Positive + False Positive) (620 + 229)
True Positive 620
Recall = — — = = 0.629
ect (True Positive + False Negative) (620 + 365)

Fl = 2 = 2 = 0.676

1 1 1 1
( Precision ) + ( Recall ) (70.730 ) + ( 0629 )

5. Conclusions

Diabetes is one of the most serious chronic diseases today, and early diagnosis can
greatly improve patients’ chances of managing it. The latest developments in machine
intelligence can be used to improve the understanding of the factors that lead to the
onset of diabetes. This study used eight different characteristics (number of pregnancies,
plasma glucose level, diastolic blood pressure, sebum thickness, insulin level, BMI, diabetes
pedigree function, and age) for data preprocessing. After training, testing, cross-validation,
and comparison, this study obtained the data for the model performance analysis.

The results showed that all models achieved good results; however, the best models
were the two-class decision jungle and two-class boosted decision tree. The area under the
curve (AUC) was selected as the performance indicator and AUC scores of 0.976 and 0.991
were achieved, which was better than expected based on the literature Hasan et al [27].

These results provided an improvement to the existing prediction methods for diabetes.
It is worthwhile to explore these models using unsupervised machine learning and deep
learning techniques in future research [37].
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