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1. Functions 
Inverse Function 
The inverse function 𝑓−1 of a function 𝑓 (also called the inverse of 𝑓) is a function that undoes the 

operation of 𝑓. Therefore: 

𝑓−1(𝑓(𝑥)) = 𝑥 

and 

𝑓(𝑓−1(𝑦)) = 𝑦 

 

Natural Logarithm 

l n(𝑥) = ∫
1

𝑡
𝑑𝑡

𝑥

1
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Error Function 

𝑒𝑟𝑓(𝑥) =
2

√𝜋
∫ 𝑒−𝑡2

𝑑𝑡
𝑥

0

 

Complementary Error Function 
𝑒𝑟𝑓𝑐(𝑥) = 1 − 𝑒𝑟𝑓(𝑥) 

Gamma Function 

𝛤(𝑧) = ∫ 𝑡𝑧−1𝑒−𝑡𝑑𝑡
∞

0

 

for all complex numbers z, except the non-positive integers. 

Incomplete Gamma Function 

𝛾(𝑧, 𝑥) = ∫ 𝑡𝑧−1𝑒−𝑡𝑑𝑡
∞

𝑥

 

Regularized Incomplete Gamma Function 

𝑄(𝑧, 𝑥) =
𝛾(𝑧, 𝑥)

𝛤(𝑧)
 

Generalized Incomplete Gamma Function 

𝛾(𝑧, 𝑥0, 𝑥1) = ∫ 𝑡𝑧−1𝑒−𝑡𝑑𝑡
𝑥1

𝑥0

 

Regularized Generalized Incomplete Gamma Function 

𝑄(𝑧, 𝑥0, 𝑥1) =
𝛾(𝑧, 𝑥0, 𝑥1)

𝛤(𝑧)
 

Probability Density Function 

Univariate 
The probability density function (PDF) is a statistical function that describes the likelihood of a 

continuous random variable taking on a particular value.  

For a continuous random variable 𝑋, the PDF, denoted by 𝑓(𝑥), is defined as: 

𝑓(𝑥) = lim
𝛥𝑥→0

𝑃(𝑥 ≤ 𝑋 < 𝑥 + 𝛥𝑥)

𝛥𝑥
 

where 𝑃(𝑥 ≤ 𝑋 < 𝑥 + 𝛥𝑥) is the probability that the random variable 𝑋 falls within the interval 

[𝑥, 𝑥 + 𝛥𝑥) 

Bivariate 
The bivariate PDF is a statistical measure that describes the likelihood of two continuous random 

variables X and Y, taking on values x and y. It is denoted as 𝑓𝑋,𝑌(𝑥, 𝑦) and defined as:  

𝑓𝑋,𝑌(𝑥, 𝑦)  = lim
𝛥𝑥,𝛥𝑦→0

𝑃(𝑥 ≤ 𝑋 < 𝑥 + 𝛥𝑥, 𝑦 ≤ 𝑌 < 𝑦 + 𝛥𝑦)

𝛥𝑥𝛥𝑦
 



where 𝑃(𝑥 ≤ 𝑋 < 𝑥 + 𝛥𝑥, 𝑦 ≤ 𝑌 < 𝑦 + 𝛥𝑦) is the probability that the random variables X and Y fall 

within the intervals [𝑥, 𝑥 + 𝛥𝑥) and  [𝑦, 𝑦 + 𝛥𝑦) respectively. 

Cumulative Distribution Function  

Univariate 
The univariate cumulative distribution function (CDF) is closely related to the PDF and provides the 

cumulative probability for a random variable up to a specific value. 

For a random variable 𝑋, the CDF, denoted by 𝐹(𝑥), is defined as: 

𝐹(𝑥) = 𝑃(𝑋 ≤ 𝑥) = ∫ 𝑓(𝑡)𝑑𝑡
𝑥

−∞

 

where 𝑓(𝑥) is the PDF of the random variable. 

The CDF is the integral of the PDF, and conversely, the PDF is the derivative of the CDF (when it exists):  

𝑓(𝑥) =
𝑑𝐹(𝑥)

𝑑𝑥
 

Bivariate 
The bivariate CDF is a function that describes the probability that the random variables X and Y 
simultaneously take on values less than or equal to x and y, respectively. It is denoted as 𝐹𝑋,𝑌(𝑥, 𝑦) and 

defined as:  

𝐹𝑋,𝑌(𝑥, 𝑦) = ∫ ∫ 𝑓𝑋,𝑌(𝑢, 𝑣) 𝑑𝑢
𝑦

−∞

𝑥

−∞

𝑑𝑣 

where 𝑓𝑋,𝑌(𝑥, 𝑦) is the PDF of the random variables. 

Skewness 
Skewness is a statistical measure that describes the asymmetry of a probability distribution about its 

mean. It quantifies the extent and direction of skew (departure from horizontal symmetry) in the data. 

𝑠𝑘𝑒𝑤𝑛𝑒𝑠𝑠(𝑋) =
𝔼[(𝛸 − 𝜇)3]

𝜎3
 

where X is a random variable and μ and σ are the mean and the standard deviation of X.  

If 𝑠𝑘𝑒𝑤𝑛𝑒𝑠𝑠(𝑋) < 0, the distribution is said to be left-skewed. If 𝑠𝑘𝑒𝑤𝑛𝑒𝑠𝑠(𝑋) > 0, is said to be right-

skewed. If 𝑠𝑘𝑒𝑤𝑛𝑒𝑠𝑠(𝑋) = 0, the distribution is symmetric. 

Kurtosis 
Kurtosis is a statistical measure that quantifies how heavy the tails of a distribution are compared to a 

normal distribution. 

𝑘𝑢𝑟𝑡𝑜𝑠𝑖𝑠(𝑋) =
𝔼[(𝛸 − 𝜇)4]

𝜎4
 

where X is a random variable and μ and σ are the mean and the standard deviation of X. 

If 𝑘𝑢𝑟𝑡𝑜𝑠𝑖𝑠(𝑋) = 3, the distribution has the same kurtosis as the normal distribution (mesokurtic). 



If 𝑘𝑢𝑟𝑡𝑜𝑠𝑖𝑠(𝑋) < 3, the distribution is leptokurtic (light tails). 

If 𝑘𝑢𝑟𝑡𝑜𝑠𝑖𝑠(𝑋) > 3, the distribution is platykurtic (heavy tails). 

Correlation Coefficient 
The correlation coefficient 𝜌𝛸,𝛶 of two random variables X and Y, with means 𝜇𝛸 and 𝜇𝑌, is defined as: 

𝜌𝛸,𝛶 =
𝑐𝑜𝑣(𝑋, 𝑌)

𝜎𝛸𝜎𝛶
 

where 

𝑐𝑜𝑣(𝑋, 𝑌) = 𝔼[(𝑋 − 𝜇𝛸)(𝑌 − 𝜇𝑌)] 

Given two tuples (𝑥1, 𝑥2, … , 𝑥𝑛) and (𝑦1, 𝑦2, … , 𝑦𝑛), of independent and identically distributed observed 

values of two random variables X and Y with means 𝜇𝛸 and 𝜇𝑌, their correlation coefficient 𝜌𝑋,𝑌 is 

defined as: 

𝜌𝑋,𝑌 =
∑ (𝑥𝑖 − 𝜇𝛸)(𝑦𝑖 − 𝜇𝑌)𝑛

𝑖=1

√∑ (𝑥𝑖 − 𝜇𝛸)2𝑛
𝑖=1 √∑ (𝑦𝑖 − 𝜇𝑌)2𝑛

𝑖=1

 

The correlation coefficient quantifies the strength and direction of the linear relationship between X and 

Y. We have −1 ≤ 𝜌𝛸,𝛶 ≤ 1. If 𝜌𝛸,𝛶 = 0 it is implied that there is no linear dependency between the 

respective variables. If 𝜌𝛸,𝛶 = 1 it signifies a perfect linear relationship between the variables. If 𝜌𝛸,𝛶 =

−1 it signifies a perfect negative linear relationship. 

Likelihood and Loglikelihood Functions 
The likelihood function of the possibly multivariate parameter θ given the observed value 𝑥 of the 

random variable X is defined as: 

ℒ(𝛉|𝑥) =  𝑓(𝑥|𝛉) 

where  𝑓(𝑥|𝛉) is the PDF of X given θ. 

 The likelihood and loglikehood functions of θ, given the tuple 𝐱 = (𝑥1, 𝑥2, … , 𝑥𝑛) of independent and 

identically distributed observed values of a random variable X, are defined as: 

ℒ(𝛉|𝐱) = ∏ 𝑓(𝑥𝑖|𝛉)
𝑛

𝑖=1
 

𝑙(𝛉|𝐱) = ∑ 𝑙𝑛(𝑓(𝑥𝑖|𝛉))
𝑛

𝑖=1
 

Quantiles 
A quantile is a statistical term that refers to dividing a probability distribution into continuous intervals 

with equal probabilities or dividing a set of observed values of a random variable into subsets with the 

same probability mass 𝑝𝑋(𝑥).  

𝑝𝑋(𝑥) is a function that gives the probability that a discrete random variable is exactly equal to some 

value: 

𝑝𝑋(𝑥) = 𝑃(𝑋 = 𝑥) 



Specifically, the k th q-quantile of a probability distribution or a set of observed values is a numerical 

value that divides the data into q equal parts, such that exactly  
 𝑘 

 𝑞
  of the set of observed values or the 

underlying probability distribution is less than or equal to that value. 

The k th q-quantile of a probability distribution with CDF 𝐹(𝑥) is given by [1]:   

𝑃𝑄(𝑘; 𝑞) = 𝐹−1 (
 𝑘 

 𝑞 
) 

where 𝐹−1(𝑥) is the inverse of 𝐹(𝑥). 

2. Nonparametric Distributions 

Histograms 
A histogram is a graphical representation of the distribution of a set of observed values of a variable X. If 

X is a continuous random variable, the histogram is an estimate of the probability distribution X. To 

construct a histogram: 

1. The range of the set of variable’s observed values is divided into a set of bins. 

2. The variable’s observed values are sorted into each bin. 

3. The number of variables observed values that fall into each bin are counted. 

The height of each bar in the histogram corresponds to the count of variable’s observed values in bin. 

The width of each bar corresponds to the width of the bin. 

The Knuth method [2] is a Bayesian approach to determining the optimal number of bins for a 

histogram. It calculates the optimal bin width by maximizing a likelihood function, considering the 

variable’s observed values as independently and identically distributed. 

Given a tuple (𝑥2, … , 𝑥𝑛) of observed values of a variable X, we find the optimal bin edges  𝐁 =

(𝑏1, 𝑏2, … , 𝑏𝑘), by maximizing the following likelihood function: 

ℒ(𝐁|𝑋) = 𝑛! (∏
1

𝑛𝑖!

𝑘

𝑖=1

)
1

𝑘𝑛

1

(𝑏𝑘 − 𝑏0)𝑛
 

where n is the total number of observed values, k is the number of bins, 𝑛𝑖 is the number of observed 

values in the i th bin, and 𝑏0 and 𝑏𝑘 are the minimum and maximum bin edges, respectively. 

There are variations of histograms where the height of bars represents relative frequencies (proportions 

or probabilities) instead of raw counts. In such cases, the area under the histogram integrates to 1. 

Kernel Density Estimators (KDEs) 
Given a tuple of independent and identically distributed observed values (𝑥1, 𝑥2, … , 𝑥𝑛) of a random 

variable X, the univariate KDE 𝑓𝐾(𝑥; 𝑛, ℎ) is defined as [3]: 

𝑓𝐾(𝑥; 𝑛, ℎ) =
1

𝑛ℎ
∑ 𝐾 (

𝑥 − 𝑥𝑖

ℎ
)

𝑛

𝑖=1
 



where: 

1. n is the number of the observed values of the variable,  

2. h is the bandwidth, a positive scalar that determines the width and smoothness of the kernel. If ℎ is 

too small, the estimate could be overly sensitive to noise in the data, leading to a "noisy" 

multimodal estimate. Conversely, if ℎ is too large, the estimate could be overly smooth, potentially 

obscuring meaningful features in the data.  

3. 𝐾(𝑢) is the kernel function, which satisfies the properties: 

3.1. ∫ 𝐾(𝑢)𝑑𝑢 = 1 

3.2. ∫ 𝑢2𝐾(𝑢)𝑑𝑢 < ∞ 

Given two tuples of independent and identically distributed observed values (𝑥1, 𝑥2, … , 𝑥𝑛) and 

(𝑦1, 𝑦2, … , 𝑦𝑛) of two random variables X and Y, the bivariate KDE 𝑓(𝑥, 𝑦; 𝑛, ℎ1, ℎ2) is defined as [3]: 

 

𝑓(𝑥, 𝑦; 𝑛, ℎ1, ℎ2) =
1

𝑛|𝐻|
1
2

∑ 𝐾((𝑧 − 𝑧𝑖)𝑇𝐻−1(𝑧 − 𝑧𝑖))

𝑛

𝑖=1

 

where 

𝑧 = [
𝑥
𝑦] 

𝑧𝑖 = [
𝑥𝑖

𝑦𝑖
] 

𝐻 = [
ℎ1

2 𝜌ℎ1ℎ2

𝜌ℎ1ℎ2 ℎ2
2 ] 

and ρ is the correlation coefficient of the two sets of datapoints. 

A kernel function 𝐾(𝑢) could be conceptualized as a weighting mechanism in the context of kernel 

density estimation. For every observed value 𝑢𝑖 the kernel function 𝐾(𝑢) superimposes a localized 

influence or "perturbation" centered at 𝑢𝑖. The magnitude and dispersion of this perturbation are 

governed by the properties of 𝐾(𝑢)  and the bandwidth parameter ℎ, respectively. Specifically, the 

amplitude of the perturbation at 𝑢𝑖 is contingent upon the value of 𝐾(𝑢𝑖), while the scale or spread of 

this influence is modulated by ℎ. This ensures that each observed value contributes to the overall 

density estimate in a manner that is both localized and smooth, with the degree of localization and 

smoothness being adjustable via the choice of 𝐾(𝑢)  and ℎ. 

The program uses the Gaussian kernel function: 

𝐾(𝑢) =
1

√2𝜋
𝑒−

𝑢2

2  



3. Probability Plots 
Quantile-Quantile (Q-Q) plot 
A Q-Q plot is constructed by plotting the quantiles from a distribution and a tuple of observed values of 

a random variable, against each other. If the dataset comes from the theoretical distribution, the points 

in the Q-Q plot will approximately lie on the reference line 𝑦 = 𝑥.  

Probability-Probability (P-P) plot 
A P-P plot is constructed by plotting the cumulative probabilities from a distribution and a tuple of 

observed values of a random variable, against each other. If the dataset comes from the theoretical 

distribution, the points in the P-P plot will approximately lie on the reference line 𝑦 = 𝑥.  
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5. License  
This document is licensed under the Creative Commons Attribution-NonCommercial-ShareAlike 4.0 
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