
 

Figure S1. Curves computed for Gross Tumoral Volume (GTV) feature selection (AUC vs. 
incremental increase of features). The combination of two features was selected because of 
the first peak of AUC along the curve. More details for the selected features can be found in 
the Pyradiomics feature documentation[1] 

 
 



 

 
Figure S2. Curves computed for Edema Tumoral Volume (EDV) feature selection (AUC vs. 
incremental increase of features). The combination of two features was selected because of 
the first peak of AUC along the curve. More details for the selected features can be found in 
the Pyradiomics feature documentation[1] 

 
 



 

Figure S3. Histogram depicting the distribution of accuracies for the RF-GTV model (10000 
bootstrap iterations[2]). 

 
 
Figure S4. Histogram depicting the distribution of AUCs for the RF-GTV model (10000 
bootstrap iterations[2]). 

 
 
 
 
 
 



 

Figure S5. Histogram depicting the distribution of accuracies for the RF-EDV model (10000 
bootstrap iterations[2]). 

 
 
Figure S6. Histogram depicting the distribution of AUCs for the RF-EDV model (10000 
bootstrap iterations[2]). 

 
 
 
 
 
 
 



 

Figure S7. ROC curves, along with the corresponding AUC values, for both the RF-GTV and 
RF-EDV models using 10000 bootstrap iterations[2]. 

 
 
 
 
Algorithm S1: Exhaustive Feature Selection algorithm. 
The Exhaustive Feature Selection algorithm employed in this study follows a wrapper 
approach[3] for a comprehensive evaluation of feature subsets. This method selects the 
optimal subset by optimizing a designated performance metric, utilizing a given regressor or 
classifier, and specifying both the minimum and maximum number of features to be selected 
as required. 
For instance, when using a Random Forest (RF) classifier[4] with a dataset comprising three 
features (Feature_A, Feature_B, Feature_C), and specifying a Minimum and Maximum 
number of features to be selected as two, the algorithm systematically evaluates all possible 
feature combinations, which in this case include: 
Feature_A, Feature_B 
Feature_A, Feature_C 
Feature_B, Feature_C 
The algorithm then selects the combination that yields the highest performance metric, such 
as classification AUC value for the RF classifier. 
More detail regarding the Exhaustive Feature Selection algorithm and implementation in [5]. 
 
 
 
 



 

Hardware employed and computation duration. 
The data underwent processing and analysis using a MacBook Pro (Retina, 15-inch, Mid 
2015) equipped with a 2.5 GHz Quad-Core Intel Core i7 processor, 16 GB of 1600 MHz 
DDR3 memory, and Intel Iris Pro graphics with 1536 MB of capacity. 
In terms of computation duration, the feature selection process, particularly with the 
Exhaustive Feature Selection algorithm, consumed approximately 60 hours. The combined 
tasks of conducting 100 random subsampling iterations, 10,000 bootstrap iterations, and 
subsequent statistical computations required approximately 2.5 hours to complete. 
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