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Abstract: The Industrial Product Service System (IPS2) is considered a sustainable and efficient
business model, which has been gradually popularized in manufacturing fields since it can reduce
costs and satisfy customization. However, a comprehensive design method for IPS2 is absent,
particularly in terms of requirement perception, resource allocation, and service activity arrangement
of specific industrial fields. Meanwhile, the planning and scheduling of multiple parallel service
activities throughout the delivery of IPS2 are also in urgent need of resolution. This paper proposes a
method containing service order design, service resource configuration, and service flow modeling
to establish an IPS2 for robot-driven sanding processing lines. In addition, we adopt the modified
Deep Q-network (DQN) to realize a scheduling scheme aimed at minimizing the total tardiness of
multiple parallel service flows. Finally, our industrial case study validates the effectiveness of our
methods for IPS2 design, demonstrating that the modified deep reinforcement learning algorithm
reliably generates robust scheduling schemes.

Keywords: industrial product service system; scheduling; deep reinforcement learning; resource
configuration; service flow; service order

1. Introduction

The study of Servitization and Product Service Systems (PSS) has become an intriguing
and evolving field, showing significant progress in the last thirty years [1]. PSS has been
acclaimed as a highly effective tool for driving society toward a resource-efficient, circular
economy and sparking a necessary ‘resource revolution’ since its inception [2]. In recent
years, the Industrial Product Service System (IPS2) has been regarded as an integrated offer-
ing of products and services, and it can adapt to changing customer demands and provider
abilities dynamically and deliver values in industrial applications [3]. However, with the
increase in the degree of customization in industrial production, the performance parame-
ters, manufacturing processes, and additional services between similar industrial products
increasingly show considerable differences. Therefore, designing an industrial product
service system that can fully meet individual needs and properly arrange manufacturing
and maintenance services is very important.

With the trend of product modularization, emerging knowledge bases such as digital
innovation, the Internet of Things (IoT), and closed-loop supply chains have received
more attention [4]. Nowadays, the competitive capability of companies is not focused on
adding various offline functions to products anymore but on fulfilling customer demands
with specific functions such as dynamic scheduling, remote monitoring, and preventive
maintenance [5]. As a result, the development and application of emerging technologies
can help improve the design and delivery of IPS2 at various stages, including product
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and service requirements analysis, manufacturing system configuration, comprehensive
workflow modeling, and production service activity scheduling.

With the intention of maximizing the service value, both human processes and physical
processes are supposed to be unified and considered comprehensively for the PSS design [6].
Formalized configuration rules are crucial to efficiently and rapidly configuring the PSS [7].
Significantly, few kinds of research concentrate on the overall process of IPS2 design,
especially consisting of the equipment configuration, the service flow modeling, and
the scheduling optimal method for service activities. This paper takes the actual case
study of robot-driven sanding processing lines as the object of study, and its overall
architecture is shown in Figure 1. In the production process of traditional carbon anode
sanding, employees have to endure not only high-intensity physical labor but also the
harsh environment caused by a high level of dust. The application of robot-driven sanding
processing lines can easily solve the problems of environment and efficiency; however,
they are difficult to popularize due to the high cost and the complexity of operation and
maintenance. In addition, the accompanying problem of multi-process parallelism of
production requires appropriate planning and scheduling solutions. Hence, with the
purpose of promoting the application of robot-driven sanding processing lines, this paper
proposes an order-based, autonomous configuration, and flow-driven design approach for
developing IPS2, together with a scheduling method for service activities based on deep
reinforcement learning.
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Figure 1. The overall architecture of robot-driven sanding processing lines.

The main contributions of this paper can be listed as follows: (1) A comprehensive
IPS2 design framework is proposed, which includes structured service order design, cus-
tomized resource configuration, and fine-grained service flow modeling. (2) Aimed at
solving the problem of multiple service flows in parallel during the delivery process of
IPS2, a scheduling method based on deep reinforcement learning is proposed. (3) The
design framework and scheduling method proposed are based on the foundation of a real
industrial case of robot-driven sanding processing lines, and the results of the IPS2 design
using this framework are supported by the relevant data concerning this case.

The remainder of this paper is organized as follows: Section 2 gives a brief overview
of the existing studies related to this paper. Section 3 provides a detailed explanation of the
modeling method and the scheduling method proposed in this paper. Section 4 elaborates
a practical case study to verify the performance of methods proposed in Section 3. Section 5
discusses the main achievements and potential research directions of proposed methods,
and the conclusions are summarized in Section 6.
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2. Related Works

2.1. The Perception of Customer Requirements for IPS2

As digitalization and servitization come together to speed manufacturers’ evolution
toward a focus on services, firms that master this transformation can survive in this com-
petitive market [8]. Manufacturing companies should continue to use their traditional
product design methods and incorporate them with appropriate service design to develop
a marketable PSS rather than solely concentrating their engineering capabilities on physical
products [9]. A study with electroencephalogram (EEG) experiments demonstrates the in-
fluence of service experience and consumer knowledge on the value perception of PSS [10].
Therefore, precisely capturing and comprehending customer requirements is crucial for
effectively developing the appropriate IPS2 for each customer [11]. Many researchers have
studied the perception and analysis of customer requirements for IPS2. A comprehensive
analysis of the literature regarding product development, service engineering, and IT is
provided [12] in order to develop a new guideline and checklist for eliciting and analyzing
requirements for IPS2. A rough set group requirement evaluation approach based on
the industrial customer activity cycle for IPS2 is proposed to effectively manipulate the
subjectivity and vagueness with limited prior information when evaluating the require-
ments [11]. Graph-based modeling techniques [13] are leveraged to represent and analyze
the complex relationships between various stakeholders, requirements, and usage contexts
in smart product–service systems, which may result in the creation of tailored and effective
product–service solutions.

The literature reviewed above suggests that a full perception of customer require-
ments is significant for developing IPS2. However, studies have emphasized the customer
requirements in the design process of IPS2. How to implement the perception of customer
requirements into IPS2 design, especially in the form of structured service orders, remains
to be explored.

2.2. The Resource Configuration and Activity Modeling in IPS2

Given the intricate nature of IPS2 development and production processes, it is imper-
ative for manufacturing firms to seek methods for IPS2 planning and installation within
a dynamic and collaborative environment [14]. Configuring a product service system
requires the selection and integration of suitable product and service components to meet
the specific needs of individual customers [7]. A demand cluster method proposed to
perceive customers’ value requirements together with a product–service configuration
method based on ontology modeling is put forward in [15]. A modularized configuration
method to efficiently configure smart and connected products is proposed in [16], which
can develop modules specifically for service data acquisition, enabling remote monitoring
and control of service operations along with fulfilling the basic functional requirements.
A bi-level coordinated optimization framework is proposed to support PSS configuration
design, in which an upper-level problem is formulated for service configuration to promote
customer satisfaction and a lower-level one for product configuration to enhance sales
profits [17].

After the resource configuration of IPS2 according to customer requirements, the
fine-grained modeling of service activities becomes a top priority for the smooth operation
and delivery of IPS2. A model-driven software engineering workflow for servitised manu-
facturing is proposed to support both structural and behavioral modeling of the service
system [18]. An IPS2 automation approach based on the workflow management system is
proposed that facilitates the modeling, development and deployment of particular business
processes and simplifies the adaption of product share configuration [19]. The newly
established event–state knowledge graph can be utilized for the dynamic modeling of
service activities and service resources, making the triggering mechanisms and interaction
relationships clear [16]. A service engineering methodology in an industrial context is
proposed in [9], which enables the detailed depiction of the service delivery activities and
resources of IPS2.
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Based on the literature reviewed, it is evident that resource configuration and activity
modeling are important parts of the design and delivery process of IPS2. Many studies
have focused on related problems and proposed corresponding solutions. However, the
resource allocation, activity modeling, and even requirements analysis in IPS2 should be
more closely combined to provide a more suitable implementation.

2.3. The Planning and Scheduling Methods in IPS2

Planning and scheduling are the key issues for the effective operation of IPS2, especially
in terms of relevant activities and resources. Product–service activities in the running phase
account for the majority of the time viewed throughout the IPS2 life cycle [20]. Developing
an IPS2 requires a considerable level of organizational effort, encompassing strategic
and operational scheduling of processes and resources [21]. One of the most important
challenges in establishing IPS2 is the proper planning of the resources for production,
development, and installation on customer sites [11]. Some of the representative literature
on scheduling in IPS2 has been reviewed, and its detailed information has been summarized,
as shown in Table 1.

Table 1. Planning and scheduling methods in IPS2.

Objectives Methods Characteristics Limitations

Satisfaction degree,
efficiency and cost [20] Modified NSGA-II algorithm Dynamic scheduling with

unexpected insertion
The increasing number of types
of resources brings difficulty

Total cost of storage and
tardiness [22]

An idle time insertion algorithm
and three metaheuristics

Decompose the problem into
two subproblems

Relevant factors have a noticeable
impact on performance

Service and outage
cost [23]

Genetic simulated
annealing algorithm

Overcome the slow convergence
and avoid local optima

Technicians’ workload is
not considered

Makespan [24] A hybrid algorithm integrating
PSO with TS

Multi-project scheduling in the
assembly process Disruptions are not considered

Cost [25] An adaptive production
scheduling approach

Adapt production plan based
on energy demands

Installation of suitable
infrastructure is necessary

Utilization and
efficiency [26]

Digital Twin System integrated
with a joint optimization model

Real-time data aggregated and
mapped to the cyber model

Lack of an analysis of the
physical random disturbance

Capacity [27] A simulation-based robust
capacity planning approach

Provide decision support in
highly complex situations

Outcome strongly determined
by users of decision-support
tools

Total revenue [28]
Modified simulated annealing
and scheduling heuristic
algorithm

The performance of two
algorithms is affected by
order sizes

Some factors have an obvious
influence on decision efficiency

Cost, time, risk level and
energy demand [29]

Quantum annealing (QA)-based
scheduling approach

Outperform the conventional
method for large-size problems

Universality still needs to be
verified

The literature reviewed in Table 1 shows that planning and scheduling are supposed
to be considered comprehensively in the lifecycle of IPS2, especially during the delivery
process. These studies mainly focus on optimizing the cost or the efficiency of IPS2 through
modified metaheuristic algorithms or simulation methods and have achieved good results.
Nevertheless, few studies apply deep reinforcement learning to solve the planning and
scheduling problems in IPS2, especially problems of multiple service activity flows in
parallel under the background of a real industrial case.

3. Methodology

The main implementation flow of the methodology is shown in Figure 2.
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Figure 2. The main implementation flow of the methodology.

3.1. Service Flow Designing

As is known, workflow scheduling is strongly concerned in cloud computing services.
Meanwhile, the Job Shop Scheduling Problem (JSSP) highlights the disjunctive graph.
Considering that IPS2 contains production and service activities, we propose the service
flow to describe its fine-grained processes. Nevertheless, the specific demands of customers
and the detailed resource configuration should be fully considered in advance.

3.1.1. Service Order Design

Accurately identifying customized requirements, especially hidden ones, throughout
the product life cycle and transforming them into specific characteristics is highly signif-
icant for PSS design [30]. Modularization is pivotal in PSS development for supporting
and addressing individual conceptual design [31]. Therefore, we divide the order into
three sections to comprehensively capture customers’ requirements, including the basic
requirements, the equipment configuration, and the customized service modules. Under
the background of robot-driven sanding processing lines, the information that needs to
be collected in the structured service order for IPS2 is extremely abundant. In the basic
requirements section, the information on production, service, and other details in the manu-
facturing field must be recorded. In the equipment configuration section, not only the main
equipment used for the sanding carbon anode can be selected by customers according to
the product specifications and process requirements, but also the auxiliary equipment and
workshop layout. Considering the diverse demands in the delivery process of IPS2, various
services for the carbon anode and the processing line are optional in the customized service
modules. The mapping of the service order to the robot-driven sanding processing line is
shown in Figure 3. The specific requirements of the IPS2 designed for robot-driven sanding
processing lines can be perceived by the suppliers of IPS2 in-depth through the use of the
above information, and they are crucial to the subsequent design.
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3.1.2. Resource Configuration

PSS must be systematically configured to attain the desired benefits for manufactur-
ers and industrial customers [32]. With increasing attention to individualized demands,
configuring an appropriate product–service with complex constraints becomes more chal-
lenging due to service uncertainties [15]. We propose a resource configuration method
for IPS2, which can configure the detailed equipment and service resources utilizing the
interface techniques of graphic editing. Different from the detailed and often complex
models created in the existing software like Siemens Plant Simulation or AnyLogic, the
proposed method emphasizes visualization and simplification in the configuration phase,
aiming to be more intuitive and accessible as a complementary approach. The realization
of the proposed method is shown in Figure 4. The graphic elements, representing different
equipment of IPS2, are displayed on the left side of the interface, which can be dragged into
the canvas to set the relevant information. The canvas drawn should match the information
from service orders, especially regarding the selection of devices. In addition, in order to
meet the demands of customized process monitoring, one special element is also displayed
on the left selection bar, named the UI node, which is designed for the configuration of
various sensors. When taking the robot as an example, in addition to the required and
inherent monitoring information such as position, torque, and current, users can configure
relevant sensors to monitor temperature and vibration information themselves. Similarly,
the customized configuration of service resources can be realized by connecting the detailed
resource information, primarily technicians, kits, and spare parts, to certain services. After
the settings of all elements are completed, the whole canvas can be saved into a database in
JSON format. The details of the proposed resource configuration method can be seen in
Figure 5.

3.1.3. Service Flow Modeling

The modeling of individual business processes for the delivery of IPS2 is essential,
requiring a wide range of process types, from production to maintenance, to ensure smooth
and economically feasible IPS2 operation [19]. We propose a service flow modeling method
of IPS2 supported by an extended UML Activity Diagram (Figure 6), which can concretely
describe the operation of both the production and service activities. The graphic techniques
mentioned above are also applied in service flow modeling, and some additional details
can be added, such as the precedence constraints, the waiting time, the fork conditions, and
the join conditions. Unlike Digital Twins, MES, and PLM systems, which offer solutions
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for product design and manufacturing processes, IPS2 puts forward a new framework that
can support comprehensive customer solutions, flexibly respond to specific requirements,
and encourage value-added services. The proposed method of service flow modeling is
presented in Figure 7. Both the activity nodes and the basic elements of the UML Activity
Diagram are available in the left selection bar. The icons in the left selection bar can be
dragged into the different swim lanes in the canvas, as well as linked with each other. The
detailed information of each element can be set or changed in the right information bar
when clicked. The information bar contains the estimated costs and the planned capacity
per month based on the previous data from the database. The selectable edited information
of estimated costs and planned capacity is saved in the database to overwrite the previous
data or just in this service flow. Particularly, the icon ‘Sanding Production’ represents
quite a complex activity, including several detailed subtasks, which can be added to a son
diagram for the sake of clearer description. However, the modeling of service flow is not
arbitrary, as the service orders and the equipment configuration of IPS2 must be strictly
complied with.
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3.2. Service Flow Scheduling

Planning and scheduling is a broad thematic area involving manufacturing and service
industries [33]. In real-world scheduling problems, the environment is so dynamic that
much of the information is usually unknown in advance [34]. While ERP, MES, and SCADA
systems excel in managing resources, executing manufacturing processes, and supervising
control and data acquisition, respectively, the IPS2 focuses on integrating products and
services to create value-added solutions that are tailored to specific customer needs. This
paper proposes a method for service flow scheduling problems (SFSPs) of IPS2, adopting
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the deep reinforcement learning algorithm and aiming at minimizing the total tardiness of
IPS2 service flows.

3.2.1. Markov Decision Process

A Markov Decision Process (MDP) is a model used in situations with uncertain
outcomes to guide sequential decision making [34], and it is the basis of reinforcement
learning [35]. Similarly, the planning and scheduling problems are generally aimed at
searching for the best strategy to obtain the most return, and this process can be described
by MDP. MDP is the interaction between agents and the environment, which can be
generally represented by a five-tuple [S, A, P, γ, R]. From the perspective of scheduling
problems, A can be seen as pre-defined dispatching rules, and S can be described by specific
parameters based on the current condition of IPS2 service flows. Then, the main challenge
lies in properly and comprehensively connecting SFSPs with MDP.

3.2.2. Problem Formulation

We have to attach importance to the delivery cycle, the service demands, the ware-
housing cost, and even more constraints in IPS2 due to its characteristics of servitization
when solving its scheduling problems. Meanwhile, Just in Time (JIT) production aims to
reduce waste and improve efficiency, which is regarded as an important production mode
in industrial manufacturing nowadays. Therefore, the total tardiness of IPS2 service flows
is the primary objective considered in this paper. Given the nature of IPS2, the scheduling
of service flows can be considered as the Hybrid Flow Shop Scheduling Problem (HFSP),
where the machines can be represented by the swim lanes, the processing sequences can
be represented by service flows, and different processing times of operations can be rep-
resented by delivery cycles of service activities. In addition, state features, dispatching
rules, and the reward function are all supposed to be reasonably designed to build the
environment of reinforcement learning.

a. State Features

In the reinforcement learning environment, the observation of state features helps the
agent make decisions to take proper actions, which means that the more comprehensive
state features can be used to obtain a more reasonable strategy of actions. We define 18 state
features to describe the detailed characteristics of the SFSPs containing m service flows,
g service groups, and ni (i = 1, 2, . . . , m) service activities in each service flow, as follows:

1. The rate of service flows waiting to be started, rSF, as defined by rSF = WSF/m, where
WSF means the number of service flows waiting to be started.

2. The total processing time of each service flow TPi (i = 1, 2, . . . , m).
3. The remaining processing time of each service flow RPi (i = 1, 2, . . . , m).
4. The slack time of each service flow STi (i = 1, 2, . . . , m), as defined by STi = DDi −RPi −

te. Where: DDi (i = 1, 2, . . . , m) means the due date of each service flow; te means the
earliest available time for the next service group.

5. The estimated tardiness loss of all service flows ETD, as defined in Equation (1):

ETD =
∑m

i=1 ESAi

∑m
i=1 RSAi

(1)

where ESAi means the number of service activities estimated to be overdue in the ith
service flow at the current step; RSAi means the number of remaining service activities
in the ith service flow at the current step.

6. The actual tardiness loss of all service flows ATD, as defined in Equation (2):

ATD =
∑m

i=1 ASAi

∑m
i=1 RSAi

(2)
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where ASAi means the number of overdue service activities in the ith service flow at
the current step.

7. The completion rate of each service flow RSFi (i = 1, 2, ···, m), as defined by RSFi =
CSAi/ni, where CSAi means the number of completed service activities in the ith
service flow.

8. The average completion rate of service activities RSA, as defined in Equation (3):

RSA =
∑m

i=1 CSAi

∑m
i=1 ni

(3)

9. The utilization rate of each service group USGk (k = 1, 2, ···, g), as defined in Equation (4):

USGk =
∑m

i=1 ∑CSAi
j=1 Pijk Jijk

tck − tsk
(i = 1, 2, . . . , m; j = 1, 2, . . . , n) (4)

where Pijk means the processing time of the jth service activity in the ith service flow
when assigned to the kth service group; Jijk decides whether the jth service activity
in the ith service flow is assigned to the kth service group; tsk means the start time of
the kth service group; tck means the completion time of the last operation on the kth
service group at the current step.

10. The actual tardiness of each service flow ATi (i = 1, 2, . . . , m), as defined in Equation (5):

ATi =

{
0, tci ≤ DDi

tci − DDi, tci > DDi
(5)

where tci means the time of the last operation completed in the ith service flow at the
current step.

11. The estimated tardiness of each service flow ETi (i = 1, 2, . . . , m), as defined in
Equation (6):

ETi =

{
0, STi ≥ 0
−STi, STi < 0

(6)

At last, we choose the mean and standard deviation of the TPi, RPi, STi, RSFi, ATi,
ETi and USGk, together with original values of the ETD, ATD, rSF, and RSA as 18 state
features of the SFSPs.

b. Dispatching Rules

The Priority Dispatching Rule (PDR) is a general scheduling method, that provides
various processing sequences based on different state features in scheduling problems.
Considering that tardiness is the prime factor, 10 dispatching rules are set in the action set
of SFSP, which is shown in Table 2.

Table 2. The dispatching rules in the action set of SFSP.

No. Name Give Preference to the Service Flow

1 SROT With the shortest average remaining operation time ROmin
1

2 CR With the least critical rate CRmin
1

3 EDD With the earliest due date DDmin
4 SRPT With the shortest remaining processing time RPmin
5 LRPT With the longest remaining processing time RPmax
6 SOST With the shortest operation slack time SOmin

1

7 LAT With the largest actual tardiness ATmax
8 LET With the largest estimated tardiness ETmax
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Table 2. Cont.

No. Name Give Preference to the Service Flow

9 LUR Maximizing the average utilization rate USGmax
10 MRSA With the most remaining service activities

1 ROmin means the minimum of ROi (i = 1, 2, . . . , m), and ROi = RPi/CSAi ; CRmin means the minimum
of CRi (i = 1, 2, . . . , m), and CRi = STi/RPi ; SOmin means the minimum of SOi (i = 1, 2, . . . , m), and
SOi = STi/CSAi .

c. Reward Function

The reward function should be designed reasonably to improve the efficiency and
effectiveness of reinforcement learning. As the objective of SFSP proposed in this paper
is minimizing the tardiness of service flows, the reward function is preferably capable
of reflecting the changing of total tardiness at each step. Additionally, considering that
the reward may be sparse in the early stage of scheduling and the utilization rate is an
important factor in evaluating resource efficiency, the average utilization rate of service
groups is set as the reward reference to increase differentiation and performance. The
reward function takes the importance of these characteristic quantities into account and
can be divided into three parts, which are listed in Equations (7)–(10).

total reward = ∑ ra + ∑ re + ∑ ru (7)

ra =


0, ATDnext = ATDcurrent = 0
−20, ATDnext = ATDcurrent > 0
−100, ATDnext > ATDcurrent

(8)

re =


0, ETDnext = ETDcurrent = 0
−20, ETDnext = ETDcurrent > 0
−10, ETDnext < ETDcurrent
−100, ETDnext > ETDcurrent

(9)

ru =


0, USGnext > 0.95 ∗ USGcurrent
−5, USGnext > 0.9 ∗ USGcurrent
−10, USGnext ≤ 0.9 ∗ USGcurrent

(10)

where total reward means the reward of the current step; ra means the reward related to
ATD; re is related to ETD; ru is related to the average utilization rate USG; ATDnext &
ATDcurrent, ETDnext & ETDcurrent and USGnext & USGcurrent mean the ATD, ETD, USG
at the next step and the ones at the current step.

3.2.3. Deep Reinforcement Learning

The Deep Q-Network (DQN) algorithm is a value-based method that adopts the deep
neural network to approximate the Q-value function, which differs from the Q-table used
in traditional Q-learning algorithms. The application of deep neural networks is capable
of reducing the storage space and improving the generalization ability. The application
of experience replay, target network, and ε-greedy strategy technology make the DQN
remarkably successful in various applications. Considering the overestimation in DQN,
the Double DQN uses two Q-networks, one to search for the action with the maximum
Q-value and the other one to obtain the Q-value of this action. The difference between
DQN and Double DQN can be seen in Equations (11) and (12). Intending to promote the
efficiency and stability of the algorithm, the Dueling DQN divides the Q-function into two
parts: the state value function V(s) and the advantage value function A(s, a). The state
value function is applied to estimate the absolute values of states and the advantage value
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function for the advantage value of each action. The output of these two functions can be
combined to obtain the Q-value in a certain way.

DQN : Qtarget = rt + γ ∗ max
a

Q̂(st+1, a) (11)

DDQN : Qtarget = rt + γ ∗ Q′
(

st+1, argmax
a

Q(st+1, a)
)

(12)

a. Network Architecture

The Q-network in this paper has three kinds of layers, encompassing the input layer,
the output layer, and several hidden layers. Generally, the number of nodes in the input
layer is supposed to be the same as the number of state features, and the one in the output
layer should be the same as the number of actions. The structure of the hidden layers
depends on the complexity of the problems to be dealt with. In addition, the online Q-
network and the target Q-network in DQN have the same architecture. The architecture
of the Double DQN is no different from that of DQN. Additionally, the architecture of the
Dueling DQN is somewhat different, as there are individual hidden layers and output
layers for the state value V and the advantage value A. The output layer of the state value
network consists of one node, and one advantage value network matches the available
actions. The structure of the input layer and the public hidden layers are unchanged. In
addition, to solve the instability arising from the split of the Q-value, the combination of
the state value and the advantage value can be modified, as shown in Equation (13).

Dueling DQN : Q(s, a) = V(s) +
(

A(s, a)− 1
N ∑a′ A

(
s, a′

))
(13)

where N means the number of available actions.

b. Other Parameters and Settings

Besides the architecture of DRL, some other parameters and settings must be designed
carefully. In experience replay, the minibatch size is generally set as a power of 2, and
the max length of the buffer should be large enough to store sufficient experiences for
training. The initial ε in the ε-greedy strategy is set to a high value to enhance exploration
and continuously decreases as the training progresses. The discount factor depends on the
emphasis placed on the long-term return, and they are positively correlated. The frequency
of updates of the target network is also important because a too-low frequency leads to low
efficiency and a too-high one leads to instability. The online network generally updates
tens of times more frequently than the target network. The learning rate is also significant
in training effectiveness. For complex scheduling problems, we can initially set it as 10−4

and use the Adam optimizer for adaptive adjustment. The priority of experience can
be defined as (|TDerror|+ α)β, where TDerror means the temporal difference error at the
current step; α is a const, generally set as 10−4 or 10−5; β is generally a const between 0
and 1, but in this paper, we would set it gradually change from 0.5 to 1 by β = exp(ax + b)
to avoid a high frequency of sampling unstable experiences stored at the early stage of
training. Priority is also stored in the replay buffer as an important factor in determining
the sampling probability when obtaining the minibatch. In addition, a kind of coefficient
for priority is proposed in this paper called Cp, which increases the probability of sampling
experiences with some special transformation of certain state features. The details about Cp
can be seen in Equation (14). Similarly, this coefficient also gradually decreases to prevent
overfitting and instability.

Cp =


Cpa, ATDcurrent = 0 and ATDnext > 0
Cpe, ETDcurrent = 0 and ETDnext > 0
Cpu, ATDnext > ATDcurrent > 0 or ETDnext > ETDcurrent > 0

(14)
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c. The Modified DQN Algorithm

Considering that the Double DQN and the Dueling DQN mentioned before are variants
of the DQN designed to promote performance and stability, we take the whole realization
process of the DQN as an example. The details of the modified DQN in this paper are
presented in Algorithm 1 below. Additionally, the overall framework is presented in Figure 8.

Algorithm 1. The Training Method of the Modified DQN

Input: the environment and the structure of DQN
Output: the trained model of DQN
1. Initialize the experience replay buffer D to capacity N
2. Initialize the online network Q with random weights θ

3. Initialize the target network Q̂ with weights θ′ = θ

4. For episode = 1 : M do
5. Initialize the state sequence s1 as the feature vector ∅1 = ∅(s1)
6. For t = 1 : T do
7. Select an action at using the ε-greedy policy
8. Take action at, obtain reward rt and obverse next state st+1
9. Calculate the priority with TD error
10. Multiple the priority by the coefficient Cp if the conditions are met
11. Store the experience (st, at, rt, st+1, done, priority) in D
12. Sample mini-batch of experiences from D with proportional sampling
13. If the episode terminates at step j + 1 do
14. yj = rj
15. Else
16. yj = rj + γ ∗ max

at+1
Q̂(∅j+1, at+1; θ′)

17. Update the online network Q parameters θ with gradient descent
18. If t%C = 0 (C means the target network update frequency)
19. Update the target network Q̂ parameters θ′ = θ

20. End for
21. End for
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4. Case Study

In recent years, robots have emerged as the workhorse of modern industrial produc-
tion and advanced manufacturing facilities globally, especially in repetitive or hazardous
tasks [36,37], such as industrial robots in automatic forging processing lines [38] and
vision-aided robots in welding tasks [39]. In this paper, we take the robot-driven sand-
ing processing line as a practical research case, which is used to sand prebaked carbon
anodes in a severely dusty environment. The approach to designing an industrial prod-
uct service system for a robot-driven sanding processing line is studied in detail. In the
meantime, a scheduling method for service flows in the delivery stage of IPS2 based on
deep reinforcement learning is proposed.

4.1. IPS2 Service Order

On account of the different requirements of prebaked carbon anodes that need to be
sanded, developing an industrial product service system solution for the robot-driven sand-
ing processing line is beneficial for those customers with a history of long-term cooperation.
Service orders are the foundation for implementing IPS2 design and development, which
includes specific demand information such as hardware selection, production capacity
planning, machining features, delivery cycles, and additional services. In IPS2 robot-driven
sanding processing lines, the specific content of the order design is divided into three parts
according to the method mentioned: basic requirements, equipment configuration, and
customized service modules. A case for the proposed service order can be seen in Figure 9.
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Figure 9. A case for the service order proposed for IPS2 of robot-driven sanding processing lines.

4.2. IPS2 Resource Configuration

This industrial case uses the interface technology of graphic editing to perform detailed
resource configuration of robot-driven sanding processing lines. Firstly, the canvas of
resource configuration is supposed to be bound to the service order. Then, the graphic
elements can be dragged into the canvas, including the main equipment/service activities
of robot-driven sanding processing lines and the UI nodes. The detailed information on
each graphic element can be edited in the information bar, which contains the selection
of types, the equipment cost, and the different demands of sensors in the configuration
of equipment resources. For instance, if an element named ‘Ash collector device’ in the
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canvas is clicked, the information bar on the right of the canvas can jump to the detailed
information setting, where the different types and equipment costs obtained from the
database are available for selection.

Some special elements are appended with extra details describing their quantities
or dimensions, such as area and length. Additionally, the information bar relating to
the UI nodes is quite different. The equipment and the types of sensors can be selected
in the information bar of the UI nodes to satisfy various requirements in terms of data
visualization and real-time monitoring. For example, the UI node for the ash collector
device can select the temperature sensor since it has been equipped with the gas flow sensor
and the gas pressure sensor in advance. If the processing line bound to the equipment
configuration canvas has been put into operation, a data card can pop up when clicking
the UI node, and the sensor data can be updated in real time. The realization case of the
configuration of equipment resources for IPS2 of robot-driven sanding processing lines can
be seen in Figure 10. In the aspect of service resources, the configuration process is similar
to that of equipment resources. Using the ‘Sanding Production’ activity as an example,
the service resources should include technicians, kits, spare parts, and extra devices, as
detailed in Table 3.
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Figure 10. The equipment configuration for IPS2 of robot-driven sanding processing lines.

Table 3. The service resources for the ‘Sanding Production’ activity.

Kinds Detail Information

Technicians
Processing lines status monitoring; quality inspection;

processing lines administration; manual sanding;
emergency repair of processing line breakdowns

Kits
Emergency repair tools; quality inspection tools;

manual sanding tools

Spare parts Sensors; sanding blades; air ducts

Extra devices Monitoring display

4.3. IPS2 Service Flow

After the completion of the service order design and the resource configuration of
IPS2, the service flow can be designed based on the concrete service activities in the
whole life cycle of robot-driven sanding processing lines. In this industrial case, the main
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activities include the order setup, the program administration, the design and simulation of
processing lines, the logistics of equipment needed, the installation and test of processing
lines, the production of sanded prebaked carbon anodes, quality inspection, product
warehousing, the predictive maintenance of processing lines, the unplanned repairs of
sudden equipment failure, and the state assessment of processing lines. The process of
service flow design still adopts graphic technologies to realize the extended UML Activity
Diagram. The elements named by main service activities are divided into four parts by
different departments, called the swim lanes, including the administration department, the
design and development department, the production department, and the maintenance
and repair department. We can drag the graphic elements into the swim lanes in the canvas,
connect them, and edit detailed information containing the estimated capacity and cost so
that a service flow for IPS2 can be modeled in a fine-grained form. The realization case of
the service flow modeling for the IPS2 robot-driven sanding processing lines can be seen in
Figure 11.
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4.4. IPS2 Service Flow Scheduling

In the real case of robot-driven sanding processing lines, a considerable number of
orders for prebaked carbon anodes are waiting to be completed. The finite resources should
be arranged properly and fully utilized to maximize benefit. In this section, we first try to
solve SFSP based on the modified DRL algorithm, and then we conduct some comparison
experiments to verify the effect of our scheduling method. These numerical experiments
are implemented in PyCharm 2022.1.4 and run on a PC with 2.10 GHz 12th Gen Intel (R)
Core (TM) i7-12700 CPU and 16 GB RAM.

4.4.1. Settings and Hyperparameters

Under the background of robot-driven sanding processing lines, we designed a service
flow scheduling problem with 10 service flows and 10 service groups, and these groups
belong to the four different departments mentioned before. The processing time of each
service activity in service flows is randomly generated with some constraints, where the
‘Production’ activity (SA3) takes the longest time during the whole service flow, and the
processing time of the ‘Maintenance & Inspection’ activity (SA4) is approximately 10% to
30% of the ‘Production’ activity. Considering that minimum tardiness is our goal, we set
the due date of each service flow as 2.4 times its duration. In addition, all service flows
waiting to be scheduled arrive simultaneously. After experiments on network structure,
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the number of hidden layers in the Q-Network is set to 5, and the number of nodes in each
hidden layer is 50. The ‘GELU’ activation function is applied to hidden layers. Meanwhile,
the input layer contains 18 nodes, and the output layer contains 10 nodes, without any
activation functions, to preserve the original state information and output actions from the
DRL environment. Moreover, we adjust the method for calculating the priority of each
experience to set the β as a low value (about 0.5) initially and gradually increase it to 1 to
reduce potential instability and overfitting. The details of the hyperparameters can be seen
in Table 4. Additionally, a case of processing time of service activities in service flows is
listed in Table 5.

Table 4. Hyperparameters of DRL.

Name Value

Learning rate (Adam) 0.0001
Discount factor γ 0.95

Total episodes 200
Training frequency 40

Target update frequency 800
Size of experience buffer 4000

Size of mini-batch 64
Initial ε (ε-greedy) 0.6

Decrement of ε 0.00025
Final ε 0.01

α (priority) 0.00001
β (priority, β ≤ 1) exp(ax + b) *, (a = 0.000175, b = −0.7)

Initial Cpa, Cpe, Cpu 5, 3, 1.5
Decrement of Cpa, Cpe, Cpu 0.125, 0.0625, 0.0016

* x means the number of current steps in the training process.

Table 5. A case of processing time of service activities in the service flow.

SAs/SFs * SF1 SF2 SF3 SF4 SF5 SF6 SF7 SF8 SF9 SF10

SA1 45 60 48 74 75 52 55 66 57 26
SA2 48 80 74 52 54 59 72 44 78 57
SA3 560 480 550 435 550 832 1065 264 424 504
SA4 98 68 130 100 65 150 280 39 60 86

* SFs means service flows, SAs means service activities in service flows, and the processing time is measured
in hours.

4.4.2. Experimental Results

We first test the performance of the single dispatching rule in the action set on solving
the SFSP, and the results are listed in Table 6. According to this, we can find that the
dispatching rule of SRPT, EDD, SOST, and SROT can obtain scheduling schemes without
tardiness, but the makespan and the average utilization rate show that these schemes can be
further optimized. Then, we try to verify the effect of Prioritized Experience Replay (PER).
The reward line of DQN, Double DQN, and Dueling DDQN (the combination of Dueling
DQN and DDQN) with the mentioned settings and hyperparameters without PER is shown
in Figure 12, which indicates the severe instability of the training processes, especially
DQN and Double DQN. The performance of these algorithms adopting PER can be seen
in Figure 13, which shows that PER is effective in reducing instability and accelerating
convergence. The comprehensive comparison of DQN and its modified versions can be
seen in Figure 14, which shows the gradual optimization in terms of efficiency and stability
from the traditional DQN algorithm to the Dueling DDQN containing PER. The average
reward in 200 episodes is presented in Table 7 for comparison.
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Table 6. The performance of dispatching rules in the action set.

Rules Reward Tardiness Makespan Utilization Rate

SRPT −10 0 2783 0.801759
LRPT −4355 2707 2180 0.844357
EDD −10 0 2783 0.801759
CR −2750 3846 2546 0.992564

SROT −10 0 2759 0.799239
SOST −15 0 2704 0.787978
MRSA −2665 1736 2400 0.796013

LET −2940 1736 2400 0.796013
LAT −2940 1736 2400 0.796013
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Table 7. The average rewards of the DRL algorithm in 200 episodes.

Algorithm Name Average Reward

DQN −1229.475
DDQN −1167.225

Dueling DDQN −812.375
DQN with PER −691.625

DDQN with PER −628.525
Dueling DDQN with PER −399.475

Then, we conduct experiments on the performance of the priority coefficient (Cp)
through Dueling DDQN, and the comparison of results can be seen in Figure 15, which
clearly shows that Cp can contribute to promoting training efficiency since it encourages
sampling experiences with important state feature transformation. Moreover, the compari-
son also indicates that the fixed Cp may accelerate the convergence and the decreasing Cp
is likely to be more stable.
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Through all the experiments above, we can find dozens of scheduling schemes without
tardiness differences from that of the scheme with the single dispatching rule. The scheme
with the shortest makespan we find is presented in the form of a Gantt chart, as shown
in Figure 16, whose makespan is 2422, and the average utilization rate is 0.823292. In
the absence of tardiness, this scheme reduces the makespan by over 10% and promotes
the average utilization rate by 4.5% compared with the SOST. At last, we compare the
performance of the modified Dueling DDQN model trained by the specific case with the
original model and genetic algorithm (GA) through random cases and different due dates,
and the relevant data can be seen in Table 8. To avoid potential influence from Cp since we
think it may be dependent on the actual situation of industrial cases, the model is trained
without Cp. The results in Table 8 show the high effectiveness and stability of the modified
Dueling DDQN in obtaining scheduling schemes of SFSP with low tardiness compared
with the original model. Meanwhile, we can find that GA achieves better outcomes when
the deadlines are generous, whereas in situations with tighter deadlines, the performance
of modified Dueling DDQN is superior.
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Table 8. The tardiness from modified Dueling DDQN and original DQN on random cases.

Cases
Due Date 2.0 Due Date 1.5

Modified * Original * GA Modified * Original * GA

Case 1 42 112 16 1938 2027 2161
Case 2 334 470 280 3243 3614 2762
Case 3 545 700 436 3096 3603 3230
Case 4 19 67 0 2630 3071 2806

* These two models are both trained for 200 episodes of the same case.

5. Discussion
5.1. Adaptation and Scalability

The design method proposed for IPS2 mainly contains service order design, resource
configuration, and service flow modeling. Additionally, it matches up with some for-
mer research in certain aspects. The application of IPS2 aims to obtain a low-cost, high-
customization, and high-efficiency solution, which is the same purpose as most industrial
enterprises. At this point, the proposed design method can not only be applied in robot-
driven sanding processing lines but also be popularized in most industrial areas. The
internal connection of the design method shows the process from customized requirements
to the realization and delivery of IPS2. However, the most important and difficult point is to
summarize all possible requirements and enumerate comprehensive resource information
so that the service flow can be modeled completely in relevant industrial fields.

5.2. Modifications of DRL
5.2.1. Reward Shaping

In our experiments, the reward once contained both positive and negative values.
However, we find that the positive value may influence the agent to pursue its reward in a
short period, which may even lead to instability. A comparison of the reward function is
shown in Figure 17, and the details are shown in Table 9. The performance of the two cases
shows that both of them can describe the situation of tardiness through the reward, and
the positive reward during the intermediate states may reduce the convergence rate and
stability. In addition, the reward function without positive values appears to be slower to
get a high return, possibly due to differences in the range and scale of rewards. A possible
explanation is that the agent tends to pursue the positive reward utilitarianly, while the
positive reward may not match up so well with the terminal goal.
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Figure 17. The comparison of the reward function with positive values or not. (a) The reward function
with positive values; (b) the reward function without positive values.

Table 9. The differences in reward values of the reward function.

Judging Conditions With Positive Values Without Positive Values

ATDnext = ATDcurrent > 0 20 −20
ETDnext = ETDcurrent > 0 20 −20

ETDnext < ETDcurrent 40 −10
USGnext > 0.95 ∗ USGcurrent 10 0
USGnext > 0.9 ∗ USGcurrent 5 −5

Additionally, we also tried to set a reward at the last step of each episode to give
preference to the shorter makespan and the higher utilization rate. The details of the
episode-based reward are shown in Equation (15). Its performance is shown in Figure 18,
which indicates that the pre-defined preference has a weak effect since it can only almost
converge to the result of SOST within 300 episodes. The most likely reason is the difficulty
in learning an anticipant strategy through the episode-based reward because of its sparsity
and great difference.

Makespan : rspan = makespanSOST − makespancurrent
Tardiness : rtard = −tardinesscurrent
Utilization rate : ruti = 500 ∗ (ucurrent − uSOST)

(15)
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5.2.2. Priority Adjusting

As previously proven, Prioritized Experience Replay (PER) is effective in the training
process of DRL, while the priority coefficient (Cp) proposed in this paper deserves further
discussion. Cp increases the priority of certain experiences with transitions and changes
of specific state features, including ATD and ETD. Although the contrast experiments
above have shown that Cp is capable of accelerating the speed of convergence on a specific
case, there is still doubt about the application in other cases, especially cases that are highly
likely to be overdue. Therefore, we set experiments on different due dates to verify the
universality of Cp. The average rewards can be seen in Table 10, and we find that Cp is
strongly effective only on the due date 2.4. The poor performance on the due date 1.5 and
the due date 2.0 shows that Cp maybe not so stable and need further adjustment to adapt
to different conditions.

Table 10. The average rewards of DRL on different due dates with different Cp.

Settings of Cp Due Date 1.5 Due Date 2.0 Due Date 2.4

Without Cp −3592.475 −2155.875 −812.375
Fixed Cp −3684.2 −2483.825 −290.575

Decreasing Cp −3482.4 −2306.725 −405.875

6. Conclusions

In this paper, we propose a design method for IPS2 based on robot-driven sanding
processing lines to solve the difficulties triggered by the high cost and the complex operation
and maintenance. Moreover, a scheduling method is put forward in the face of multiple
concurrent service flows. The main contributions of this paper lie in three aspects: (1) A
comprehensive design method for IPS2 is propounded to obtain a highly customized
scheme, which includes service order design, resource configuration, and service flow
modeling. (2) A scheduling method adopting the deep reinforcement learning algorithm
for service flows is proposed in an attempt to satisfy the requirements of the due date,
optimize the makespan, and promote the average utilization rate. (3) A real industrial case
of robot-driven sanding processing lines and their relevant data are implemented to verify
the practicability and performance of the proposed methods. In addition, the modifications
of reward shaping and priority coefficient in the Dueling DDQN are discussed to pursue
more efficient and robust scheduling schemes.

Nevertheless, some existing limitations in our methods should be addressed. Firstly,
the transformation from the Service Flow Scheduling Problem into the Hybrid Flow
Scheduling Problem is somewhat idealized since it ignores the logistics activity and the
potential risk of sudden breakdowns. Furthermore, despite the “Fork” and the “Join” in
the UML Activity Diagram, the modeling method for service flows does not seem to fit the
profoundly complex combination of parallel activities so well. Therefore, further research
is required to establish a more flexible and refined modeling method for service flows.
Meanwhile, the possible dynamic factors during the scheduling process deserve serious
consideration to prevent an unstable and inefficient scheme.
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