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Abstract: Kinematics is a fundamental topic in engineering, robotics, mechatronics, and control
systems and significantly resolves some of these fields’ most pressing issues. It is essential to
assess the balance between a topic’s theoretical framework and its empirical validation to succeed
in engineering. Educational tools have gained significant attention for their ability to enhance the
learning experience by providing the hands-on experiences necessary to assess theoretical frameworks
and empirical validations. This paper presents a system incorporating state-of-the-art features,
including a fuzzy controller enabling precise control of a linear actuator and a USB camera, to provide
an interactive experience. The USB camera captures the position of the actuator, providing real-
time visual feedback and allowing the students to validate their theoretical understanding through
practical experiments. Precision, accuracy, resolution, and the implementation of the fuzzy controller
are measured to evaluate the whole system’s performance. The design, implementation, and control
of our educational electrical linear actuator for teaching kinematics concepts contribute to a practical
educational tool and advance interactive learning approaches in the field.

Keywords: STEM; educational engineering; systems and control engineering; machine vision;
mechanical systems

1. Introduction

Mechatronics integrates mechanical engineering (ME), electronic engineering (EE),
information technology (IT), and control systems (CS) to reach an integrated approach
involved in the design, manufacturing, and development of engineering systems [1]. Adopt-
ing this methodology has resulted in noteworthy progress in numerous industries, such as
precision engineering, aerospace, medical equipment design, and robotics applications [2,3].

In the field of mechatronics, CS play a crucial role in comprehending and designing
complex systems, including diverse aspects such as feedback, robustness, dynamics, and
decision-making. Deep comprehension of CS enables us to resolve some of the most
pressing issues by developing innovative technologies and solutions [4], adjusting the
behavior of automated systems to operate within determined parameters and meet expected
performance criteria [5], and reaching enhanced accuracy, safety, and efficiency while
reducing the likelihood of errors and system failures [6].

Machines 2023, 11, 894. https://doi.org/10.3390/machines11090894 https://www.mdpi.com/journal/machines

https://doi.org/10.3390/machines11090894
https://doi.org/10.3390/machines11090894
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/machines
https://www.mdpi.com
https://orcid.org/0000-0002-0955-3002
https://orcid.org/0000-0003-4618-4004
https://orcid.org/0000-0003-0743-842X
https://orcid.org/0000-0002-7095-9984
https://orcid.org/0000-0002-8148-3600
https://orcid.org/0000-0003-0480-6338
https://orcid.org/0000-0002-8844-8891
https://orcid.org/0000-0002-8999-3015
https://orcid.org/0000-0003-2545-4116
https://doi.org/10.3390/machines11090894
https://www.mdpi.com/journal/machines
https://www.mdpi.com/article/10.3390/machines11090894?type=check_update&version=1


Machines 2023, 11, 894 2 of 25

Therefore, from an educational perspective, CS sciences are necessary to produce a new
generation of engineers to design, develop, and control mechatronic systems. Equipping
students with the necessary skills is of the utmost importance for mechatronics education
as it prepares them to fulfill the demands of the modern industrial landscape [4].

CS education requires interdisciplinary knowledge involving mathematical modeling,
analytical thinking, computational skills, hardware development, and control design.
According to [1,7,8], it is essential to assess the balance between two main scenarios to
succeed in mechatronics: the theoretical framework of mathematical modeling, analysis,
and control design for dynamic physical systems and the empirical validation of these
concepts.

The aforementioned process is analogous to the philosophy of STEM education (sci-
ence, technology, engineering, and mathematics), where “know-what” (knowledge associ-
ated with the discipline) and the “know-how” (the skills to apply knowledge) result in the
development of comprehensive learning [9].

This philosophy can also be employed in the field of CS in this sense by assessing
the required balance between theoretical and empirical validation, thus enabling students
to apply their knowledge to address real-world challenges effectively. At the same time,
STEM focuses on developing critical thinking, problem-solving, creativity, and collabora-
tion skills, which are essential for success in any field, including mechatronics and other
engineering disciplines [10].

A practical method to achieve this is by providing a hands-on learning experience.
According to the classical constructionism theory [11], technology integration in hands-on
learning actively involves students constructing their knowledge instead of being mere
passive receptors of information.

This study aims to design, implement, and control an educational electrical linear
actuator for teaching kinematics concepts. Linear actuators are valuable instruments for
achieving precise linear motion. They have been extensively utilized in various appli-
cations, including automated vehicle drivers [12], soft-robot actuators [13], prosthetics
and rehabilitation [14], and automotive technology [15]. Therefore, linear electric actua-
tors provide an excellent prospect for students to learn about motion control, dynamics,
and kinematics, crucial aspects of control systems frequently employed in automation.
This proposal follows a modular approach suitable for educational purposes and includes
an instructional design supported by software for constructing mechatronic concepts im-
plicated in the determination of the motion of a particle, specifically the concept of uniform
rectilinear motion; a fuzzy control is applied in the close loop. The proposal employs
computer vision technology to retrieve the linear actuator;s position while developing
pedagogical experiments.

The novelty of this work relies on a combination of educational tools incorporating
computer vision (CV) and fuzzy control techniques, as well as the Educational Mechatronics
Conceptual Framework (EMCF) methodology, to construct students’ knowledge and skills.

2. Related Works

Understanding kinematics and dynamics is crucial for motion control. Therefore, it is
essential to have practical educational tools that can effectively teach these concepts. This
section explores research on educational tools for instructing kinematics control and the
fundamental concepts of these mechanisms.

In [16], an elevator model to teach motion control in engineering mechatronics was
presented. The authors introduced an open prototyping framework in mechatronics educa-
tion, employing low-cost commercial off-the-shelf (COTS) components and tools for the
motion control module. Students were involved in a series of organized theoretical lectures
and practical, engaging group projects in the lab. Surface and deep learning methods were
frequently mixed thoroughly to help students understand, draw connections, and broaden
their knowledge.
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Other works, such as [17], outlined the steps involved in creating a prototype nonlinear
mechatronic ball–plate system (BPS) as a laboratory platform for STEM education. The BPS
had two degrees of motion and used a universal serial bus high-definition (USB HD) camera
for computer vision and two direct current (DC) servo motors for control. The control
system was based on open-source Python scripts, and the authors created an interface
that allowed for the easy adjustment of hue saturation value (HSV) and the proportional
integral and derivative (PID) controller parameters, making it a flexible educational tool
for CS.

The FlexLab/LevLab presented in [18] is a portable educational system that aims
to teach control systems by providing a hands-on learning experience through modular
artifacts. The FlexLab/LevLab system has a flexible cantilever beam attached to the PCB.
This system uses actuator coils to apply forces by interacting with magnets and coils. The
linear power amplifiers drive the actuators, providing accurate control over the magnetic
attraction forces. In addition, the FlexLab/LevLab system can conduct magnetic suspension
experiments. It can levitate different objects using identical actuators and sensors, including
a triangular target or a magnetic sphere.

A previous publication [19] discussed a cost-effective inverted pendulum explicitly
created for use in CS education. The kit focused on controlling the inverted pendulum. The
cart’s motion was controlled using a stepper motor as an actuator, while rotary sensors
detected the position of the pendulum rod and cart. The study provided a mathematical
model that enabled students to analyze the system’s dynamic behavior and design an
appropriate controller.

In [20], the authors proposed a control laboratory project that helped students gain
practical experience in feedback control concepts. The project used a portable self-balancing
robot to guide students through the essential stages of control system design. The second
part of the project introduced a simple control strategy that used fuzzy logic controllers. This
section also explained how to implement the strategy using lookup tables and demonstrated
how to manually interface and embed fuzzy control strategies.

In [21], the authors introduced a system that, while not explicitly designed for motion
control, served as an intriguing platform for learning about these subjects and could be
used in educational settings to enhance comprehension of the principles and techniques as-
sociated with system control and modeling. Additionally, it allowed students to experiment
with real-life scenarios, promoting active engagement in the learning process.

The methodology presented in [22] proposed a control laboratory project that offers
practical experience aligned with the Accreditation Board for Engineering and Technology
criteria. The project used a portable and economical ball and beam system where students
could integrate printed circuit boards and employ control strategies. This approach pro-
moted hands-on learning and aligned with the recommended sequential education in the
literature.

In [23], a hands-on lab for engineering students to learn control was presented. This
lab employed fuzzy logic to design a control loop for a DC motor. The lab helped students
acquire skills in controller tuning and included a project with modern tools for analysis.
The modular laboratory design provided the necessary tools for students to design their
controllers and experiment with different strategies.

Another work [24] presented an experimental multi-agent system platform for teach-
ing control labs. The platform was open, low-cost, flexible, and capable of verifying
cooperative platooning schemes. The individual agents of the platform were well-suited for
teaching control and embedded systems and could be accessed and supervised remotely
for remote experiences with minimal costs, complexity, and assembly time.

In [25], the authors presented a tool for teaching process control through experiments
on identifying systems. The application was a temperature control system, where different
identifying techniques for evaluation performance were employed, including the step
response method, least squares method, moving average least square method, and weighted
least square method.
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In [26], the authors created educational robotics scenarios of varying complexity. The
application analyzed and tracked the robot’s movements, superimposing figures based
on tasks. The authors concluded that this solution promoted interest through real-time
activities that demonstrated the robot’s behavior.

The other approaches in the literature are only software educational tools. In [27],
an educational tool for controlling AC motors was presented. The tool was prepared in a
GUI environment to provide theoretical explanations of the topics covered and allowed
students to perform vector control of AC motors without needing a laboratory environment,
including a help option with a user guide and theoretical information.

Similarly, the authors of [28] proposed a didactic educational tool for learning fuzzy
control systems. It focused on learning the fundamentals, primary structure, and appli-
cation of fuzzy logic control. Students could simulate control systems with the provided
resources, breaking down barriers in the learning process, such as the high cost of access to
real processes and the gap between theoretical concepts and practice.

It is worth noting that some of the educational technologies and tools mentioned
earlier require a more explicit learning methodology. Otherwise, these tools represent
sophisticated and complex tools without a definitive guide on how to effectively use them
for learning purposes. To ensure that motion control and related concepts in mechatronics
education are taught and learned to their fullest potential, it is essential to have a structured
methodology that enables the correct employment of these tools and technologies.

In this sense, previous works [29–32] have considered this factor and have made
significant efforts to develop educational tools that incorporate a well-defined learning
methodology. The authors have strongly emphasized creating tools that promote active
learning. These tools are carefully designed with a transparent methodology that balances
theoretical knowledge and practical applications to enhance students’ understanding and
engagement in mechatronics. By considering this crucial factor, these previous works have
successfully contributed to the development of practical educational tools that facilitate the
learning process in the field of mechatronics.

3. Educational Mechatronics Conceptual Framework Applied to a Linear Actuator

The EMCF aims to help learners understand abstract concepts that form the founda-
tion of mechatronics applications through three reference perspectives: the process, the
application, the scenario, and the artifacts. According to [29], the first perspective covers the
fundamental concepts of mechatronics as a process. The second perspective encompasses
all sub-disciplines or applications derived from these concepts. The scenario perspective
helps to place the application in context by considering the physical environment, which
could be a laboratory or academic space or a virtual environment such as a remote labora-
tory or digital twin lab. Finally, the artifact perspective focuses on creating artifacts related
to the process and application construction. This work implements the EMCF applied to an
electric linear actuator to learn about uniform rectilinear motion. Figure 1 shows the three
reference perspectives of the EMCF applied to this specific proposal.

Moreover, this framework applies the learning construction methodology (EMCF-
LCM). As presented in [30], the EMCF-LCM proposes a three-level macro-process to
construct a method of learning mechatronics concepts. It begins with the concrete level,
which involves sensorimotor processes and manipulating and experimenting with objects
(mechatronics artifacts). Next, it progresses to the graphic level, relating the elements
of reality (the concrete level) with symbolic representations before concluding with the
abstract learning level, which focuses on mathematical and formal concepts; Figure 2
shows the three learning levels. This framework can help to establish a solid foundation in
mechatronic thinking.
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Figure 1. The Educational Mechatronics Conceptual Framework (EMCF).

Figure 2. Educational Mechatronics Conceptual Framework Learning Construction Methodology.

4. Electric Linear Actuator System

The electric linear actuator system was designed according to the EMCF and inspired
by previous works [29]. In this way, the linear actuator system acts as the mechatronic
artifact, where three levels of EMCF-LCM are applied as described in Figure 2. The
system employs a USB camera placed 455 mm over the linear actuator to collect the
position data and create an interactive learning experience for kinematics education. The
complete system includes hardware such as the linear actuator, a tubular structure, and a
graphical user interface developed in PyQt that employs computer vision, Python scripts,
and an Arduino controller to interact with the actuator. Figure 3 illustrates the proposed
system architecture.

Figure 3. Electric Linear Actuator System architecture comprised of a Linear Actuator, a tubular
structure, a camera, and a user interface employing EMCF-LCM.

4.1. Electric Linear Actuator System Fabrication

The artifact depicted in Figure 4 was designed according to the system architecture
shown in Figure 3. This section focuses on the procedure used to fabricate the system,
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which involved assembling the components, including the linear actuator, the tubular
structure, and the camera support. These elements were designed using SolidWorks, a
computer-aided design (CAD) software, and printed using Ultimaker Cura; these are both
commonly used software worldwide.

Figure 4. Linear Actuator System Artifact.

The linear actuator employed a 12V DC motor with an embedded encoder providing
rotational motion (see Figure 5a). In order to convert rotational motion into linear motion,
an 8 mm step lead screw was employed. The motor and the lead screw awee coupled using
a 4.5 mm to 8 mm flexible coupling element. It is worth noting that no suitable commercial
connection was identified. Therefore, the flexible coupling element was designed as shown
in Figure 5b and printed as shown in Figure 5c. Finally, Figure 5d shows the coupling of
the lead screw and the motor using the flexible printed coupling.

As part of the linear actuator, the cart is a platform that moves along the rail and
transports the load; Figure 6a illustrates the designed cart. The cart was assembled with
two linear shafts using the holes at extremes depicted in Figure 6b and with the lead screw
employing an anti-backlash nut, as depicted in Figure 6c. Finally, Figure 6d displays a top
view of the cart with its load-stabilizing holes.

In order to provide support for the cart, motor, linear shafts, and lead screw, two limit sup-
ports were designed: the frontal support (see Figure 7a) and the rear support (see Figure 8a).

The frontal support was designed to assemble the DC motor, a limit switch, linear
shafts, and the profile supports for the tubular structure described below. The printed
frontal motor support is depicted in Figure 7b,c, while Figure 7d shows the motor mount-
ing in the printed support. On the other hand, the printed rear support is depicted in
Figure 8b–d. Both pieces (Figures 7 and 8) include slots for the assembly of the linear shaft
elements and limit switch to restrict the cart’s movement and prevent it from exceeding the
intended range. The assembly of the cart with the linear shafts, the lead screw, and the rear
support is depicted in Figure 9.

Two elements were printed for the tubular support; Figure 10a,b shows the tubular
printed supports designed to assemble the 30 × 30 aluminum profiles. Figure 10c,d shows
the assembled profiles with the linear actuator. Moreover, the two printed joints depicted
in Figure 11a,b were employed to assemble the aluminum profiles and to obtain the square
shape. Finally, a camera housing support was created based on the size of the FIT0729
USB camera, as shown in Figure 12a. Figure 12b displays the housing support, which
was shaped to allow for easy placement and rotation of the camera to achieve the desired
position and angle. The assembly is depicted in Figure 12c. Finally, Arduino and a l298n
driver were employed to control the linear actuator’s DC motor, as depicted in Figure 13.
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Figure 5. Motor and lead screw coupling parts: (a) DC motor; (b) 4.5:8 mm Flexible coupling design;
(c) printed flexible coupling; (d) coupling of the motor and the lead screw.

Figure 6. Development of the cart: (a) cart design; (b) front-side view of printed cart; (c) rear-side
view of printed cart; (d) top-side view of printed cart.

Figure 7. DC motor support: (a) DC motor support design; (b) front view of the printed support;
(c) rear view of the printed support; (d) motor mounting.

Figure 8. Rear support: (a) rear support design; (b) front view of the printed support; (c) rear view of
the printed support; (d) isometric view of the printed support.

Figure 9. Cart assembly: (a) assembly of the cart on the lead screw; (b) assembly of the cart with the
linear shafts and lateral rear support.
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Figure 10. Profile supports: (a) frontal profile support; (b) rear profile support; (c) frontal profile
support assembly; (d) rear profile support assembly.

Figure 11. Printed joints: (a) joint for corners and (b) joint for straight edges.

Figure 12. Camera housing support: (a) USB FIT0729 camera; (b) printed housing; (c) assembled
camera in housing support and aluminum profile.

Figure 13. Controllers: (a) Arduino Mega 2560 and (b) LN298n driver.

4.2. Tracking and Localization Method Using Computer Vision Algorithms

In order to facilitate a comprehensive understanding of the uniform rectilinear motion
concept, specifically as applied to the cart depicted in Figure 6, it is necessary to determine
its current position during travel. This work employs computer vision algorithms to
measure the actual position of the cart in the linear actuator.

According to previous studies [33], the architecture presented in Figure 4 is suitable
for implementing an indoor positioning system with a static camera (sensing device),
elements, or features defined for detection (detected elements) via traditional image analysis
(localization methods). The possible detectable elements of the cart are that it has the
particularity of being a blue square; however, as previous works [17,29,34,35] indicate,
employing a camera as a sensory tool for detecting features such as color proved challenging
due to the need to keep consistent illumination levels throughout the process.

Other works employ artificial fiducial marks as detected elements to provide a point
of reference for a measurement in an image. The fiducial markers used for localization and
positioning are AprilTags, STag, ARTag, and ArUco markers; this last one shows a good
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position and orientation performance [36]. ArUco offers a robust binary code that makes
it resistant to errors, making error detection and a correction possible [37]. ArUco has
been employed in underwater visual navigation and a multi-sensor fusion indoor localiza-
tion system for micro air vehicles and achieved accurate localization performance [38,39].
Therefore, ArUco markers have the potential to overcome the challenges of using cameras
as sensors.

Thus, this work employs the pose estimation method by placing two ArUco markers
strategically within the system. This process is based on finding correspondences between
points in the real-world environment and their 2D image projection using fiducial marks
(ArUco markers). The process of measuring the cart’s position using the OpenCV library
in Python is depicted in Figure 14. OpenCV is a powerful tool that offers efficient image
processing and is widely used for real-time computer vision algorithms.

Figure 14. Localization and tracking procedure stages.

4.2.1. Camera Calibration

In order to accurately estimate the parameters of a camera lens, calibration is required
due to the presence of two types of optical distortions: radial and tangential [40]. The
parameters for the calibration process can be calculated using methods described in prior
research [29]. As a result, the internal and external parameters of the camera are as follows:

A =

 fx 0 cx
0 fy cy
0 0 1

 =

1525.24821 0 942.678795
0 1524.74786 541.314670
0 0 1

 (1)

The matrix A contains the intrinsic parameters, including the focal elements fx and fy
measured in pixels, as well as the coordinates of the main point, typically located at the
center of the image, represented by cx and cy. Additionally, the vector dc represents the
distortion coefficients,

dc =
[
0.10631656 −0.03973808 −0.00160011 −0.00572869 −0.39174854

]
The data collected will be utilized in a subsequent phase of the image processing.

4.2.2. ArUco Marker Detection

The system employs a pair of independent 6 × 6 ArUco markers, each featuring
a distinctive pattern and a binary-encoded ID, facilitating the individual estimation of
the pose of each marker [37]. The OpenCV library generates a pair of ArUco markers
for the linear actuator with a square size of 26.5 mm, as depicted in Figure 15. The
markers are appropriately labeled with their respective IDs (one and two) to ensure efficient
identification and tracking.

The ArUco marker with ID two is positioned on the cart to measure its current position;
this ArUco marker is called the “cart marker”. In contrast, the ArUco marker with ID
one operates as a reference point to calculate the precise location of the cart; this is called
the “reference marker”. Figure 16 shows the position of the ArUco markers.
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Figure 15. Developed ArUco Markers: (a) reference marker and (b) cart marker.

Figure 16. ArUco markers: (a) ArUco marker with ID 2 on the cart and (b) reference ArUco with ID 1.

A frame is obtained from the video capture and converted to grayscale. The result is
introduced into the “detectmarkers()” function based on the works presented in [37,41].
This function lists the corners of the detected markers and their respective IDs. A square
with the respective IDs is drawn in the detected elements. This process is depicted in
Figure 17.

Figure 17. ArUco marker detection process: (a) frame from video; (b) converting the frame to
grayscale; (c) applying the detectmarkers() function; and (d) providing the list of corners and IDs.

4.2.3. Pose Estimation and Object Real-World Coordinates

The poses of the ArUco markers in the system are estimated by measuring their
location relative to the camera’s position. This estimation is represented by a rotational and
translational vector that extends from the camera lens to the center of the ArUco marker.
Figure 18 illustrates the pinhole camera model used in the system.

Converting a two-dimensional point denoted by the coordinates (u, v) to
a three-dimensional point denoted by (X, Y, Z) involves employing Equation (2).
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u
v
1

 = A
[
RT
]

X
Y
Z
1

 (2)

where A is the matrix of intrinsic parameters defined in Equation (1), while R and T
symbolize the rotation and translation of the camera, respectively.

Figure 18. General geometric relationship in the system: pinhole camera model and linear actuator’s
working area.

In order to obtain the R and T vectors, it is necessary to collect three-dimensional
(3D) position data from the four corners of the ArUco markers; this can be accomplished
using the solvePnP algorithm in OpenCV, which employs the n-point projection method to
derive rotation and translation matrices [41,42]. This method allows unknown values to be
determined and represented as vectors, indicating the 3D position of the ArUco marker
regarding the camera [43]. The diagram in Figure 19 presents the pose estimation and the
coordinates of the ArUco markers.

The x and y coordinates (red font) are the coordinates of each ArUco marker with
respect to the camera coordinates (0,0,0). Three axes are drawn in the center of the markers;
red corresponds to the x axis, green corresponds to the y axis, and blue corresponds to the
z axis. It is worth noting that the z and y axes are considered irrelevant due to the linear
movement occurring only along the x axis.

Figure 19. Pose estimation: the image depicts the x and y coordinates regarding the camera (0,0,0).
Three axes are shown; red corresponds to the x axis, green corresponds to the y axis, and blue
corresponds to the z axis.

4.2.4. Positioning Tracking

Upon completing pose estimation on the two markers, Equation (3) can be employed
to ascertain the precise positioning of the cart with respect to the reference marker.
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d = |x1 − x2| − 230 mm (3)

Equation (3) calculates the current position of the cart (d) by finding the difference
between the x-axis coordinates of ArUco markers, represented by x1 and x2, regarding
the camera’s position. Additionally, a distance of 230 mm is subtracted from the result to
establish the starting point as the midpoint of the cart’s travel. This distance represents
the spatial separation between the center of the ArUco reference marker and the middle
of the car’s travel along the linear actuator. As a result, the cart’s movement ranges from
−180 to 180 mm, accounting for the cart’s width of 30 mm. This relationship is illustrated
in Figure 18. Then, a low-pass filter is employed.

Low-pass filters are commonly used in signal processing to smooth out abrupt value
changes and reduce noise. In this sense, a low-pass filter is implemented to smooth the
position value by taking a weighted average of the current and previous values using
an exponential moving average, allowing us to produce more stable and consistent out-
put. According to [44], this specific type of filter can be customized through adjustable
parameters, increasing its versatility for use in various applications. Equation (4) describes
a first-order low-pass filter.

yn = α ∗ xn + (1− α) ∗ yn−1 (4)

where yn represents the output value at time n, xn represents the input value at time n,
and yn−1 represents the output value at time n− 1. The parameter α is a coefficient that
determines the filter’s cutoff frequency. The camera rate is 30 frames per second, with
a sampling time of 33 milliseconds. The resolution of the camera’s image is defined as
1920 × 1080. The tracking positioning process is described in Algorithm 1.

Algorithm 1 Estimate of ArUco marker positions and calculated distance between two
markers with filtering.

Require: ArUcoCorners, ArUcoIDs, ArUcoSize, cameraMatrix, distortionCoe f
Ensure: Position

1: # Filter time constant (in seconds)
2: τ ← 0.1
3: # Sampling frequency (in Hz)
4: f s← 33
5: # Filter coefficient
6: α← 1/(τ × f s + 1)
7: # Initialization of filtered value
8: f iltered_position← 0
9: if ArUcoCorners is not empty then

10: Estimate the rotation and translation vectors for each detected marker using
aruco.estimatePoseSingleMarkers()

11: for each detected marker do
12: if the marker ID is 1 or 2 then
13: Store the marker position in markerPositions
14: end if
15: end for
16: end if
17: if markerPositions contains both markers 1 and 2 then
18: Calculate the distance between the two markers as the absolute difference of their

x-coordinates minus 230 mm
19: position← |x1 − x2| − 230mm
20: f iltered_position← α× position + (1− α)× f iltered_position
21: end if
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4.3. Fuzzy Control

This work incorporates closed-loop and open-loop control strategies for instructional
purposes. Specifically, a fuzzy controller is employed for the closed-loop control approach.
Figure 20 illustrates the block diagram of the fuzzy controller applied to the linear actuator.

Figure 20. Block diagram of fuzzy controller applied to the Linear Actuator.

The fuzzy controller performs four main steps: fuzzification, membership function
selection, rules, and defuzzification [45]:

• First,during the fuzzification stage, the input information is transformed into fuzzy
sets using linguistic expressions to convert fuzzy values.

• In the inference process, the controller’s output is determined by establishing rules
about linguistic variables; these rules are developed based on the placement of the
linear actuator from input to output.

Within the system, the fuzzy controller’s input is determined by the difference between
the desired and actual positions, while the voltage represents the output. The rules and
membership functions are designed to ensure the controller is suitable. The rules for the
input are defined as follows:

• BNE: Big negative error;
• SNE: Small negative error;
• ZE: Zero error;
• SPE: Small positive error;
• BPE: Big positive error.

The rules for the output are defined as follows:

• BNV: Big positive voltage;
• SNV: Small negative voltage;
• ZV: Zero voltage;
• SPV: Small positive voltage;
• BPV: Big positive voltage.

Finally, IF-THEN rules are employed as described in Table 1.

Table 1. Linear Actuator Rules membership function.

Error Voltage

BNE BNV
SNE SNV
ZE ZV
SPE SPV
BPE BPV

For the input variable Error’s membership function, the range is set from −19 to
19, and for the output Voltage membership function, the range is set from −12 to 12.
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The BNE, BPE, BNV, and BPV membership functions are trapezoidal, while the remaining
membership functions are triangular, as depicted in Figure 21. Figure 22 shows the response
curve that defines the output Voltage computed by the fuzzy controller as a function of the
input variable Error.

Figure 21. Fuzzy Membership Functions: (a) Input Membership Functions and (b) Output Member-
ship Functions.

Figure 22. The input–output control curve produced by the fuzzy controller.

4.4. Encoder Sensor

The DC motor depicted in Figure 5 contains an encoder that employs Hall effect
sensors to detect the rotation of the motor shaft. As the motor rotates, the sensors generate
pulses that the Arduino microcontroller counts. By measuring the time between pulses and
the number of pulses per revolution, it is possible to calculate the speed of the motor in rev-
olutions per minute (RPM). The encoder is employed in this work for educational activities.
Thus, students will compare the average velocity computed by measured positions vs. the
velocity measured by the encoder.

4.5. User Interface System Software

The user interface shown in Figure 23 was created using pyQt5 and integrated with
OpenCV features to enhance the proposed educational framework. pyQt5 is a popular
library offering a wide range of design options and useful widgets, making it an optimal
choice for creating desktop and mobile applications requiring a graphical user interface.
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Figure 23. Linear Actuator System graphical user interface developed in pyQt5 displaying the cart’s
measured position in the 2D-plane, and the position and velocity with respect to time.

This software interface facilitates the capture of movements of the linear actuator
and their conversion into concrete data. It also lets users control the linear actuator’s
position using open- and closed-loop systems at a graphic level. Furthermore, data can be
exported for analysis and calculations at an abstract level. The application also supports
communication with the microcontroller via serial communication.

There are two ways to control the interface: open-loop and closed-loop control. With
open-loop control, users can choose from three speeds (low, medium, and high) and control
the direction of the motor with two buttons. Closed-loop mode automatically controls the
cart’s position using a fuzzy controller. Users can set the target position and the increment
for the target position.

Moreover, three graphs show the current position, the position vs. time, and the
encoder speed data vs. time. By pressing the capture data button, the graphs will display
the information. Additionally, all data can be downloaded in a comma separated values
(CSV) format.

5. Instructional Design

This section describes the instructional design used to the mechatronic concept of
rectilinear uniform motion. The instructional design is aligned with the EMCF, which
involves three perspective entities: dynamics (process), robotics (application), and the
classroom (scenario), as well as the linear actuator system (artifact). It consists of a hands-
on learning practice for the EMCF levels, with the selected perspective developed in the
subsequent subsections.

To conduct the practice, the student must initialize the user interface, and the linear
actuator, by default, goes to the home position (x = 0). The system localizes the cart’s
position by adding a yellow square indicating the actual position. Then, the practice can
be conducted.

Practice: Rectilinear Motion in Open-Loop Control

This practice helps the student understand how a particle moving along a straight
line is said to be in rectilinear motion. At any given instant t, the particle occupies a certain
position on a straight line. The particle (cart) position is expressed in centimeters, and t is
expressed in seconds. This way, the practice involves students determining the particle’s
velocity over different motions and travel paths based on captured positional data.
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• At the concrete level, students use the linear actuator system interface to conduct
hands-on learning experiments employing open-loop control. Through this process,
they learn how to manipulate the actuator to produce varying speeds, as well as low,
medium, and high voltage, and observe its corresponding motion behavior. Once
students are familiarized with the interface, the set of instructions for the participants
at the concrete level is as follows:

1. Mark the “Low Voltage” checkbox to set the voltage to 2 volts. Then, move the
linear actuator from its home position to the right direction by clicking once on
“Start Motion to Right”, leaving the cart to reach the limit switch −180 mm as
depicted in Figure 24a.

2. Press the “Capture Data” button on the user interface (see Figure 24b), activating
the capture of actual coordinates, the time when the capture data button was
pressed, and the rpm of the motor. The graphs on the right side show the
real-time data.

3. Move the cart from its actual position to the left edge by clicking the “Start
Motion to Left” button. Once the cart reaches the edge at 180 mm, click once
more on the button “stop capture” to deactivate the capture of coordinates. Then,
click on the “Export Position CSV” button; this generates a CSV file with the
positional data vs. the time (see Figure 24c).

• At the graphic level, the student must relate the skills acquired at the concrete level
with symbolic elements. In order to enhance students’ comprehension of the physical
motion of the linear actuator, a CSV file with positioning data is generated, afford-
ing the visual illustration of the instructions at a tangible level. The objective is to
encourage students to establish a correlation between a physical motion and its corre-
sponding graphical representation. Thus, the instructions at the graphic level are as
follows:

1. The student opens the CSV file with recorded positioning data generated in
previous instruction.

2. The curve depicted in Figure 25 is known as the motion curve. The motion curve
represents the particle’s motion (y axis) over time (x axis). This way, the curve
represents the cart’s linear motion from −180 mm to 180 mm performed at the
concrete level.

3. Now, a segment of the curve is selected, in this case a the interval of time from
6 s to 10 s is selected.

At the abstract level, the student relates the symbols assigned at the graphic level with
the assistance of the instructor involving the rectilinear motion concept as follows.

In order to gain a better understanding of the movement of a particle, it is beneficial to
examine its position at two distinct points in time: t and t + ∆t. At time t, the particle can
be found at coordinate x0. By introducing a small displacement ∆x to the x-coordinate, the
particle’s position at time t + ∆t can be determined. The particle’s left or right direction will
dictate whether ∆x is positive or negative. The particle’s average velocity over the time
interval ∆t can be computed as follows:

vavg =
∆x
∆t

=
x− x0

t− t0
(5)

vavg =
−9.27 mm− 3.93 mm

10.063 s− 6.021 s
= −32.6571004 mm/s (6)



Machines 2023, 11, 894 17 of 25

Figure 24. Set of Instructions for concrete level: (a) concrete-level results of the 1st movement,
(b) concrete-level results of the 2nd movement, (c) concrete-level results of the 3rd movement.

Figure 25. Graphic level motion curve: Position vs. time data collected at the concrete level instruc-
tions, the red dashed lines represent the segment of the curve considered for the time intervals from
6 s to 10 s.
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The data in Figure 26 demonstrate a close correlation between the estimated average
velocity and the measurements obtained through the encoder; this provides a means for
students to verify the accuracy of their results and assess their performance as it pertains to
the system’s measurements.

Figure 26. Abstract level: Estimated average speed, the blue line denotes the speed measured by the
encoder, while red dashed lines illustrate the estimated average speed in the time intervals from 6 s
to 10 s

Therefore, in order to promote engagement in the learning process, students are
instructed to calculate the velocity through the utilization of different speeds and shorter
intervals of time.

6. Results

In assessing the performance of the linear actuator system, several key factors must be
taken into account. These include the assessment of precision, which denotes the system’s
ability to reproduce the same results consistently. The assessment of accuracy determines
how closely the measured values match the actual values, and the resolution assessment
quantifies the slightest detectable change in position that the system can respond to.

Additionally, the system’s rise time, settling time, and peak values are typically
considered part of the fuzzy controller evaluation performance. The rise time refers to the
duration it takes for a system to reach its intended position following a modification in
the setpoint. Alternatively, the settling time is defined as the duration necessary for the
system to stabilize and remain within a specific range around its steady-state value after a
change in the setpoint. Furthermore, peak values indicate the maximum overshoot of the
signal and demonstrate how far the system surpassed its target position before ultimately
stabilizing.

Analyzing these parameters makes it feasible to evaluate the efficacy of the Linear
Actuator system and pinpoint areas that necessitate enhancement.

6.1. System Accuracy and Precision Assessments

Therefore, to evaluate the system’s accuracy, we utilized a method of determining the
absolute error by subtracting the measured position from the ground-truth position. In this
way, three hundred pieces of position data were collected by each position from −180 mm
to 180 mm. Subsequently, Equation (7) was applied to calculate the mean absolute error
(MAE). In this equation, n represents the total number of position data points collected, yi
represents the measured position for the element at index i, and yi represents the actual (or
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ground-truth) position for the element at index i. The result of this approach is depicted
in Figure 27.

MAE =
1
n

n

∑
i=1
|yi − ŷi| (7)

In order to assess the precision of the system, the standard deviation was employed to
measure the extent to which each measurement deviates from the actual values. Equation (8)
calculates the standard deviation, where σ represents the standard deviation, n represents
the total number of data points, xi represents the data point at index i, and µ represents the
mean of all data points.

σ =

√
1
n

n

∑
i=1

(xi − µ)2 (8)

The standard deviation, calculated as the square root of the average of the squared
differences between each data point and the norm, can be seen in Figure 28.

Figure 27. Linear Actuator System Accuracy assessment for the position measurements.

Figure 28. Linear Actuator System precision assessment and the standard deviation for each position.
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According to the findings presented in Figure 27, the maximum mean absolute (MAE)
error in the current cart position is 2.5 mm, indicating an MAE position estimation of
±2.5 mm. Additionally, Figure 28, which assesses precision, demonstrates a maximum
variability of 0.9 mm when the position x equals 100 mm. Finally, Figure 29 depicts the
position with the most significant variability. Moreover, the lighting fluctuations, the
sampling rate, and the sudden changes in the cart’s position may contribute to the peaks
obtained in the measurement data.

Figure 29. Box plot for the position with the most significant variability (x = 10).

6.2. System Resolution Assessment

The sensor’s resolution represents the minimum detectable change in a physical
quantity. This section describes the determination of the linear actuator system’s resolution.

The camera employed in this system has an image resolution of 1920 × 1080 pixels.
Furthermore, the focal length (fx) can be derived from the intrinsic camera matrix presented
in Equation (1). This information enables us to calculate the horizontal angle field of view
(hAFOV) and vertical angle field of view (vAFOV) employing Equations (9) and (10), where
wx and wy are the width and the length of the camera’s image sensor in pixels.

hAFOV = 2 arctan
(

wx

2 fx

)
= 2 arctan

(
1920

2(1525.24821)

)
= 64.3 (9)

vAFOV = 2 arctan
(

wy

2 fy

)
= 2 arctan

(
1080

2(1524.74786)

)
= 39 (10)

The results can be utilized to determine the field of view for a predetermined distance
of 45.5 cm, representing the camera’s height relative to the linear actuator. The horizontal
and vertical field of view is calculated employing Equations (11) and (12), respectively.

hFOV =
45.5
0.5

tan(0.5(64.3)) = 571.9 mm (11)

vFOV =
45.5
0.5

tan(0.5(39)) = 322 mm (12)

Finally, the pixels per millimeter (PPmm) is used to determine the system resolution.
The PPmm value defines the number of units of pixels for each meter of the projection
image that the camera is capturing. Equations (13) and (14) are employed in this manner.

hPPM =
wx

hFoV
=

1920
571.9 mm

= 3.35723 px/mm (13)
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vPPM =
wy

vFoV
=

1080
322 mm

= 3.35403 px/mm (14)

After conducting a resolution assessment, it was determined that the horizontal
and vertical resolution values were 3.357× 3.354 px/mm. This resulted in a resolution
measurement of 0.298 mm suitable for the educational purpose of the system.

6.3. Fuzzy Controller Performance

To test the stability of the controller response, we evaluated its performance in set-
point tracking. This test involves dividing the set point into two stages. The first stage
ranges from −180 mm to 0 with a time interval of 0 s to 15 s, while the second stage ranges
from 0 to 50 mm with a time interval of 20 s to 34 s. The results of this procedure are
depicted in Figure 30, while Table 2 provides a comprehensive overview of the transient
analysis of the response.

Figure 30. Set-point tracking response for stage 1 and stage 2.

Table 2. Performance evaluation of set-point tracking for the linear actuator system’s position
controller.

Rise Time (s) Peak Value (mm) Settling Time (s)

Stage 1 2.62 2.3 14.5
Stage 2 1.36 52.6 25.82

The performance of the linear actuator is presented in Table 2. In the first stage,
the controller achieved movement towards the target position in 2.62 s with a maximum
overshoot of 2.3 mm. The settling time, which reflects the duration of the signal within a
specific range around its steady-state value, was 14.5 s. In stage 2, a faster response time of
1.36 s was achieved, albeit with a more significant overshoot of 52.6 mm. The settling time
was longer at 25.82 s when compared to stage 1. Upon evaluation, it can be ascertained that
the system demonstrates commendable performance well-suited for educational purposes.

7. Discussion

This work describes the design, implementation, and control of our linear electric actu-
ator system for educational purposes for teaching rectilinear particle motion in kinematics.
The proposed tool was inspired by previous works in the field [17,26,29], which employed
vision-based control in their learning activities. In this way, the vision-based control method
used in this work contributes to a comprehensive learning experience that melds theory,
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design, and practical implementation. An instructional design is presented based on the
constructionist vision according to [11], which differs from other approaches [17–19,21,25]
where a learning methodology was not defined. Moreover, in contrast to [27,28], this work
integrates software and hardware to achieve a complete learning experience, providing
a hands-on learning tool that addresses the gap between theory and practice, as evidenced
in the literature [46].

The proposed educational system was developed for implementation in the first
semester of a robotics and mechatronics program, specifically for a “Introduction to Robotics
and Mechatronics” course; for this case, fundamental physics and maths are required to
perform the instructional practice. Although this concept may appear straightforward, it
provides an essential foundation to comprehend more intricate kinematic principles.

The system employs a USB camera and a fuzzy position controller to enable an automated
positioning control, all integrated into a user interface for interacting with the system. Al-
though the encoder measurement might be a straightforward option for the proposed
controller feedback, the incorporation of computer vision as controller feedback is due to
the broader importance of this technology in modern mechatronic systems. Vision systems
have become integral components in various engineering applications, from robotics to
automation [47]. Thus, we have implemented and reported a combination of fuzzy control
and computer vision to bring a distinctive contribution to the engineering field.

The interface allows one to select between an open-loop controller and a closed-loop
controller to perform different activities. In this study, one instructional design in the open
loop was described. Accuracy, precision, resolution, and fuzzy controller performance are
assessed to evaluate the system’s overall performance.

MAE and standard deviation are employed to evaluate the precision and accuracy,
which show values of ±2.5 mm and 0.09 mm, respectively, indicating that the system is
reliable and produces consistent and precise results. In contrast, the system’s resolution
indicates a value of 0.298 mm, which is suitable for educational kinematics applications
requiring precise measurements. The performance of the fuzzy controller was evaluated
through set-point tracking tests. The system achieved a rise time of 2.62 s and 1.36 s for the
test and settling times of 14.5 and 25.82 s at different tracking stages. The results show that
the fuzzy controller provides the precise and accurate position of the linear actuator.

The results obtained in this evaluation support the suitability of the linear actuator
system for use in educational applications in kinematics. However, some areas could be
improved in future iterations of the system. Variations in lighting and sampling rates may
significantly impact the results obtained. However, these challenges can be addressed by
implementing image processing techniques and hardware enhancements, as discussed in
other works [17].

Traditional classroom demonstrations often rely on simplified models or animations,
which can inadvertently oversimplify the real-world complexities students will encounter.
The proposed system allows students to interact with a real-world mechanism that il-
lustrates mechatronics concepts and their implications in more advanced scientific and
engineering contexts. Although this work is an instructional guide for learning about
a single concept in kinematics, the modular system design enables the modification of the
overall interface to experience various learning concepts and their practical application in
diverse contexts, such as control design.

Finally, a fuzzy position controller is used as the first evaluation experiment on the
linear actuator. Further research will be conducted to investigate different control methods
and offer students the opportunity to assess and contrast them in various educational
settings, utilizing the same hands-on approach demonstrated in this current work.
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