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Abstract: With the increasing automation of mobile phone assembly, industrial robots are gradually
being used in production lines for loading and unloading operations. At present, industrial robots
are mainly used in online teaching mode, in which the robot’s movement and path are set by teaching
in advance and then repeat the point-to-point operation. This mode of operation is less flexible and
requires high professionalism in teaching and offline programming. When positioning and grasping
different materials, the adjustment time is long, which affects the efficiency of production changeover.
To solve the problem of poor adaptability of loading robots to differentiated products in mobile phone
automatic assembly lines, it is necessary to quickly adjust the positioning and grasping of different
models of mobile phone middle frames. Therefore, this paper proposes a highly adaptive grasping
and positioning method for vision-guided right-angle robots.

Keywords: visual guidance; hand–eye calibration; relative posture; template matching; robot grasp-
ing; mobile phone frame

1. Introduction

In recent years, the labor-intensive industry of computer, communication, and con-
sumer (3C) products manufacturing has been facing an unprecedented crisis with the
transformation and upgrading of the manufacturing industry and the rapid rise in labor
costs. The 3C products’ “mechanical replacement” demand is increasingly urgent. As a
comprehensive product integrating mechanical, computer, and control technologies, indus-
trial robots have been widely used in various industries with highly integrated mechatronic
characteristics. In 3C manufacturing enterprises, industrial robots are mainly used in
product assembly and material transportation in the manufacturing process, replacing
people to complete product assembly or material handling for processing centers. The
three basic elements that must be considered in a robot’s grasping task are localization, the
object to be grasped, and its environment [1]. How to perform accurate grasping of the
object to be grasped in the grasping environment is a key goal of robotic grasping research.
At present, traditional industrial robots are mainly based on online teaching mode [2]. In
this mode, the target workpiece needs to be positioned by a fixed fixture first, and the
program can only be applied to a single work scenario, which has low efficiency, poor
adaptability, and low work flexibility and cannot be quickly adapted to the work tasks of
differentiated products.

The smartphone is one of the important 3C electronic products, which has a fast update
and is highly detachable. For the hardware modules, smartphones can generally be divided
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into twelve modules, including the processing chip module, memory module, battery mod-
ule, wireless communication module, RF module (antenna printed circuit board), display
module, camera module, other logic devices (without memory chips), simulators, filters,
sensors, printed circuit boards (PCB), and others [3]. Therefore, smartphone assembly
manufacturers are faced with a wide variety of parts, complex assembly processes, short
beats, and frequent production changes. In the assembly process of mobile phones, the high
variability of spare parts leads to the loading and unloading operation method of mobile
phone assembly still being mainly manual work, which seriously restricts the production
efficiency and the development process of assembly line automation in this industry [4].

In the last decade, emerging industrial applications require robots to identify randomly
placed workpieces on conveyors, in stacks, and in pallets faster and more accurately, and the
combination of machine vision technology with robotics to help automated systems handle
these workpieces has become increasingly widespread in industry [5,6]. Vision-guided
robots (VGR) are rapidly becoming a key enabling technology for industrial automation [7].
In view of the problem of numerous smartphone assembly parts and complex assembly
processes, this paper takes the middle frame parts in mobile phone assembly as the object
and studies the rapid identification positioning and grasping problem when loading and
unloading in the process of mobile phone automated assembly. The mid-frame of a mobile
phone is an important part supporting the whole mobile phone, and its differentiation
mainly lies in the existence of holes with different shapes and specifications, which makes
it extremely difficult for the industrial robot to pick up and unload the material for teaching
and positioning. To address this problem, this paper integrates machine vision and indus-
trial robots. It proposes the combination of “offline vision analysis of grasping position”
and “online vision positioning grasping”, which analyzes the frame image of the mobile
phone offline to find the optimal grasping position and then sends the information related
to the grasping position to the robot. The robot will then use the online vision to “locate
the edge” of the differentiated workpiece, calculate the robot’s picking path and position
by combining the obtained information of the picking position, and then realize the robot’s
flexible picking of the workpiece.

2. Related Studies

Robots mainly worked in online teaching mode, which lacked the ability of indepen-
dent judgment and decision-making, before machine vision technology was applied to
robotics. In this mode, the robot will only repeat the point-to-point motion according to
the movement mode and path set by the instruction. The fixed fixture determines the part
position, and the positioning accuracy is determined by the tooling fixture, resulting in low
flexibility of the whole application system. In response to the low flexibility of the entire
application system, a part of the research has focused on adaptive robot grippers. Sam et al.
developed a fixture for different shapes, sizes, and weights based on Bernoulli’s principle
to address the problem of non-rigid or semi-rigid food products in the food industry prone
to damage during transportation [8]. Liu et al. proposed a non-contact gripper with four
Bernoulli heads for different products of different shapes and sizes with irregular rough
surfaces and fragile characteristics [9]. Li et al. proposed a non-contact vortex gripper that
can be used for gripping silicon wafers in a certain size range by generating a vortex flow
to produce an upward lifting force [10]. Maggi et al. proposed an adaptive gripper com-
bining underactuation and vacuum grasping that does not belong to the category of soft
grippers but can handle uneven objects made of different materials, including cardboard,
glass, sheet metal, and plastic [11]. Xu et al. developed an adaptive two-finger gripper
by modifying conventional fin-ray fingers to grasp free-form objects [12]. Although these
studies can solve the problem of complex grasping due to item changes to some extent,
they do not solve the problem of fixed robot motion trajectories. By introducing a vision
guidance system, the robot can break through the limitation that it can only simply repeat
the schematic trajectory, enabling it to adjust its motion trajectory in real-time according to
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the changes in the grabbed workpiece, making it possible to promote production efficiency,
improve production quality, and increase the intelligence level of the robot [13].

The first step for a machine vision guided robot for positioning and grasping is to
establish the relationship between the image coordinate system of the camera and the coor-
dinate system of the grasping target, realize the unification of coordinate position through
camera calibration, and then realize the coordination between the grasping target position
and robot position through hand–eye calibration to improve the accuracy of grasping.
Then the vision algorithm and image processing are used to describe the target in three
dimensions: the recognition and matching of the grabbed workpiece. Finally, the robot
grabs the target workpiece according to the recognition and positioning results. Traditional
calibration methods include self-calibration methods, active vision methods, and linear
calibration methods. [14]. With the continuous progress of technology and hardware levels,
calibration methods are constantly updated and calibration accuracy is improving [15].
Yong Zhou et al. [6] proposed and developed a task-oriented markerless hand–eye calibra-
tion method based on nonlinear iterative optimization that converts external parameters
into variables optimized with a cost function by using error transfer to construct a cost
function, making the calibration not only robust to noisy sensors but also able to meet
the requirements of task reconstruction accuracy. J.-C. Hsiao et al. [16] proposed a hybrid
calibration method to improve the positioning accuracy of industrial robots considering
configuration and payload effects. J.-W. Lee et al. [17] proposed a calibration method for
industrial robots using Denavit–Hartenberg parameters. Xie et al. [18] developed a new
calibration method based on a linear structured optical measurement system to calibrate a
six-degree-of-freedom industrial robot, which reduces the complex steps in the calibration
process and improves the calibration accuracy by establishing an error model. Gan et al. [19]
proposed a calibration method for robot kinematic parameters based on the drawstring
displacement sensor, which significantly improves the positioning accuracy of the robot.

Vision-guided robot grasping research has been carried out, and the technology of
robot grasping large objects is relatively mature. With the in-depth research of vision-guided
algorithms, vision-guided robot grasping methods for fine objects with high accuracy have
also been proposed. Fang et al. [20] proposed a small part assembly system using a dual-
arm robot for 3C products, where the dual-arm robot achieves position recognition of small
parts by deploying a vision system. Huang et al. [21] proposed a distributed grasping
strategy and vision guidance method using a Baxter robot to achieve the assembly of
pins in 1 mm clearance holes. C. D’Ettorre et al. [22] proposed a vision algorithm for
visually guiding a robot to grab a needle in order to avoid the needle handover step and
reduce the suture time in response to the situation that the needle needs to switch positions
several times when the surgeon performs wound suturing on a patient during surgery.
Tao et al. [23] proposed to determine the unique grasping angle using the image mask
multiple times subtraction method to guide the robot based on a binocular vision system
automatically grabbing scattered self-locking rivets in aircraft assembly.

In the context that smart manufacturing has become the development direction of
the world’s manufacturing industry, industrial robots, as an important part of the smart
manufacturing system (SMS), influence the level of intelligence of the whole SMS in terms
of its automation. Some of the latest technologies in research, such as digital twins (DT),
are being applied to the design of industrial robots to improve the intelligence of the
entire SMS [24,25]. With DT, engineers can design and commission industrial robots and
SMS remotely to reduce costs [26], while enabling rapid configuration of industrial robots,
making SMS highly flexible to meet the increasing individual needs of products [27]. In
addition, combining machine vision with deep learning and convolutional neural networks
to guide robot grasping has become a popular research direction in recent years [28,29].
Andy Zeng [30] from Princeton University proposed a multi-view self-learning vision-
guided robot grasping technique that utilizes convolutional neural networks to segment
and label different viewpoint target scenes and is highly adaptive with iterative operations
associated with multiple vision systems. Williams H.A.M et al. [31] combined machine
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vision, convolutional neural networks, and robotics to develop a harvesting system for
kiwifruit. Luca Bergamini et al. [32] proposed a deep convolutional neural network-based
framework to predict the grasping position of a robot when grasping multiple unknown
objects using a single RGB image as input. Using a deep convolutional neural network
model, Ping et al. [33] proposed a depth image-based vision-guided robotic box-picking
system to predict the robot’s grasping position for a texture-free flat object.

Overall, the development of vision-guided robot positioning and grasping technology
has matured and is widely used in industries such as automotive assembly, electrical and elec-
tronics, 3C manufacturing, industrial agriculture, and handling and palletizing, and it provides
strong technical support for safe, reliable, and efficient industrial automation production.

3. Vision-Guided Mobile Phone Frame Grasping System

In the production of a flexible mobile phone assembly line, the production line often
needs to change frequently. The vision-guided robot in the traditional mobile phone
assembly line only relies on a single online vision image acquisition to complete the
analysis and positioning of the hole detection of different models of frames after the
production change. The robot needs to re-teach the alignment and grasping position after
each production change, which makes the flexibility of the assembly line very low. The
vision-guided mobile phone frame grasping system proposed in this study detects and
analyzes the distribution of holes in the mobile phone frame by introducing an offline
vision system for external operation. The online vision system only collects the local images
of the material. Then it determines the relative position of the robot end-effector to grab the
material based on the grasping relative position parameters input from the offline system
to achieve fast positioning and grasping of the robot, which improves the system flexibility
and reduces the adjustment operation time.

3.1. General Structure of the System

As shown in Figure 1, the system structure mainly consists of three parts: mechanical
system, vision system, and motion control system.The mechanical system includes a four
degrees-of-freedom right-angle robot, loading and unloading auxiliary equipment, sensors,
etc.; the motion control system includes a vision industrial controller, robot programmable
controller, and industrial control touch screen; the vision system mainly consists of an
image acquisition module and an image processing module.

Figure 1. Vision guided grasping system structure.
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3.2. Mobile Phone Assembly Line Robot Hardware System

In this paper, a mobile phone assembly line as shown in Figure 2a is used as the
research object. Because the mobile phone automatic assembly line has many processes,
dense equipment arrangement, and limited space, the system selects a lightweight and
retractable four degrees-of-freedom right-angle robot as shown in Figure 2c to achieve
translational motion along the X, Y, and Z axes and rotational motion around the Z axis
to meet the loading and unloading operation of the mobile phone frame. This right-angle
robot has an X-axis travel range of 0 to 120 cm, a Y-axis travel range of −120 to 150 cm, a
Z-axis travel range of 0 to 20 cm, and an R-axis rotation angle range of −180 to 180 degrees.
Due to the lightweight and flat surface of the mobile phone frame, the end-effector of the
four degrees-of-freedom robot is powered by two sets of suction cups and four circular
nozzles of the same size installed in a square distribution as shown in Figure 2e.

Figure 2. Hardware equipment composition of mobile phone assembly line.

The loading and unloading auxiliary equipment in the system, as shown in Figure 2d,
mainly includes in-process pallets, loading and unloading sensors, and a pallet clamping
mechanism. The in-process pallet is used as a carrier to load the semi-finished assembled
product to flow into each assembly unit with the conveyor belt, which has a certain coarse
positioning role to make the semi-finished products flow into each assembly unit in an
orderly manner. The loading mechanism works synchronously with the pallet clamping
mechanism. When the in-process pallet flows in, the sensor is triggered and the clamping
mechanism clamps the pallet, making the pallet stationary relative to the conveyor belt;
then the loading signal is sent to the robot through IO communication. After the robot picks
up the material, the empty pallet flows into the discharging area, triggering the discharging
sensor; the clamping mechanism clamps into the pallet and waits for discharging after the
assembly operation.

3.3. Vision Hardware System

The hardware part of the vision system mainly includes industrial cameras, lenses,
light sources, and industrial controllers with communication ports. As the offline vision
function in the system needs to detect and analyze the hole characteristics of the phone
frame, determine the best grasping position of the suction cup, and use it as a relative
mark point in the online positioning system, the offline vision system needs to take a
complete image of the phone frame. The online vision system function requires real-time
identification to locate another marked point in the incoming frame and the rotation angle
of the material, which can be achieved by taking only partial images. In summary, this
system needs to design two sets of vision systems, in which online vision is installed at
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the end of the robot to move to a fixed position with the robot to take pictures and collect
local images of the material in real-time, and offline vision collects the complete mobile
phone frame image to be loaded in an external operation. The edge contour features of the
mobile phone frame can be searched by grayscale values, so the online vision and offline
vision systems both use monochrome CMOS cameras with fast acquisition speed and high
integration. The specific hardware selection parameters are shown in Tables 1–3.

Table 1. Camera parameters.

Parameter Name Online Vision Camera Offline Vision Camera

Product Model DAHENG MER2-041-436U3M/C-L DAHENG Basler acA2500-14gm GigE
Category USB3.0 Industrial Camera GigE Industrial Camera

Chip CMOS CMOS
Resolution 720 × 540 2592 × 1944
Pixel Size 6.9 × 6.9 µm 2.2 × 2.2 µm

Sensor Size 1/2.9 1/2.5
Scanning Mode Progressive Scanning Progressive Scanning

Frame Rate 438 fps 14 fps
Lens Mount C-Mount C-Mount
Dimension 29 × 29 × 29 mm 42 × 29 × 29 mm

Shutter Global Shutter Rolling Shutter

Table 2. Lens parameters.

Parameter Name Online Vision Lens Offline Vision Lens

Product Model Edmund Optics Basler Lens C125-1218-5M-p
Focal Length 50 mm 12 mm

Aperture F2.0–F22.0 F1.8–F22.0
Lens Mount C-Mount C-Mount

Table 3. Light source parameters.

Parameter Name Online Vision Light Source Offline Vision Light Source

Product Model Wordop HDR-74-60 Wordop HDR2-100-90
Category LED LED

Shape Ring-shaped Ring-shaped

3.4. Grasping System Operation Flow

The operation flow of the whole grasping system is shown in Figure 3. The process
includes starting the production line equipment, resetting each piece of equipment, and
then entering the pending operation state. When the tray with the mobile phone frame
flows into the loading station, the sensor is triggered and sends a high-level signal to the
clamping mechanism, which then sends the loading and picking signal to the robot through
IO communication after clamping the tray. The robot quickly moves to the photo position
and controls the light source and then sends the acquisition signal to the vision system
via TCP communication, which triggers the camera to acquire a frame of the image. The
vision system identifies and locates the image, gets the actual grasping position of the
phone frame in the image, and sends the position information command to the robot. The
robot receives the control command and turns off the light source first, then adjusts the
grasping position according to the position information to grab the material and place it
on the assembly station to finish loading. After the assembly process is completed, the
sensor will send an unloading signal to the robot to complete the unloading to the tray in
the waiting area, then the clamping mechanism will be released and the phone frame will
flow to the next assembly station with the tray.
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Figure 3. Flow chart of vision-guided robot loading and unloading.

4. Visual Guidance-Based Fast Grasping Technology Method for Differentiated
Mobile Phone Frames

This section describes a robot grasping system for differentiated mobile phone frames
and introduces a general scheme combining “offline vision analysis for grasping position”
and “online vision positioning for grasping” to guide the robot to grab the differentiated
mobile phone frames quickly.

4.1. Offline Image Information Extraction

There are several holes of different shapes inside the middle frame of mobile phones,
and the grasping point of the nozzle should avoid these holes as much as possible con-
sidering the robot’s stability when grasping the middle frame. The offline vision system
acquires the complete mobile phone frame image at the external fixed bracket device and
then pre-processes the image with image graying, binarization, filtering, morphological
closed operation, and edge detection to enhance the edge feature information and elimi-
nate the influence of useless features as much as possible while improving the computing
efficiency of the subsequent algorithm processing [34]. The fitting algorithm of bounding
rectangles with closed regions [35] is used to calculate the vector data information, such as
the minimum external rectangle, perimeter, rotation angle, and center position of the outer
edge contour of the mobile phone frame based on the images of the outer edge contour of
mobile phone frame and the point set images of the inner hole edge contour extracted by
the preprocessing of the offline vision system. For the convenience of subsequent calcu-
lation, the minimum covered circle algorithm for extracting the set of planar points [36]
is used to extract the minimum external circle of the internal hole contour obtained after
preprocessing to characterize the hole location and size information. The whole image
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pre-processing process and the final extracted results of the minimum external rectangle
of the outer edge contour and the minimum external circle of the hole edge contour of
the phone frame are shown in Figure 4, and the calculated image information data of the
phone’s middle frame are shown in Tables 4 and 5.

Figure 4. The process and results of the image preprocessing.

Table 4. Image information data.

Parameter Name Value

Center Coordinates (1150.5, 822.0)
Rotation Angle −7.0°

Long 1722.8 pixel
Wide 839.3 pixel

Table 5. Hole feature data.

Number Coordinates of Hole Center Radius (pixel)

1 (889, 1210) 4
2 (449, 1247) 6
3 (664, 1243) 28
4 (1122, 1184) 25
5 (1183, 1173) 17
6 (1530, 1131) 13

4.2. Robot Grasping and Positioning Algorithm

The positioning and grasping algorithm takes the vector information I of the phone
frame in the image, the ensemble of hole features GN , the robot end-effector structure, and
its suction nozzle size parameter W as inputs, calculates the intersection area S between
the suction nozzle and the inner hole area of the middle frame, and searches for the suction
cup position P and rotation angle γ that makes S equal to zero as the positioning position
of the robot to grip the middle frame, which is the output of the algorithm. The specific
flow of the algorithm is shown in Figure 5, where δ is the rotation angle increment and ω is
the translation increment.
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Figure 5. The process of robot grasping and positioning algorithm.

4.2.1. Grasping and Positioning Algorithm Design

The length and width specifications of the middle frame extracted from the image
features are set to a and b, the center coordinates of the workpiece under the image
coordinate system are set to I = (u, v), and the N holes in the middle frame including
feature location and contour size information are set to Gi, where i = 1, 2, 3, . . . , N. Then the
set of hole feature information can be expressed as G = {G1, G2, . . . , GN}. According to the
end-effector of the loading and unloading robot described in Section 3, the distance between
adjacent nozzles is set to l, the nozzle radius is set to r, and the set of nozzle information is
set to O =

{
Oj1, Oj2, Oj3, Oj4

}
, where O contains the pixel coordinate position information

of each nozzle
{(

uj1, vj1
)
,
(
uj2, vj2

)
,
(
uj3, vj3

)
,
(
uj4, vj4

)}
. Figure 6 illustrates the parameter

distribution of the positioning model.
To complete the robot’s grasping and positioning, the off-line vision system needs to

solve for the center positions Oj
(
uj, vj

)
of the four suction nozzles that do not overlap any

hole positions as much as possible within the internal range of the workpiece at the time of
grasping. The intersection area g(GN , Oi) of the four nozzles

{
Oj1, Oj2, Oj3, Oj4

}
and the

hole GN is used as the measurement parameter to solve the center position Oj of the four
nozzles when the sum of the intersection area Sum is zero or minimum to determine the
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optimal grasping position of the robot, and a grasping and positioning solution model for
the hole feature information of the middle frame is established as shown below.

min

(
Sum =

N

∑
n=1

4

∑
i=1

g(GN , Oi)

)
(1)

s.t.

vj = k
(
uj − u

)
+ v ∀jε[1, m] (2)(

u < uj1
)
∩
(
u < uj4

)
∀jε[1, m] (3)(

u > uj2
)
∩
(
u > uj3

)
∀jε[1, m] (4)(

v < vj1
)
∩
(
v < vj2

)
∀jε[1, m] (5)(

v > vj3
)
∩
(
v > vj4

)
∀jε[1, m] (6)

In the above constraints, uji and vji (i = 1, 2, 3, 4) denote the assumed coordinates of
the corresponding nozzle i in the image coordinate system when the suction cup is at search
position j, respectively, and k denotes the slope of the axis where the center point of the
workpiece is located and k = tan(θ), where θ is the workpiece vector angle. Constraint (2)
indicates that Oj is always on the workpiece axis, and Constraints (3) to (6) indicate that the
center of the workpiece must be within the square of the four nozzles when the suction cups
search for the grasping position Oj on the workpiece, which is to guarantee the stability
during grasping. The above constraints show that the closer the search grasping position is
to the center of the workpiece, the better the grasping effect will be. Therefore, the model
takes the center of the workpiece as the initial search point, and searches for the optimal
rotation angle γ of the suction cup by rotating it clockwise and then counterclockwise in
single increments until it is greater than the threshold angle, and then translates it in one
incremental displacement l until it is greater than the translation threshold. In this way,
combining the rotation and translation of the suction cups, the optimal grasping position
Oj and the corresponding suction cup rotation angle γ are searched on the workpiece by
traversing the workpiece.

Figure 6. Positioning model for grasping.

According to the constraint and solution requirements, a binary tree-like algorithm is
used to calculate the intersection area of the four nozzles with the holes in the workpiece
within the constraint range by traversing the top-down, left-to-right sequence hierarchically
until the point that satisfies Sum equal to zero is searched first, and then the search ends
and the result is output. The hierarchical traversal structure of the algorithm is shown in
Figure 7.
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Figure 7. Hierarchical traversal search strategy.

As shown in Figure 7, t indicates that the vector center of the middle frame is used as
the root search node of the first search layer. In the next search layer, the search nodes of
the process are divided into two categories, which are the set Rm of rotating sucker search
solution with the starting position of the search node in the previous layer and the set im of
moving the sucker position to the left and right of the search node in the previous layer. In
this way, a full and non-complete binary tree with t as the root search node, Rm as the left
node and im as the right node is established. The search path of this binary tree hierarchical
traversal search strategy is (t, R1, i1, R2, i2, . . . , im, Rm), which belongs to the breadth-first
search (BFS) strategy and can guarantee that the location searched is the closest point to the
center of the workpiece, which meets the model constraints.

4.2.2. Algorithm Pre-Processing

Because the placement of the phone frame is random in practice, the angle of the
collected image poses is also different, which leads to an inconsistent angle of the suction
cup relative to the workpiece when the algorithm searches for nodes at the root, and the
results of the algorithm’s hierarchical traversal search have large differences. Therefore,
before the algorithm is executed, it is necessary to adjust the corresponding negative
angle according to the rotation angle θ of the phone frame image obtained during image
preprocessing so that the phone frame in the image is always in a horizontal position, and
thus the position angle of the suction cup relative to the workpiece during the initial search
of the algorithm is always uniform. The image is angularly adjusted as shown in Figure 8c.
After the angle adjustment, the limit position of the four nozzles in the search process
within the constraint range of left and right translation at the initial position is 1

2 l, and the
limit distance that can be searched by the nozzles up and down during the rotation search
is
√

2
2 l. The search domain can be cropped to reduce the set of hole features in the search

domain, thus reducing the search time of the localization algorithm. The trimmed search
domain is shown in Figure 8d.

4.2.3. Algorithm Results

The positioning results of the grasping and positioning algorithm for the same mobile
phone frame at different placement positions and angles are shown in Figure 9, and the
final positioning results are consistent despite the inconsistent positions and angles of the
captured images.
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Figure 8. Comparison of detection before and after pre-processing.

Figure 9. The results of the positioning and grasping algorithm.

4.3. Online Image Target Recognition

The offline vision system completes the robot’s positioning of the mobile phone mid-
frame grasping position and provides the image template of the phone frame. The online
vision system traverses the set of edge contour features obtained from the online acquisition
detection, finds the largest edge contour of the workpiece edge containing the most contour
points as shown in Figure 10a, sets it as the template contour to be matched, and performs
template matching with the image template provided by the offline system [37,38] to
identify and obtain the positional information of the target middle phone frame in the
matched image. Because only the rotation and translation information of the phone frame
in the two-dimensional plane needs to be considered, and the frame in the image is clearly
distinguished from the surrounding background pixels with prominent edge contour
information, an edge-based matching algorithm is used to match and identify the local
images captured by online vision. The similarity between the template edge contour and
the edge contour to be searched is evaluated using the Hausdorff [39] distance method.
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Figure 10. Edge profile extraction and template matching results for workpiece.

After matching the middle target frame outline, it is also necessary to determine the
outline direction of the frame and mark the edge points of the target outline as a Mark point
for visual localization. The target contour’s minimum outer rectangle and its edge points’
coordinates obtained by off-line vision are shown in Figure 10b. Using p4 in the figure
as the positioning Mark point and the slope angle of the line connecting p1(u1, v1) and
p4(u4, v4) to calculate the position angle θ of the target workpiece, the calculation formula
is shown as follows:

θ = arctan
(

v1 − v4

u1 − u4

)
(7)

4.4. Camera Calibration

Camera calibration of the online and offline vision systems is required after target
image matching [40]. The offline vision camera takes pictures at a fixed location point
directly above the plane perpendicular to the phone’s middle frame. Ignoring the effect
of lens distortion, the pixel calibration of offline vision represents the coordinates of the
four edge points (xmax, ymax), (xmax, ymin), (xmin, ymax), (xmin, ymin) of the smallest outer
rectangle in the captured workpiece image as the four edge point coordinates positions of
the phone’s middle frame, respectively. Then the length a of the rectangular phone frame
pixel can be expressed as a = ymax − ymin, the width b can be expressed as b = xmax − xmin,
and the pixel perimeter is expressed as Cpixel = 2(a + b). Whereas the actual phone mid-
frame perimeter is Cmm, the calibrated offline visual unit pixel corresponds to the actual
physical size dp as in Equation (8).

dp =
Cmm

Cpixel
(8)

The camera of in-line vision is mounted at the robot’s end and moves a fixed distance
along the X-axis and Y-axis with the robot to take pictures, so the active vision self-
calibration method [41] is used for calibration. We select the center of the phone frame
as the calibration target point, control the robot to move a fixed distance along the X-axis
and Y-axis, respectively, and record the pixel coordinates of the calibration target point
at this time; the distance value Lx between the two acquisition points on the X-axis line
where the camera is located and the distance value Ly between the two acquisition points
on the Y-axis line can be calculated. Then the physical sizes dx and dy of the online vision
unit pixel in the robot coordinate system can be found from the pixel distance Px and Py
corresponding to the X-axis and Y-axis between these two acquisition points in the image
coordinate system, as shown below in Equations (9) and (10), respectively.

dx =
Lx

Px
(9)

dy =
Ly

Py
(10)
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Because the mobile phone mid-frame material is located at the same height in the
robot loading and unloading system, there is no need to detect the height information
of the mid-frame to be measured. The online vision system moves with the robot to the
photo point to collect the image and obtain the coordinates of the calibration target in the
robot base coordinate system, control the laser pointer in the center of the suction cup to
align the target, and read the physical coordinates of the target from the robot controller.
Nine datasets are collected randomly, and the calibration transformation matrix is solved
to complete the calibration. The two-dimensional set of mapping equations between the
image coordinate system and the robot coordinate system is established based on the
camera imaging model and is shown in Equation (11) below. The optimal parametric
solution of this set of equations can be calculated by collecting nine sets of data and then
fitting the equations using the least squares method [42].{

Xw = M11u + M12v + M13
Yw = M21u + M22v + M23

(11)

4.5. Vision-Guided Robot Positioning and Grasping

After completing a series of preparations, such as target identification and camera
calibration for online image acquisition, the online vision system will guide the robot to
move to the best position for mobile phone frame grasping calculated by the offline vision
system and grab the material. Therefore, the grasping position of the robot’s end-effector
needs to be calculated and the movement path needs to be planned. The coordinates of the
lower right corner point of the local image are marked as Mark1 in the above online image
target recognition process, and the relative position point is obtained as another marked
point in the global range of the workpiece according to the offline grasping and positioning
model and recorded as Mark0. The online vision calculates the grasping position of the
robot end-effector from the relative position relationship between these two mark points
and the workpiece position angle. However, as the two mark points do not belong to the
same vision system, it is necessary to convert Mark0 to Mark2, a localization point in the
online vision image coordinate system.

The offline vision localization model is shown in Figure 11a, where Mark0 is the
grasping point Oj

(
uj, vj

)
, and the pixel coordinates of the lower right point of the frame

in offline vision are p4(umax, vmax). The actual distance between Oj and p4 represents the
grasping relative distance do f f line, and the calculation formula is shown in Equation (12).
In the positioning model, the angle ϑ (ϑ greater than zero) denotes the angle between the
line connecting Oj and p4 and the U-axis of the image coordinate system. The formula for
calculating ϑ is shown in Equation (13).

do f f line =
√(

uj − umax
)2

+
(
vj − vmax

)2 × dp (12)

ϑ = arctan

(
vmax − vj

umax − uj

)
(13)

Figure 11. Visual positioning and position compensation.
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The online visual mark point localization model is shown in Figure 11b. The online
vision system locates the lower right corner point of the workpiece as Mark1 in real time,
and its pixel coordinates are marked as (umark1, vmark1); θ is the rotation angle of the phone
frame. Based on the grasping relative distance do f f line determined by offline vision, the
pixel coordinates of another localization point in the online vision image coordinate system
can be figured out according to Equations (14) and (15), and noted as Mark2 (umark2, vmark2).
When θ is greater than zero, the workpiece rotates clockwise; when θ is less than zero, it
means that the workpiece rotates counterclockwise.

umark2 = umark1 −
do f f line

dx
· cos

(
θ + ϑ

180
× π

)
(14)

vmark2 = vmark1 −
do f f line

dy
· sin

(
θ + ϑ

180
× π

)
(15)

Because the suction cups of the robot end-effector and the rotation axis of the robot
center are different, the suction cups will cause position deviation when they rotate. There-
fore, in actual operation, the suction cup grasping point must be converted into the position
corresponding to the TCP tool to achieve position compensation to obtain the effective
position of robot motion. Combining with the actual application scenario of this study,
a direct calculation method is designed for position compensation based on the known
distance from the center of the suction cup to the TCP of L mm. The calculation model is
shown in Figure 11c. Knowing that the Mark2 pixel coordinates are (umark2, vmark2) and the
suction cup center position is t1, the robot TCP position Ot(ut, vt) is calculated as shown in
Equations (16) and (17) below.

ut = umark2 ±
L
dx
· cos

(
θ + γ

180
× π

)
(16)

vt = vmark2 ∓
L
dy
· sin

(
θ + γ

180
× π

)
(17)

When the robot end-effector rotates clockwise, θ +γ is greater than zero, the calculation
symbol of Equation (17) is “+”, and the calculation symbol of Equation (18) is “−”. In
contrast, when the robot end-effector rotates counterclockwise, θ + γ is less than zero,
the calculation symbol of Equation (17) becomes “−”, and the calculation symbol of
Equation (18) becomes “+”. The actual robot end-effector motion positions (XWt, YWt) can
be obtained by substituting (ut, vt) calculated when the grasping position angle is θ + γ
into Equation (11), and then converting them into robot control commands to realize the
vision-guided loading function.

When the robot is loading the material and executing the “grasping–placing” action,
we consider the rotation angle of the workpiece itself and the relative angle of the suction
cup grasping and design to adjust the suction cup angle after every two loading actions
according to the grasping position and placement position of the material, which effectively
reduces the time of stopping to adjust the suction cup angle and improves the smoothness
of movement and loading speed. From previous research work, it can be calculated that
the visual guide grasping coordinates are (XWt, YWt), the angle of the workpiece itself is θ,
and the rotation angle of the suction cup grasping is γ. Therefore, we carry out the path
planning for the robot end-effector, as shown in Figure 12.

In Figure 12, P1 is the suction position, P2 is the material angle adjustment position, and
P3 is the teaching placement point. The robot adjusts the material axis at point P2 to coincide
with the axis of the placement point, and the final path planning is shown in Equation (18).
Specific to the robot’s action is the robot end-effector movement to the suction position
point P1 and the suction cup rotation angle (θ + γ); then the robot decentralizes and waits
for the suction cup to lift the middle frame after absorbing it, then moves to the P2 point
and adjusts to angle (90 + θ + γ), and finally moves to the placement point P3, places the
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workpiece, and completes the loading and unloading of the middle frame of the mobile
phone.

P1 → (γ + θ)→ P2 → (90 + γ + θ)→ P3 (18)

Figure 12. Robot path planning.

5. Experimental Platform Construction and Analysis of Experimental Results
5.1. Experimental Platform and Environment

The experiment combines the hardware selection in Section 3 and builds the exper-
imental platform for visually guided grasping of mobile phone mid-frame based on the
system control framework as shown in Figure 13. The online vision CMOS high-speed
camera acquires the image, transmits it to the vision system software running on the IPC
for image pre-processing and template matching recognition, obtains the image position
coordinates of the frame, and calculates the actual grasping position of the robot after
calibration conversion and position compensation. Finally, the robot motion posture infor-
mation is sent to the robot programmable controller via TCP communication to realize the
vision-guided 4-axis right-angle robot for accurate grasping.

This experiment developed the vision system software based on the Windows 10
operating system to control the operation of each step of the grasping experiment, image
visualization, and acquisition of experimental data. The software uses Visual Studio 2017
as the development platform, and the development environment is .NET Framework 4.0.
Using the UI interface class library provided by the Winform module under the platform
specifically for desktop application development, the operation interface of the software
is custom designed. The vision system running environment is Windows 10-64 bit. The
hardware parameters of the IPC used in this experiment are as follows: VBOOK-121, Intel
core i5, 4G RAM. The image-processing dependency libraries used in the vision system
development process are HALCON, OpenCV, etc. This experiment is partly based on
Python-OpenCV for image processing and grasping algorithm implementation. Based
on the above development environment, development platform, and algorithm library,
we used joint C# programming language to complete the design and development of the
vision system.
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Figure 13. System control frame of vision-guided robot.

5.2. Experimental Technical Specifications

Table 6 gives the technical specifications of the vision-guided robot grasping in this ex-
periment.

Table 6. Technical specifications of the vision-guided robot grasping.

Indicators Value

Grasping Accuracy 1.5 mm
Visual Accuracy 0.1 mm

Grasping Success Rate 96%
Offline Visual Reliability 98%

5.3. Experimental Results and Analysis
5.3.1. Experiment on the Stability of the Grasping and Positioning Algorithm

Stability experiments were conducted on the mobile phone mid-frame grasping and
positioning algorithm to verify whether the algorithm is applicable to the mobile phone
mid-frame with differentiated hole feature distribution.

The experiments were conducted to detect and analyze four types of mobile phone
mid-frames with differential hole distribution, as shown in Figure 14. In the experiment,
four sets of data were detected for each type of the mid-frame, and the relative pixel
distance do f f line values were calculated from the grasping point to the lower right corner
point (umax, vmax) for each positioning. The calculated experimental data are shown in
Table 7.

From the analysis of the above experimental data, it can be seen that the grasping
localization algorithm has a localization error within 1.5-pixel units for the four types of
mid-frames with differentiated hole characteristics, indicating that the algorithm is stable
and applicable to the recognition and localization of different models of mid-frames.
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Figure 14. Mobile phone frame with different hole characteristics.

Table 7. The experimental data of the positioning algorithm.

Frame Number Mark Point Position
(Pixel)

Edge Point Coordinates
(Pixel) dof f line (Pixel)

1

(1271, 875.5)
(1322, 882.5)
(1346, 1190)
(1392, 858)

(2023, 1263)
(2072, 1271)
(2097, 1190)
(2144, 1246)

845.52
844.21
844.39
845.75

2

(1360, 810)
(1403, 777)
(1144, 875)
(1422, 732)

(2084, 1198)
(2126, 1165)
(2197, 1264)
(2145, 1120)

820.74
820.53
820.76
820.30

3

(1159, 691)
(1278, 832)
(1211, 644)
(1198, 627)

(1987, 1079)
(2104, 1221)
(2304, 1031)
(2025, 1014)

840.53
840.00
838.62
839.96

4

(1183, 804)
(1171, 805)
(1154, 784)
(1188, 754)

(1964, 1193)
(1950, 1194)
(1936, 1172)
(1968, 1143)

871.62
870.50
871.74
871.62

5.3.2. Pixel Calibration Experiment

According to the workpiece image information acquisition method described in
Section 4.1, the offline system collects ten mobile phone mid-frame images for pixel calibra-
tion experiments. The experimental data of the pixel perimeter and the actual perimeter of
the rectangular middle frame are shown in Table 8. We take the average of ten sets of data
calibration results in Table 8 as the pixel calibration results of the offline vision camera and
get the calibration results with dp equal to 0.08436 mm per pixel.

For the calibration of online vision, the nine-point calibration method is used to solve
the transformation matrix M between the image coordinate system to the robot coordinate
system by the least squares method. The calibration process is as follows: select the center of
a circular hole feature in the middle frame as the calibration target, as shown in Figure 15a,
then control the robot to move until the target enters the visual field of view and collect a
calibration image and obtain the pixel coordinates of the target. After the image is acquired,
the robot is controlled to move so that the positioning laser installed in the center of the
nozzle of the end-effector as shown in Figure 15b is aligned with the position of the target
point, and we record the physical coordinates of the target point in the robot coordinate
system. We ensure that the target point is always within the visual field of view and
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randomly collect nine sets of data to complete the calibration as described in Section 4.4.
The calibration experimental data obtained according to the above calibration process are
shown in Table 9.

Table 8. Offline visual calibration data.

Number Pixel Perimeter (Pixel) Actual Perimeter (mm) dp (mm/Pixel)

1 5068.59 431 0.0850
2 5046.51 431 0.0854
3 5137.71 431 0.0839
4 5035.55 431 0.0856
5 5170.65 431 0.0834
6 5186.00 431 0.0831
7 5131.65 431 0.0840
8 5177.38 431 0.0832
9 5026.84 431 0.0857
10 5114.53 431 0.0843

Figure 15. Visual calibration tools.

Table 9. Robot vision calibration experiment data.

Number Pixel Coordinates (Pixel) Physical Coordinates (mm)

1 (454.02, 194.47) (200.01, 241.61)
2 (276.09, 279.34) (156.46, 220.86)
3 (659.70, 297.70) (250.31, 216.34)
4 (139.70, 194.48) (123.07, 241.61)
5 (316.71, 85.09) (166.39, 268.38)
6 (165.51, 467.36) (129.39, 174.83)
7 (659.61, 149.02) (250.31, 252.74)
8 (368.42, 452.54) (179.02, 178.44)
9 (551.63, 435.32) (223.84, 182.65)

Using the data in Table 9, the pixel calibration results of online vision can be figured
out: dx is equal to 0.245 mm per pixel and dy is equal to 0.245 mm per pixel, thus calculating
the robot loading calibration conversion matrix M as shown below:

M =

[
2.44687× 10−1 −8.1251× 10−5 89.9156
1.7135× 10−6 −2.4476× 10−1 289.2043

]
(19)

Supposing that the lower right corner point P4 of the mobile phone frame is Mark1
(umark1, vmark1) in the image pixel coordinate system, Mark2 (umark2, vmark2) of the mid-
frame at this time can be calculated according to the calculation method described in
Section 4.5. After position compensation calculation to obtain the TCP position Ot(ut, vt)
of the robot end-effector, its two-dimensional coordinates in the robot coordinate system
can be calculated according to Equation (20). Subsequently, after the demonstration sets
the uniform grasping height, the visually guided grasping can be realized.
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x
y
1

 = M

ut
vt
1

 (20)

5.3.3. Vision-Guided Robot Grasping Experiment

The experiment first adjusted the focal length and aperture flux of the camera installed
at the robot’s end and set the fixed photo position and discharge position by demonstration.
According to the experimental setup, the vision system is calibrated first, followed by the
vision-guided robot positioning and grasping experiment. In order to collect clear local
features of the target workpiece, the material position should always be ensured to be
within the field of view of the fixed photo point. The vision-guided grasping experimental
platform and process are shown in Figure 16. Fifty gripping experiments were performed
in sequence, the positioning error after the workpiece reached the target position was
recorded, and the results of the experimental error analysis are shown in Figure 17.

As the analysis of the experimental data in Figure 17 shows, the overall error of the four
groups of experimental data fluctuates between −2 mm and 2 mm, except for the abnormal
error fluctuations in the error values in group (1), group (2), and group (3). According to
the analysis of field practical experience, the reason for this abnormal fluctuation is that
the random offset angle of the workpiece during the experiment is too large [29], which is
beyond the adjustment range of the suction cup. After eliminating the abnormal data, the
statistical analysis of the experimental error was carried out, and the statistical results are
shown in Table 10.

Figure 16. Visually guided grasping of experiment.

Table 10. Experimental error statistics results.

Group Maximum Error in
X-Axis

Maximum Error in
Y-Axis

Maximum Error of Actual
Angle

1 1.25 mm −1.29 mm 0.5°
2 1.23 mm 1.28 mm 0.49°
3 1.21 mm −1.25 mm 0.5°
4 −1.23 mm 1.17 mm 0.5°

The experimental errors in Table 10 are actually the cumulative errors of the whole
system, including the positioning errors caused by both the robot and the algorithm, where
the repeatability of the robot is±0.1 mm. In the four groups of fifty experiments, the success
rate is more than 95%, the maximum error in X-axis is 1.25 mm, the maximum error in Y-axis
is −1.29 mm, and the maximum error in angle is 0.5. In the four groups of experiments, the
robot grasping experimental error is within 1.5 mm, which meets the loading and grasping
accuracy requirement. During the experiment, when switching between experiments, it is
only necessary to re-enter the relative grasping position parameters of the corresponding
frame into the vision system, replace or re-create the matching template, and then the new
material can be visually guided to grab. The experimental switchover process takes less
time to adjust, the adjustment method is simple and fast, and the experimental results
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verify the effectiveness and rapid response of the flexible grasping scheme of “offline vision
analysis grasping position” and “online vision positioning and grasping”, which meets the
fast and highly adaptable production requirements.

Figure 17. Experiment error analysis results.

6. Conclusions

This paper proposes a vision-guided robot positioning and grasping method by
combining “offline vision analysis of grasping position” and “online vision positioning
and grasping” for a mobile phone assembly scenario in which the loading robot’s end-
effector must avoid the hole in the middle frame of the phone. The proposed robot
end-effector grasping and positioning algorithm to avoid the hole in the middle frame
can significantly ensure the grasping position is close to the center of the workpiece and
calculate the relative position of the grasping based on the full and non-complete binary
tree hierarchical traversal search strategy by analyzing the extracted information of the
hole in the frame through offline visual inspection. Online vision based on the Hausdorff
distance edge matching algorithm was used to obtain mobile phone mid-frame positional
information through the camera calibration and hand–eye calibration to complete the
coordinate position unification, and we designed a robot end-effector motion position
compensation calculation method to achieve the robot end-effector motion path planning,
and, finally, we completed the research work on the differential mobile phone middle frame
visual guidance grasping.

Of course, this study is still relatively limited in what it investigates in terms of
vision-guided loading robot positioning and grasping technology, as it is only for the
vision-guided grasping method of mobile phone mid-frame in a two-dimensional plane.
Although the experimental results in this paper verify that the method meets the accuracy
requirements of the application scenario of this project, further improvements are still
needed. For example, because online vision can only capture local images at present, the
workpiece hole analysis and its grasping and positioning algorithm cannot be integrated
into the online vision system, which reduces the system integration. It is necessary to
optimize the online vision image acquisition function further and integrate the offline
vision function into the online application software.
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