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Abstract

:

The quality of the diagnostic information obtained in the course of laboratory studies depends on the accuracy of compliance with the regulations for the necessary work. The process of aliquoting blood serum requires immersing the pipette to different depths depending on the boundary level between blood phases. A vision system can be used to determine this depth during automated aliquoting using various algorithms. As part of the work, two recognition algorithms are synthesized, one of which is based on the use of the HSV color palette, the other is based on the convolutional neural network. In the Python language, software systems have been developed that implement the ability of a vision system to recognize blood in test tubes. The developed methods are supposed to be used for aliquoting biosamples using a delta robot in a multirobotic system, which will increase the productivity of ongoing biomedical research through the use of new technical solutions and principles of intelligent robotics. The visualized results of the work of the considered programs are presented and a comparative analysis of the quality of recognition is carried out.
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1. Introduction


Laboratory studies of venous blood samples aim to provide the customer with reliable and accurate information about the concentration or activity of the analyte. Reducing the quality of information significantly increases the likelihood of making the wrong clinical decision.



Aliquoting is the process of manipulating an accurately measured fraction of a sample (volume of solution) taken for analysis that retains the properties of the main sample. The process of aliquoting the blood of various patients involves the excavation of biological material from a tube with a separated fraction into tubes of small volume. To do this, it is necessary to move the tube from the rack to the dirty area (workspace) where the dosing into aliquots takes place. The quality of sample preparation is ensured at all stages, including aliquoting [1].



Factors that reduce the quality of diagnostic information include laboratory errors that occur at different stages of the investigation [2,3,4,5].



The collection of blood samples from the patient is the least controlled by laboratory management. Often, the choice of materials for blood sampling is carried out by the staff of health facilities without taking into account the requirements of laboratories, which causes a significant part of the samples to be rejected. Thus, the use of disposable syringes significantly increases the incidence of hemolysis, the formation of microclots in a venous blood sample as a result of two passages of blood through the syringe needle under pressure.



Other factors affecting the quality of the information received are implemented directly in the laboratory. The main mistake is the use of centrifuge speed in sample preparation protocols instead of relative centrifugal force. Another source of error during sample preparation is sample aliquoting, during which serum is dispensed from a primary tube into one or more secondary tubes.



The work in [6] shows the efficiency of automated aliquoting in comparison with the use of manual labor. Research in the field of the application of robotic systems for dosing liquids and the automation of laboratory processes for sample preparation is being carried out by many scientists. Thus, in [7], technology for determining the level of liquid in a given volume based on a pressure sensor is proposed, which makes it possible to ensure the stability of the platform for processing liquid and the accuracy of its dosing. The papers [8,9] propose the use of a cognitive two-armed robot that works together with an operator and is remotely controlled. The possibility of using robots and machine vision is also being considered in other areas of medicine. Thus, in [10], the full automation of a surgical robot is considered by combining advanced recognition and control capabilities developed in accordance with a strict assessment of surgical requirements, a formal specification of the behavior of a robotic system, and requirements for the development and implementation of software. The implementation of the proposed architecture was tested on a pilot plant, including a new robot specifically designed for surgical applications, but adaptable to various tasks chosen (e.g., insertion of a needle, suturing wounds). It is also possible to use neural networks, for example, to detect and identify gauze in a laparoscopic video during surgical operations [11], which will increase the autonomy of surgical robots during gauze manipulation in real time.



The structure of the known automated aliquoting systems is designed to separate a large number of aliquots of a single biological fluid, which is most often used in microbiology and virology laboratories. There is a problem in searching for new technical solutions in the field of robotic aliquoting, as well as new approaches to the organization of a vision system, with the possibility of effective image segmentation, taking into account the heterogeneity of biosamples. To solve this problem, it is proposed to use machine vision algorithms that can be used to determine the fluid contour with the subsequent interpretation of the received information [12,13].



In the field of border and contour recognition in an image, research has been ongoing for quite some time. In the article [14], aimed at analyzing the topological structure of digital binary images, two edge tracking algorithms are proposed. The results of the work obtained in the article formed the basis of the algorithm for determining the contours, which are used in the OpenCV library.



Technical vision can be used in various areas, for example, in the article [15], an investigation is made of the possibility of using technical vision for segmenting abnormal skin layers in computer image analysis. In this work, the process of extracting asymmetric patterns from dermoscopic images is separated using HSV segmentation to find the contour image. Automatic RGB-HSV separation is used, which segments the skin lesion. The proposed automatic segmentation can be useful for a dermatologist in identifying affected areas.



The article [16] considers the possibility of detecting human skin using the RGB (red, green, blue), HSV (hue, saturation, luminosity) and YCbCr (brightness, chroma) color models. This article proposes a new algorithm for detecting human skin. The purpose of the proposed algorithm is to improve the recognition of skin pixels in given images. The algorithm takes into account not only individual ranges of three color parameters, but also combination ranges, which provide greater accuracy in recognizing a skin area in a given image. The article [17] proposes two automatic methods for detecting bleeding in videos of wireless capsule endoscopy of the small intestine, using different color spaces: the first method works pixel by pixel and only uses color information and the second method uses a more sophisticated approach that not only relies on pixel colors, but also assumes that the blood in the frame forms a continuous area (or several such areas), which gives an idea of the shape and size of the blood spot.



In addition, in [18], a detection algorithm is proposed that takes advantage of the camera and the downloaded data to determine the color based on the RGB values. The algorithm included calls to a function that runs loops to adjust the distance based on the closest match. This makes it easy to determine the color based on the RGB color space, with maximum accuracy.



Articles [19,20] propose color estimation methods based on the HSV model. These methods convert the RGB values of video pixels to HSV values and use the HSV values for color recognition. The developed software for real-time video object recognition based on color features is presented, which has achieved the goal of real-time video motion detection and object color recognition. It can be said that the algorithms are accurate and similar to the human recognition of moving objects on video, which demonstrates the good performance in target identification and color estimation by the program.



Thus, various color models and methods are used for colored objects detection based on technical vision, and they have both advantages and disadvantages. The disadvantages of the considered methods include the difficulty of determining the boundary between two different colored objects. In particular, these methods do not give accurate results for solving the problem of determining the interface of blood fractions in the process of aliquoting biosamples. To solve this problem, it is proposed to use an algorithm based on the HSV color model for blood recognition during the technological process of biosamples aliquoting using the proposed multirobotic system. This method simplifies the training process and has a more understandable structure than the methods based on neural networks. In addition, the HSV color model is more in line with the traditional human perception of color and is easier to understand than other color models.



It is also proposed to use a method for recognizing blood phases based on a neural network. For this, the U-Net neural network was chosen, as it was originally created for the segmentation of biomedical images [21] and has the ability to work with a small amount of training data in comparison with other neural networks and can perform segmentation more accurately and quickly.



New approaches are used to solve the indicated problems; two algorithms for determining the levels of blood fraction interfaces in a test tube were synthesized, one of which is based on the HSV color model, and the other is based on the U-Net neural network. The results of the contour recognition of various blood fractions in test tubes were compared using both algorithms. Section 2 presents the structure control systems for the aliquoting process using a robotic system. Section 2 and Section 3 present a description of, and the simulation results for, each of the developed algorithms. Section 4 compares the algorithms.




2. The Structure of the Control System for the Process of Aliquoting


A pipette is used to take the serum from the test tube (Figure 1). The need for, as far as possible, the full use of the available volume of serum forces the laboratory assistant to carry out manipulations in the region of its lower border. As a result, erythrocytes from the surface of the clot can be drawn into the pipette, resulting in sample contamination. Particular care must be taken if a lump of fibrin threads is found at the bound between blood phases (Figure 1b). One of the tasks of the laboratory assistant in such a situation is to prevent the threads from being drawn into the pipette.



In automated aliquoting systems [22,23], determining the height of the upper and lower serum boundaries within the test tube, as well as the nature of the lower boundary, is, therefore, an urgent research task, the solution of which determines the quality of the obtained diagnostic information. The papers [23,24] propose the design of a robotic system (RS) consisting of two robots: a parallel delta robot with a dosing head for aliquoting and a collaborative serial robot with a gripping device for transporting racks with test tubes. The mutual arrangement of the robots ensures the intersection of the workspaces for the access of both robots to the required objects [22]. The RS (Figure 2a,b) includes: a body 1, in which a parallel delta manipulator 2 is located, moving the dosing head 3, fixed in the center of the robot’s movable platform and performing aliquoting. The replaceable tip 4 on the dosing head is fixed with a rubber sealing ring. The serial collaborative robot 5 is installed on a fixed base 6 and ensures the movement of the test tubes 8 using a gripper within the workspace 7.



The functional diagram of the aliquoting process control system is shown in Figure 3.



The control system operation algorithm includes the following steps according to Figure 3:




	
The controller of the manipulator, in accordance with the task, moves the grasping to the test tube to capture it and transport it to the workspace.



	
The controller of the manipulator, having received information about the successful completion of the transportation, transfers it to the computer.



	
The video camera, on command from the computer, takes an image of the test tube and transfers the image to the computer.



	
Segmentation of the image and determination of the level of separation of fractions in the test tube.



	
The levels are recalculated into the delta robot coordinate system, the coordinates are transferred to the delta robot controller.



	
The delta robot controller moves the dosing head towards the tube.



	
The controller of the delta robot, having received information about the successful completion of the movement, transfers it to the computer.



	
The dosing head, at the command of the computer, draws liquid from the test tube.



	
In a loop whose number of iterations is determined by the calculated number of aliquots:




	(a)

	
the computer sends the coordinates of the next mini-tube to the controller of the delta robot;




	(b)

	
the delta robot controller moves the dosing head towards the mini tube;




	(c)

	
the controller of the delta robot, having received information about the successful completion of the movement, transmits it to the computer;




	(d)

	
The dosing head, at the command of the computer, disperses the liquid into a mini-tube.









	
The computer issues a command to the manipulator controller to unload the test tube.



	
The controller controls the manipulator in order to transport the test tube from the workspace.








Steps 10–11 can be performed in parallel with the dosing process of step 9 (after the completion of the first iteration of the loop).



We synthesize vision algorithms to perform step 4.




3. Vision Algorithm Using the HSV Color Model


3.1. Algorithm Synthesis


As the first algorithm, it is proposed to use an algorithm based on the identification of objects based on their colors. The color palette is presented in the form of a HSV color model, which has a cylindrical shape (Figure 4); however, it can be represented as intervals of H, S, and V values in the ranges between 0 and 1.0.



The synthesized algorithm (Algorithm 1) is based on using I recognition training data to form an array A describing the distribution of the HSV values on the training data. The first part of the algorithm is to form an array A. The set of all possible combinations of HSV values is grouped into    N 3    blocks. In the course of the enumeration of the image pixels in height and width, the values are determined H, S and V for each of the pixels. Next, the value of the cell i, j, k of the array A corresponding to the block containing the value of H, S and V for the given pixel is incremented. The condition that allows the exclusion of the pixels that have values    H B  ,  S B  ,  V B    corresponding to the background on the image used as training data is as follows:


  H ≠  H B    Λ S ≠  S B    Λ V ≠  V B   



(1)







Thus, pixels with values    H B  ,    S B    and    V B   , corresponding to the background of the training image, are not taken into account. In the second part of the algorithm, the pixels of the image are enumerated D, on which it is required to determine the fluid boundary. If the value of H, S and V pixel corresponds to an i, j, k array cell A that has a sufficient repeat value r, then the counter c whose value corresponds to showing the number of matching pixels in the horizontal line is incremented. If the value of the counter reaches the value p, then this horizontal line is the fluid boundary.



	Algorithm 1 Liquid Level Detection Using Training Dataset



	Input: I, D, N, r, p, HB, SB, VB

    1 :    A  i , j , k   = 0 , i ∈ [ 0 ; N − 1 ] , j ∈ [ 0 ; N − 1 ] , k ∈ [ 0 ; N − 1 ]  

    2 :   for   x = 0  , …, HeightI do

    3 :                 for   y = 0  , …, WidthI do

    4 :                                 H =  I  x , y   ( 0 )   , S =  I  x , y   ( 1 )   , V =  I  x , y   ( 2 )    

    5 :                                 if   H ≠  H B       and   S ≠  S B       and   V ≠  V B    then

    6 :                                               i =   H ⋅ N   , j =   S ⋅ N   , k =   V ⋅ N    

    7 :                                                A  i , j , k   =  A  i , j , k   + 1  

 8:                      end if

 9:              end for

10: end for

  11 : y = 0  

  12 :   while   y ≤   WidthD and Finish = false do

  13 :                 c = 0    ,   x = 0  

  14 :                 while   x ≤   HeightD and Finish = false do

  15 :                                 H =  D  x , y   ( 0 )   , S =  D  x , y   ( 1 )   , V =  D  x , y   ( 2 )    

  16 :                                 i =   H ⋅ N   , j =   S ⋅ N   , k =   V ⋅ N    

  17 :                                 if    A  i , j , k   > r   then

  18 :                                               c = c + 1  

  19 :                                               if   c > p   then

  20 :                                                          y l  = y  , Finish = true

21:                            end if

22:                     end if

  23 :                                 x = x + 1  

24:             end while

  25 :                 y = y + 1  

26: end while








The number of pixels p in the recognizable image D corresponding to the upper border of the blood in the tube must be selected based on the number of horizontal pixels corresponding to the width of the tube in the image. Let us perform a software implementation of the developed algorithm for determining the liquid level.




3.2. Simulation Results


The synthesized algorithm is implemented in the Python programming language. The determination of the HSV values for the image pixels and rendering was performed using the OpenCV library. In addition to determining the blood level, the software module implements the acquisition of a binary image, the selection of a contour, and the marking of a recognized object. The investigation was carried out for two scenarios. As part of the first scenario, images of test tubes with blood were used for training and recognition. In the second scenario, training and recognition were performed on the data received from the webcam. At the same time, the test tube contained a liquid simulating blood.



3.2.1. First Scenario


In the first scenario, an image with fragments of images of real blood in test tubes was used as the training data (Figure 5). The fragments were placed on a black background. In this case,    H B  =  S B  =  V B  = 0  .



The following initial data were used for blood recognition: N = 32, r = 40, p = 35. The recognition results are shown in Figure 6a–d. Figure 6a shows the result of highlighting the boundary between the blood and another medium; Figure 6b shows the recognition as a binary image, where blood is highlighted in white; Figure 6c demonstrates the possibility of recognition by highlighting the blood contour, and Figure 6d by marking the found volume of blood by a dot. As can be seen from Figure 6, the algorithm made it possible to identify both the level of blood in the tube and its contour.




3.2.2. Second Scenario


A webcam with a resolution of 1920 × 1080 pixels was used to obtain the fragments used as training data (Figure 7), as well as the images for recognition.



A test tube with a liquid simulating blood is located at a distance of approximately 185 mm from the webcam during recognition, the test tube diameter is 15 mm. In this case, the width of the test tube in the image received from the webcam is 119 pixels. The following initial data were used for blood recognition: N = 32, r = 500, p = 35. The recognition results are shown in Figure 8.



As can be seen from the figure, in this case, the algorithm similarly made it possible to identify both the liquid level in the test tube and its contour, despite the presence of glare in the image. A quantitative analysis of the quality of recognition was carried out for six real images of tubes with blood (Figure 9). Figure 10a shows the ratio of the recognized blood area versus the repeatability value r for six images. Figure 10b shows the ratio of the number of erroneously recognized pixels (pixels of other objects) to the total number of recognized pixels, depending on the repeatability value. As can be seen from the figures, with an increase in the repeatability value, the proportion of erroneously recognized pixels decreases. The proportion of the recognized blood area reaches 87% (at a repeatability value of 60) with 20% of erroneously recognized pixels of other objects for the image of the blood sample shown in Figure 9c).






4. Vision Algorithm Using Convolutional Neural Network


As an alternative to the algorithm based on the HSV model, it is proposed to use an algorithm based on the use of the convolutional neural network U-Net.



4.1. Image Segmentation Methods


The basis of the proposed algorithm is segmentation, which is one of the important stages in the processing of medical images. Segmentation is the division of a data set into contiguous regions, the elements of which (for example, pixels) have common features. There are many different approaches and methods for extracting a structure from a set of images, from manual segmentation to fully automated one. The effectiveness of a particular method depends on the properties of the data set, as well as on the complexity and features of the structure that needs to be segmented. The methods can be used independently or in combination to achieve the desired result.




	
With manual segmentation, the selection of the area of interest is performed manually. This is a very time-consuming method that is not applicable to automated systems, but is actively used to form the training samples necessary for training a neural network in intelligent segmentation methods.



	
The segmentation methods based on pixel intensity are very simple and sometimes give good results, but they do not take spatial information into account, and are also sensitive to noise and homogeneities in intensity. Among the methods of segmentation based on intensity, there are:




	2.1

	
Threshold methods [25] that divide images into two or more parts based on some intensity thresholds. The threshold is a value on the image histogram that divides it into two parts: the first part is all of the pixels that have an intensity value, for example, greater than or equal to the threshold, and the second part is all other pixels:


  g   x ,   y   =       1 ,     p   x ,   y   ≥ T       0 ,     p   x ,   y   < T          



(2)




where   p   x ,    y      is the intensity value at the point (x, y), T is the threshold value.



Multiple thresholds are used to select multiple objects.




	2.2

	
Region-spreading methods [26] are interactive methods that require setting some starting points to then divide the image into regions, according to a predetermined law based on intensity. The disadvantage of such methods is the need to determine the starting points and the dependence of the result of the algorithm on the human factor.









	
It is convenient to show clustering methods using the most widely used k-means method as an example. K-means iteratively recalculates the average intensity for each class and segments the image, assigning each pixel to the class with the closest average value.



Although the clustering methods do not require labeled data, their results depend on the setting of the input parameters. These methods are good in that they are able to generalize to different data sets and usually do not require much time for calculations, but they are sensitive to noise and therefore do not always give the desired result [27].



	
Neural network methods are currently successfully used to solve many problems related to image processing. Such methods are resistant to noise and take into account spatial information. In most cases, convolutional neural networks (CNN) are used to solve segmentation problems.








In a normal neural network, each neuron is connected to all the neurons of the previous layer, and each connection has its own weight coefficient. In a convolutional neural network, convolution operations use a small weight matrix, which is “moved” over the entire layer being processed (at the network input, directly over the input image). The convolution layer sums up the results of the element-wise product of each image fragment by a matrix (the convolution kernel). The weight coefficients of the convolution kernel are not known in advance and are set in the learning process [21]. A feature of convolutional layers is the separation of parameters, which means that each filter corresponds to one set of weights, which allows using one filter to detect a certain feature in different parts of the image [26].




4.2. Description U-Net


U-Net (Figure 11) is considered one of the standard CNN architectures for image segmentation tasks.



It consists of a narrowing (left) and widening (right) paths. A narrowing path is a typical convolutional neural network architecture. It is a multiple application of two (2@) 3 × 3 convolutions, followed by a maximum union (2 × 2 power of 2) operation to down sample. The expanding path restores the information about the exact location of the object (fine localization), gradually increasing the detail [21]. Layer Max Polling reduces the image size by a factor of two on each axis by combining neighboring pixels in 2 × 2 areas into one pixel. As the value of the resulting pixel, the average value of the combined pixels or their maximum can be used. The input image transforms after passing several series of convolutions and Max Polling layers from a specific high resolution pixel grid to more abstract feature maps.



Further, in the decoding part of the network, a series of layers are used, similar to the layers of the coding part, only instead of the Max Polling layer that reduces the size of the image, the layer Upsample is applied, which increases the size of the image by two times on both axes. In addition, the feature maps from the encoding part are concatenated in the decoding part. At the last level, the 1 × 1 convolution is used to generate the output segmented image.



U-Net is characterized by achieving high results in various real-world problems (including biomedical applications), even when using a relatively small amount of data.




4.3. Formation of the Training Sample


The neural network was trained on the basis of several samples (training, test, control), each of which contained the original image supplied to the network input and the correct answer that should be generated by the network (a labeled image of the same size, on which all the desired objects are painted in different colors).



In the problem under consideration, objects of four classes are of greatest interest (Figure 12):




	
Serum: the upper fraction of the contents of the test tube. It is important to define the top and bottom boundaries of the object.



	
Fibrin threads: first, the fact of their presence in the image is important, which makes it possible to correctly determine the required distance from the end-effector of the pipette to the lower boundary of the upper fraction.



	
Clot: the lower fraction of the contents of the test tube.



	
Upper empty (air-filled) part of the tube.








The identification of objects of the last two classes will help to correctly determine the scale of the image.





[image: Machines 11 00349 g012 550] 





Figure 12. Examples of labeling images from the training sample. 






Figure 12. Examples of labeling images from the training sample.
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At least several hundred images are needed to train a neural network. Each of them must satisfy a number of requirements (the presence of the desired object, a sufficient level of illumination, sharpness, etc.).



Collecting and preparing such a volume of data takes a long time. You can significantly save it (and increase the size of the training sample) using the artificial generation of training data. Each of the initial (original) examples can serve as the basis for obtaining, with the help of various distortions (augmentations), several secondary examples used for learning. In the course of the work, geometric (rotation, scaling, image cropping), brightness/color distortions, background replacement, noise and blur were used.




4.4. Neural Network Training and Results


The network was trained using the stochastic gradient descent method based on the input images from the training set and their corresponding segmentation maps. The initial training set consisted of 2520 images.



As a result of network training for 60 epochs, an accuracy of 88% was achieved on the control sample. The analysis of the segmented images showed that the network successfully recognizes all objects in the images; however, working with images containing fibrin strands causes the greatest difficulties for it. Most of the segmentation faults are associated with this object.



In addition to the objective difficulties in the visual recognition of the boundary between serum and fibrin threads, which are also characteristic of humans, this is obviously due to the insufficient number of images of the training set containing this object. After it was supplemented with appropriate images (original and augmented), the size of the training set was increased to 3600 images. The neural network was retrained on the new sample for another 150 epochs.



As a result, the quality of the segmentation was significantly improved; the accuracy on the control (validation) sample was 98%. Graphs of the accuracy and error share during the second stage of network training are shown in Figure 13.




4.5. Algorithm for Determining the Boundary Level between Blood Phases


The main purpose of the image segmentation is to determine the boundary levels. The upper level is between the air and serum and the lower is between the serum and blood clot (or between serum and fibrin strands).



The calculation of these levels and the corresponding pipette immersion depth using the prepared segmentation map is performed in accordance with the following algorithm:




	
Determine (Figure 14) the lowest C and the highest D points of the tube (of any of the objects).



	
The height c of the visible part of the tube is calculated (in pixels).



	
Including height information h tripod in mm determines the scale of the image (the ratio between the dimensions of objects in pixels and their linear dimensions in mm is established) m = h/c.



	
The lowest point A of the empty part of the tube and the vertical distance a from it to point D (in pixels) are determined.



	
The initial immersion depth of the pipette l1 = l − h +   a ·  m + e1 is calculated, where l is the length of the test tube, e1 is the margin on the upper limit.



	
Depending on the presence of fibrin threads on the image, the value of e2 of the reserve is set along the lower border.



	
The highest point B of the clot or fibrin strands and the vertical distance are determined b from it to point D (in pixels).



	
The final immersion depth of the pipette is calculated as


l2 = l − h + b · m − e2.











	
The number of aliquots is determined n = [(l2 − l1) · S/V0], where  S  is the area of the inner section of the test tube, V0 is the volume of the aliquot, square brackets mean taking the integer part of the number (rounding down to the nearest integer).








If n < 1, automated aliquoting is not allowed and the algorithm terminates.



The final immersion depth of the pipette l2 = l1 + n · V0/S is adjusted to improve the safety of manipulation.





5. Comparative Analysis of Algorithms


The net convolutional neural network, trained on manually labeled images of a tube with a centrifuged sample of venous blood, provides a high accuracy of image segmentation of the order of 97–98%. This takes into account the nature of the fractional interface, which ensures that the maximum number of aliquots is obtained while maintaining a high quality of the diagnostic investigation. The results of the recognition using the algorithm based on the U-Net neural network are shown in Figure 15.



The algorithm for determining the level and contour of blood in images based on the HSV color model and its software implementation also showed good results when tested with pre-selected pixel repeatability level parameters. The same images were processed as with the U-Net neural network using the algorithm based on the HSV color model. For clarity, the operation of isolating blood serum with a blue outline and highlighting on a binary image was also performed. The results of the algorithm are shown in Figure 16. The original image (Figure 16a) was divided into four separate images, so that each image had only one tube with a biosample (Figure 16c) to recognize the boundary between blood fractions.



Based on the conducted studies of the operation of the algorithm based on the HSV color model, it can be concluded that this algorithm can recognize the border between blood fractions only under certain parameters of the repeatability of an array block with the required pixels, and the parameters of horizontal repeating pixels that need to be adjusted to certain operating conditions. At the same time, optimally selected parameters may not exclude the recognition of foreign objects that have a similar color (Figure 16a,b and Figure 17a,b). In addition, the algorithm based on the HSV color model does not take into account the possible presence of fibrin strands, which also affects the accuracy of the interface recognition and, consequently, the quality of the aliquoting process.



The accuracy of the algorithm based on the HSV color model is estimated by the following ratio:


  a c c u r a c y =    T P  +  T N    P + N    



(3)




where    T P    is the number of correctly recognized suitable pixels,    T N    is the number of correctly recognized false pixels,  P  is the total number of suitable pixels, N is the total number of false pixels.



The accuracy of the algorithm based on a neural network is estimated in a similar way. When assessing the accuracy of the HSV algorithm, there are a number of false regions (highlighted by a red rectangle in Figure 18a); therefore, when calculating according to formula (3), the segmentation accuracy index for blood serum is about 80%, and for the red blood fraction (erythrocytes), it is about 91%. The neural network method also has false areas. Figure 18b shows the raw image fed into the neural network and Figure 18c, highlighted in red, is the area that was erroneously identified by the neural network as blood serum. The calculation by formula (3) showed that the segmentation accuracy using the algorithm based on the U-Net neural network was 98%.



In the course of comparing the two algorithms, it can be concluded that the algorithm based on the U-Net neural network has an advantage in terms of the ability to recognize the interface between fractions, regardless of the operating conditions, due to the adaptive structure that takes into account the nature of the interface between fractions. The improvement in the recognition accuracy using a neural network algorithm compared to an algorithm based on the HSV color model is 18%.




6. Experimental Results and Analysis


An experimental sample for aliquoting was developed based on a parallel structure delta robot with a dummy dispensing head. Tubes with biosamples that have been centrifuged and divided into two fractions are placed in a special rack located on a rotating table in the working chamber of the delta robot (Figure 19a). The end-effector with a dosing head moves to the test tube and collects the blood serum, while descending to a depth calculated using the algorithm for determining the level of the interface between fractions. Next, the end-effector of the delta robot moves to a rack with empty test tubes and places the collected blood serum samples into them (Figure 19b). The complex includes an information system (database) that records the result of the aliquoting process and makes it possible to evaluate its success. The results of the experiments on taking biosamples from each tube are displayed in the last column of the upper table in the interface of the information system (Figure 20).



The operations that could not be performed (could not be completed) due to errors that have occurred are highlighted in red. Figure 20 shows an example in which only three of the four required aliquots could be taken. Errors in the aliquoting process can occur due to a clot of blood cells entering the blood serum (Figure 21a), or due to glare on the surface (Figure 21b), which can occur when an unexpected change in the illumination occurs.




7. Conclusions


As part of the investigation, two algorithms were developed and compared to determine the boundary level between blood phases in a test tube. The first algorithm, based on the HSV model, requires multiple images to train. The second algorithm, based on the U-Net convolutional neural network, requires a test tube with a centrifuged venous blood sample trained on a large number of manually labeled images. The neural network provides high accuracy in image segmentation, and the developed algorithm based on it calculates the depth to which it is necessary to immerse the pipette to take serum aliquots. This takes into account the nature of the fractional interface, which ensures that the maximum number of aliquots is obtained, while maintaining the high quality of the diagnostic investigation. The algorithm based on the HSV model is inferior in accuracy to the U-Net convolutional network; however, in the absence of foreign objects of the same color, it can provide an acceptable recognition accuracy for blood, which is 91%, and has a low labor intensity of preliminary training.
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Figure 1. Test tube with a centrifuged sample in a rack: (a) Horizontal bound between blood phases; (b) Fibrin strands are visible. 
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Figure 2. (a) 3D model of RS for aliquoting; (b) End-effector with a dosing head. 
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Figure 3. Functional diagram of the aliquoting control system. 
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Figure 4. HSV color model. 
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Figure 5. Training data for the first scenario. 






Figure 5. Training data for the first scenario.



[image: Machines 11 00349 g005]







[image: Machines 11 00349 g006 550] 





Figure 6. Recognition results: (a) Selection of the upper border of the blood by a line; (b) Binary image of blood; (c) Bleeding by the circuit; (d) Marking the blood volume with a dot. 
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Figure 7. Training data for the second scenario. 
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Figure 8. Results of the recognition of a sample of tinted water: (a) Binary image of the sample; (b) Highlighting the upper border of the sample with a line; (c) Highlighting the sample with a contour; (d) Marking the volume of tinted water with a dot. 






Figure 8. Results of the recognition of a sample of tinted water: (a) Binary image of the sample; (b) Highlighting the upper border of the sample with a line; (c) Highlighting the sample with a contour; (d) Marking the volume of tinted water with a dot.



[image: Machines 11 00349 g008]







[image: Machines 11 00349 g009 550] 





Figure 9. Images for recognition: (a–f) real images of blood tubes. 






Figure 9. Images for recognition: (a–f) real images of blood tubes.



[image: Machines 11 00349 g009]







[image: Machines 11 00349 g010 550] 





Figure 10. Recognition results: (a) Dependence of the share of the recognizable area on the repeatability value; (b) The ratio of the number of erroneously recognized pixels to the total number of recognized pixels. 
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Figure 11. U-Net network architecture. 
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Figure 13. Graphs of the second stage of network training: (a) accuracy plot on training and validation data, (b) error plot on training and validation data. 
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Figure 14. Determining the boundary level between blood phases and the depth of pipette immersion. 
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Figure 15. The result of the neural network algorithm: (a) experiment 1: original image and recognition result; (b) experiment 2: original image and recognition result. 
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Figure 16. The result of the algorithm based on the HSV color model (experiment 1): (a) selection of the blood serum contour; (b) binary image of the recognized blood serum; (c) recognition of the border between blood fractions. 
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Figure 17. The result of the algorithm based on the HSV color model (experiment 2): (a) selection of the blood serum contour; (b) binary image of the recognized blood serum; (c) recognition of the border between blood fractions. 
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Figure 18. Examples of highlighting false areas in images: (a) processed image using the HSV model; (b) original image fed into the U-Net neural network; (c) false areas selected by the U-Net neural network. 
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Figure 19. Experimental sample based on the delta robot: (a) collecting biomaterial, (b) aliquoting. 






Figure 19. Experimental sample based on the delta robot: (a) collecting biomaterial, (b) aliquoting.



[image: Machines 11 00349 g019]







[image: Machines 11 00349 g020 550] 





Figure 20. Information system for evaluating the result of the aliquoting process (with explanations in English for each of the blocks, patient data for the image is not real). 
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Figure 21. Examples of test tubes with biosamples, the aliquoting of which causes errors: (a) a clot of blood cells entering the blood serum; (b) reflections on the surface of the tubes. 
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