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Abstract: Induction motors are indispensable, robust, and reliable machines for industry; however,
as with any machine, they are susceptible to diverse faults. Among the faults that a motor can suffer,
broken rotor bars (BRBs) have become one of the most studied ones because the motor under this
fault condition can continue operating with apparent normality, yet the fault severity can quickly
increase and, consequently, generate the whole collapse of the motor, raising repair costs and the
risk to people or other machines around it. This work proposes an expert system to detect BRB early,
i.e., half-BRB, 1-BRB, and 2-BRB, from the current signal analysis by considering the following two
operating regimes: start-up transient and steady-state. The method can diagnose the BRB condition
by using either one regime or both regimes, where the objective is to somehow increase the reliability
of the result. Regarding the proposed expert system, it consists of the application of two autoencoders,
i.e., one per regime, to diagnose the BRB condition. To automatically separate the regimes of analysis
and obtain the envelope of the current signal, the Hilbert transform is applied. Then, the particle
swarm optimization method is implemented to compute the separation point of both regimes in the
current signal. Once the signal is separated, the two autoencoders and a simple set of if-else rules are
employed to automatically determine the BRB condition. The proposed expert system proved to be
an effective tool, with 100% accuracy in diagnosing all BRB conditions.

Keywords: autoencoders; broken rotor bars; fault detection; Hilbert method; induction motor;
particle swarm optimization

1. Introduction

In recent decades, electrical machines, especially induction motors (IMs), have played
an important role in the industry’s growth. Features such as low cost, robustness, and
easy control make IMs widely used in industrial and domestic applications [1,2]. Their
relevance in different sectors is such that they represent around 60% of global electricity
consumption and more than 80% in the industrial sector [3,4]. Despite their robustness, IMs
are susceptible to presenting faults due to their natural operation as well as the mechanical
and electrical stress conditions to which they are subjected during their operation [5]. The
rotor is an IM element where some faults can occur; damage due to broken bars is one of
the most common [6]. The fault of broken rotor bars (BRBs) is not easy to detect, especially
when it appears in an incipient manner, that is, when the damage is beginning. In this state,
the IM does not present apparent alterations in its operation, but the failure can worsen
and collapse into shutdowns that cause time and money losses and sometimes catastrophic
damages [7]. Therefore, carrying out monitoring and maintenance activities is necessary to
avoid this unwanted scenario. There are three types of maintenance: reactive, preventive,
and predictive, where the last one is focused on frequently analyzing the state of the IMs
and identifying when maintenance actions are necessary due to the early detection of a
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fault. Hence, the development of systems and methodologies capable of detecting BRB
failures in IMs is important since it contributes to reduced maintenance costs and improved
productivity times [8].

BRB fault is a widely studied research topic where several methodologies have been
proposed based on the monitoring and processing of various physical signals, such as
vibrations, current, acoustic emission, thermography, and magnetic flux, among others [1].
Regarding the reported techniques, the motor current signature analysis (MCSA) stands out
as one of the most used methods due to different advantages, such as the fact that it is a non-
invasive tool, requires few sensors, and has versatility in implementing different processing
algorithms [9]. The MCSA focuses on the study of frequency and time-frequency spectra;
however, the generated results require the intervention of a specialist for their interpretation.
This situation has led to the need for expert systems, that is, processing systems that can
automatically interpret the results and determine a failure diagnosis without requiring
expert personnel. An expert system, applied to the detection of BRBs in IMs, consists of
three fundamental stages: (1) monitoring of a physical signal, (2) processing of the signal to
extract features, and (3) an intelligent algorithm for automatic classification [10].

In particular, BRB faults add frequency components to the current signals during
both the start-up and steady-state regimes; therefore, the MCSA has been very useful
in highlighting, isolating, and detecting the signal features associated with the fault [4].
In this regard, the literature reports different processing and classification techniques
related to current analysis during the start-up regime. For instance, in [1], a methodology
based on a mathematical model, the Hilbert transform (HT), and statistical features of
the signal envelope are proposed. An algorithm based on homogeneity measurement,
kurtosis, and an artificial neuronal network (ANN) is presented in [2]. An algorithm
based on the short-time Fourier transform (STFT), named the “Tooth-FFT methodology,”
is developed in [6] for extracting the fault components of the current signals, where the
classification is accomplished by means of error and correlation measurements of the
extracted components. In [11], the analysis of current signals and magnetic flux is carried
out using STFT and statistical indicators; a feature reduction algorithm and an automatic
classifier based on ANN are also implemented. In [12], the STFT is implemented for the
current signal processing, and a convolutional neural network (CNN) is trained for the
fault classification. The implementation of the successive variational mode decomposition
(SVMD) and the classification by the energy values are investigated in [13]. Additionally,
an algorithm based on the Stockwell transform and adaptive filters is presented in [14]. The
image processing is also investigated for the BRB fault detection in [15], where an image
segmentation algorithm and the classification by means of the kurtosis measurement are
presented. On the other hand, some investigations have focused on the analysis of signals
during the steady-state regime. In this sense, an empirical mode decomposition (EMD)
of vibration signals and a support vector machine (SVM) classifier are presented in [7].
In [10], a harmonic order tracking analysis (HOTA) and a SVM classifier are developed.
Vibration signals are processed by FFT and orthogonal matching pursuit (OMP) in [16],
where the k-singular value decomposition (k-SVD) algorithm is implemented for the
signal classification. Several methodologies and techniques have been explored for the
analysis of signals in the steady-state regime, such as the Teager energy operator [17], the
Dragon transform [18], the STFT and finite element method analysis [19], image contrast
estimation and fuzzy logic classifier [20], Park’s vector [21], the Hilbert Huang transform
and the discrete wavelet transform (DWT) [22], and the Prony method [23], among others.
Despite obtaining promising results, most of the previous research presents different signal
processing and classification algorithms for the analysis of only one single regime, i.e., the
start-up transient or steady-state regime, which can compromise its applicability. Also,
although most of the works report good effectiveness, higher than 90%, they are based
on some techniques with complex calculations (such as HHT, EMD, and DWT, among
others), requiring a high computational load, which makes their implementation difficult.
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Therefore, it is valuable to propose a low-complexity method or methodology with the
capability of evaluating both regimes automatically, mainly considering early faults.

The novelty of this work is the presentation of an expert system based on a dual
analysis for the detection of BRBs in IMs through MCSA. The dual analysis consists of
monitoring current signals that contain both regimes (the startup transient and the steady-
state). In general, the methodology automatically separates the signal into its two regimes
by using the particle swarm optimization (PSO) method, which uses the envelope of the
current signal estimated by the HT. Once both regimes are isolated in the current signal,
they are decimated and subsequently processed by an autoencoder network in order to
extract suitable features from each one and diagnose the IM condition. Finally, the expert
system combines the results of both autoencoders by means of a set of if-else rules to
provide a more reliable result about the IM condition. The dual analysis is contemplated
when the signal contains both work regimes, but eventually, the methodology can also
carry out the diagnosis independently if the signal only presents either a start-up or stable-
state regime. The proposed methodology was validated with experimental signals, where
100% effectiveness was obtained for the diagnosis of healthy conditions and half-, 1-, and
2-broken rotor bars.

2. Proposed Methodology

The proposed expert system for automatic motor diagnosis follows the methodology
shown in Figure 1. Firstly, both regimes, the start-up transient and the steady-state, are
monitored by a current sensor. HT then estimates its envelope to separate the information
of each regime, i.e., the start-up transient and steady-state, using the PSO method. The sep-
arated signals are then processed by two autoencoders in order to obtain the IM condition
for each analyzed regime. The expert system can provide a motor diagnosis by examining
either the start-up transient current or the steady-state current. In addition, the proposal is
able to combine both diagnoses for a reliable motor condition. In the following subsections,
the methods employed for the proposed expert system are described in detail.

Machines 2023, 11, x FOR PEER REVIEW 3 of 16 
 

 

effectiveness, higher than 90%, they are based on some techniques with complex 
calculations (such as HHT, EMD, and DWT, among others), requiring a high 
computational load, which makes their implementation difficult. Therefore, it is valuable 
to propose a low-complexity method or methodology with the capability of evaluating 
both regimes automatically, mainly considering early faults. 

The novelty of this work is the presentation of an expert system based on a dual 
analysis for the detection of BRBs in IMs through MCSA. The dual analysis consists of 
monitoring current signals that contain both regimes (the startup transient and the steady-
state). In general, the methodology automatically separates the signal into its two regimes 
by using the particle swarm optimization (PSO) method, which uses the envelope of the 
current signal estimated by the HT. Once both regimes are isolated in the current signal, 
they are decimated and subsequently processed by an autoencoder network in order to 
extract suitable features from each one and diagnose the IM condition. Finally, the expert 
system combines the results of both autoencoders by means of a set of if-else rules to 
provide a more reliable result about the IM condition. The dual analysis is contemplated 
when the signal contains both work regimes, but eventually, the methodology can also 
carry out the diagnosis independently if the signal only presents either a start-up or stable-
state regime. The proposed methodology was validated with experimental signals, where 
100% effectiveness was obtained for the diagnosis of healthy conditions and half-, 1-, and 
2-broken rotor bars. 

2. Proposed Methodology 
The proposed expert system for automatic motor diagnosis follows the methodology 

shown in Figure 1. Firstly, both regimes, the start-up transient and the steady-state, are 
monitored by a current sensor. HT then estimates its envelope to separate the information 
of each regime, i.e., the start-up transient and steady-state, using the PSO method. The 
separated signals are then processed by two autoencoders in order to obtain the IM 
condition for each analyzed regime. The expert system can provide a motor diagnosis by 
examining either the start-up transient current or the steady-state current. In addition, the 
proposal is able to combine both diagnoses for a reliable motor condition. In the following 
subsections, the methods employed for the proposed expert system are described in 
detail. 

 
Figure 1. Expert system methodology for induction motor diagnosis. 

2.1. Hilbert Transform 

Figure 1. Expert system methodology for induction motor diagnosis.

2.1. Hilbert Transform

In the HT, the positive frequency components of the transformed data are stored, and
their phase angles are shifted by −90 degrees. Similarly, it takes the negative frequency
components of the input data and shifts their phase angles by +90 degrees [24]. The
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combined function is the output of the HT. The Hilbert transform, HT(u), of the input data
u(t) can be computed using the following equation [25]

HT(u(t)) =
1

πt
|u(t)|

∫ +∞

−∞

|u(τ)|
t− τ

dτ (1)

Next, a composed signal, f (t), by combining the time series of the input signal, u(t),
and its HT, HT(u(t)), is calculated by using

f (t) = u(t) + jHT(u(t)) (2)

where j is the imaginary number.
Finally, the signal envelope, y(t), is determined through

y(t) =
√

u2(t) + HT2(u(t)) (3)

2.2. PSO

The PSO method is a population-based search algorithm to solve optimization prob-
lems based on an objective function [26]. In this method, the particles, i.e., possible solutions,
are randomly generated according to the constraints of the problem [26,27]. For each parti-
cle, its location (i.e., possible solution), Xi, and velocity (i.e., step size), Vi, are determined by
the best personal position, Pbest, and the best group position, Gbest. Iteratively, new values
for position and velocity are recalculated until the particles converge on the optimum
solution. The updating is calculated as follows [27,28]

Vi(t + 1) = W ×Vi(t) + c1r1(Pbest − Xi) + c2r2(Gbest − Xi) (4)

Xi(t + 1) = Xi(t) + V1(t + 1) (5)

where W is the inertia weight and c1 and c2 are the acceleration factors that represent the
cognitive coefficient and social coefficient, respectively, in a swarm intelligence context.
r1 and r2 represent two numbers randomly generated between [0, 1] to have a stochastic
influence on the updating process.

In order to apply the PSO method, the objective function has to be established. As
was previously mentioned, the goal is to automatically find the point (or sample) that
separates the start-up transient and the steady-state from the envelope of the current signal,
as depicted in Figure 2. With the aim of doing that, the proposal is to generate two straight
lines (SL) that share an intersection point and minimize the mean squared error (MSE)
between the points that represent these two SL, ŷi, and the points that comprehend the
envelope, yi. In this regard, the objective function is given by:

Minimize

(
MSE =

1
N

N

∑
i=1

(yi − ŷi)
2

)
(6)

where N is the number of samples.
The points for ŷ are generated by

ŷ = [ŷ1 ŷ2] (7)

ŷ1 =
b2 − b1

a2 − a1
(x− a1)− b1 (8)

ŷ2 =
b3 − b2

a3 − a2
(x− a2)− b2 (9)

where a1 = 0 (i.e., the initial sample), b1 = max(y) (i.e., the peak value of the analyzed signal),
a3 = length(y) (i.e., the length of the analyzed signal), and b3 = ya3 (i.e., the last sample of the
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analyzed signal). The values of a2 and b2 are the values of the particle location from PSO
and the result of its evaluation in ŷ, respectively. It is worth noting that these values are
constrained to take values between 0 and b1 (i.e., possible values of the analyzed signal).

Once the current signal has been separated into the start-up transient and steady-state,
the pattern recognition for fault classification based on autoencoders has to be carried out.
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2.3. Autoencoder

In machine learning, an “autoencoder” is a neural network trained in an unsupervised
manner to reproduce its input at its output (see Figure 3a) [29]. In general, it consists of
two stages: the encoder and the decoder. The encoder uses an encoding stage defined by
v(m) = f (u(n)), whereas the decoder uses a decoding stage defined by w(n) = g(v(m)). As
v(m) is a reduced representation of u(n), autoencoders are typically used for dimensionality
reduction. From the facts previously mentioned, an autoencoder can be described as [30]

g(f (u(n))) = w(n) (10)

where w(n) is as close to the original input u(n) as possible. More specifically and in terms
of matrices, the encoder maps the vector u to another vector v as follows

v = h(WE u + bE) (11)

where h is a transfer function, W is the weight matrix, and b is the bias vector. In this work,
the logsig function is used as a transfer function, h [31]. The superscript E stands for the
values of the encoder stage. Once the signal has been encoded, the decoder maps back an
approximation of the input vector as follows

w = h(WD v + bD) (12)

where the superscript D stands for the values of the decoder stage.
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In order to have a classification algorithm based on autoencoders, a SoftMax layer-
based neural network, which is trained in a supervised way, can be used (see Figure 3b).
This layer can classify the reduced current signal, v(m), to diagnose the induction motor
condition. For training, the scaled conjugate gradient backpropagation and the cross
entropy function are used to assess the loss function [31].

Figure 3c shows the proposed classification structure. It consists of the encoder trained
in an unsupervised way for data reduction and the SoftMax layer for recognition of the
induction motor condition: HLT, HBRB, 1BRB, and 2BRB. It is worth noting that this
structure is used twice, once for the current during the startup transient and again for the
current in the steady state. After that, both results can be combined to provide a more
reliable result.

Although the encoder stage already performs a dimensionality reduction, its input
size can also be reduced to further impact the computational cost. With the aim of doing
that, the input current signal is first passed through a decimation stage by using an eighth-
order low-pass Chebyshev Type I filter. This stage reduces the sampling frequency and,
consequently, the number of samples of the analyzed signal, but the frequency information
related to the BRB is kept. Results for different decimation values are discussed in the
following sections. It is worth noting that this stage also regulates the input size for the
autoencoders in the case of small differences in the current signal size when different
current signals are analyzed.

2.4. Rules for Determining the IM Condition

The expert system can provide an IM diagnosis by processing either the IM start-
up transient current or the steady-state current. In addition, the proposal is capable of
combining both diagnoses in order to obtain a more reliable IM condition through the
following rules:

1. Rule 1. If both diagnoses are equal, the IM condition corresponds to any autoencoder
output.

2. Rule 2. If both diagnoses indicate a fault but with a different level of severity, the
diagnosis is the presence of a fault, and it is recommended to repeat the analysis.

3. Rule 3. If one diagnosis indicates a healthy IM condition and the other one indicates IM
damage, the expert system indicates an unknown motor condition but recommends
repeating the analysis in a more detailed way.

3. Experimental Setup

The BRB fault creates a particular behavior in the motor current during the start-up
transient and steady-state response. In particular, in the IM start-up transient, time-varying
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frequency components appear in the current in the presence of a BRB fault [4]; similarly,
fixed frequency components appear in the steady-state current when the IM is under a BRB
fault [4]. For this reason, the proposed experimental setup considers monitoring the IM
current in both regimes, start-up transient and steady-state, because both regimes provide
relevant information about the IM condition. As shown in Figure 4a, the experimental
setup includes a three-phase F-class IM model, WEG-00136APE48T. It is instrumented
with a current clamp model (Fluke i200) for monitoring a single-phase current during the
start-up transient and steady-state response. The motor characteristics are: 2 poles and 28
bars, 1 HP nominal power, 0.87 power factor, 3355 rev/min rated speed, and 2.9 A rated
current (when the motor is fed with 230 VAC). The motor is fed by using a power source of
220 VAC at 60 Hz, and an 8540 dynamometer from LabVolt is employed for inducing 25% of
the nominal load in the IM. The data acquisition is performed through a NI-USB 3211 from
National Instruments with a setup of 1.5 kHz as the sampling rate and a time window of
8190 samples (5.46 s). The data acquisition system also has a passive resistor-capacitor (RC)
low-pass filter with a cutoff frequency of 1500 Hz to avoid aliasing errors. The analyzed
study cases are four: HLT, HBRB, 1BRB, and 2BRB, where 100 tests are performed in each
case. As can be seen in Figure 4b, the damage in the rotor is induced by drilling a bar
partially (HBRB), drilling a bar (1BRB), and drilling two adjacent bars (2BRB), respectively.
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4. Results

Following the methodological steps, the HT is applied to the current signals, which
include the start-up and steady-state regimes for the four induction motor conditions
(healthy condition and half-, 1-, and 2-BRBs) in order to estimate their envelopes. Figure 5
shows the measured current signals for the four induction motor conditions (healthy
condition and half-, 1-, and 2-BRBs) and their estimated envelopes, where the yellow and
blue rectangles indicate the start-up transient and steady-state, respectively. According
to this figure, it should be pointed out that significant patterns or differences among
the analyzed IM conditions cannot be visually detected; hence, additional processing is
required to identify suitable features in the measured current signals for associating them
with the IM conditions.
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Once the envelopes of the current signals are estimated, they are evaluated through
PSO for identifying the start-up and steady-state regimes in order to analyze both states in
a separate way, allowing a more flexible tool to diagnose the IM condition by employing
the following two options: (1) To analyze the signal measured in one single regime in order
to obtain the IM condition, or (2) to analyze both regimes and combine the obtained results
in order to determine the IM condition in a more reliable manner according to the rules
proposed in Section 2.3. Figure 6a illustrates an example of the sample number (denoted by
a blue circle at the intersection point of both straight lines) estimated by PSO with the aim
of dividing the monitored current signal into its two regimes: start-up and steady-state.
Figure 6b depicts PSO convergence for determining the sample from which the acquired
signal must be separated. Based on this figure, the PSO method allows one to correctly
determine the sample (in this case, the sample number 3974 is identified) for dividing the
acquired signals into their start-up transient and steady-state regimes.

The divided current signals are then used as inputs for two autoencoders (one to
analyze the start-up transient regime and the other to analyze the steady-state) to identify
suitable features in the analyzed signals, allowing the IM condition to be automatically
determined. To reduce the computational complexity of autoencoders (i.e., the input size),
a decimation stage is applied to the input signals. As the decimation factor is unknown,
values from 2 to 6 are investigated. It is important to note that these values allow for a
reduction in the number of samples while maintaining the frequency content related to
the phenomenon under investigation [32]. Only for illustrative purposes, Figures 7 and 8
show the original and decimated signals by using values from 2 to 6 for both regimes of
the HLT condition, i.e., start-up transient and steady-state, respectively; in addition, their
spectra estimated by Fourier are also included in order to demonstrate that the bandwidth
of interest, i.e., the main frequency (60 Hz) and the interharmonic components around it,
is not affected by the decimation stage, but with the benefit of reducing (1) the number of
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samples and, consequently, (2) the computational complexity of autoencoders. This stage
also performs either padding or truncation of some samples of the input current signal in
order to achieve the input size of the autoencoders when it does not match exactly with the
input signal. This condition can occur since the analyzed current signal can present small
differences between each running of the IM; therefore, the intersection point between the
start-up transient and steady-state can slightly change, making their sizes change. In the
tests carried out, the number of samples that have to be padded or truncated is between
±7 samples, which do not compromise the performance of the autoencoder.
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After dividing and decimating the current signals, they are used to identify the most
adequate quantity of neurons for the encoder stage, i.e., the M value in Figure 3a. This value
allows establishing a trade-off between the accuracy for evaluating the IM condition and
the computational complexity (i.e., the autoencoder size). In this regard, after an exhaustive
analysis, a decimation value of 6 and 165 neurons for both autoencoders are identified as the
most reliable values. The value of 165 corresponds to the output of the encoder stage and
the input of the SoftMax layer for estimating the IM condition automatically (see Figure 3c).
Hence, the final architecture for both autoencoders is 670 inputs (this value results from
decimating the input signal, whether start-up transient or steady-state, with a factor of 6),
165 neurons at the encoder stage, and 4 outputs in the SoftMax, which correspond with the
IM condition (healthy condition and half-, 1-, and 2-BRBs). Figure 9 presents the results
achieved in the loss function when the autoencoders are trained, where it is possible to
observe that the method converges after iteration 130 (denoted by a gray rectangle). It is
important to mention that for performing the training and validation of both autoencoders,
70% and 30% of the data are used, respectively. Figure 10 illustrates the confusion matrices
obtained for both regimes, without and with the decimation stage, respectively. From this
figure, it is observed that the autoencoders without the decimation stage are not capable of
identifying suitable patterns for differentiating among the different IM conditions during
start-up transient and steady-state regimes since 82.5% and 91.7% of accuracy are reached,
respectively. On the contrary, if the analyzed signals are decimated, the autoencoders assess
the IM conditions in both regimes with 100% accuracy because a perfect match is obtained
between the target class and the output class (see Figure 10b). As can be observed, the
confusion matrices indicate that the IM condition is correctly classified since the 30 tests
for each condition are found in the diagonal for both analyzed regimes (green rectangles
in Figure 10b); in contrast, if one of the analyzed tests is off-diagonal, the values in the
red rectangles would indicate that the IM condition is not correctly cataloged (e.g., from
the 30 tests in the HRBR condition (see Figure 10a), 25 and 26 tests are correctly identified
for each regime, but 5 and 4 tests were mistakenly cataloged with the 1BRB condition for
each analyzed regime, respectively). As a result of these findings, it is possible to conclude
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that the decimation stage is useful for (1) reducing the computational complexity of the
autoencoder and (2) improving accuracy during the evaluation of IM conditions because
decimated signals concentrate in a smaller range of the frequency content related to the
fault [32]. Further, it is worth noting that the decimation stage is initially used to identify
the suitable size of the autoencoders; however, once this value is identified, the sampling
frequency of the acquired signal can be adapted from the beginning.
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Finally, to determine the IM condition in a more reliable way, the estimated results
of both autoencoders are combined according to the previously established rules. Since
the obtained results show 100% accuracy in each analyzed regime, the proposed expert
system also has 100% accuracy, which does not increase the accuracy obtained by each
autoencoder but strengthens the suitability of the result. Also, it should be pointed out
that the proposed expert system attempts to be a general strategy that can be adapted and
integrated into any other IM, mainly for larger motors where the fault can represent more
dangerous and expensive situations. However, a proper calibration for the in-test motor has
to be conducted since the amplitude of the current signal and the duration of the start-up
transient change according to both the rated power of the motor and its mechanical load.

Discussion

Detection of incipient damages as HBRB (i.e., a partially cracked bar) is a challenging
task because they are characterized by producing slight modifications to the IM operation
as well as the measured signals. Hence, it is of great interest to propose expert systems,
such as the one proposed in this work, which can correctly assess the IM condition under
initial or incipient damages. In this regard, Table 1 compares the results obtained by the
proposal with the latest expert systems-based methods described in the literature for the
detection of BRBs in IM. In particular, it includes the techniques or methods employed in
each proposal, the analyzed state, the fault severity, and the efficacy achieved for evaluating
the IM condition.

Table 1. Qualitative comparison between the proposed expert system and recent approaches intro-
duced in the literature.

Work Method Analyzed Regime Detected Fault Accuracy Rate (%)

Burriel-Valencia
et al. [10]

1. Fourier transform and harmonic order tracking
analysis are employed for extracting features.

2. Support vector machine and a neural network
are utilized for classifying the extracted
patterns.

Start-up and
Steady-state regimes 1 BRB 98.89

Morales-Perez et al.
[16]

1. Orthogonal machine pursuit method and
Fourier method are utilized for extracting
features.

2. Tree decision algorithm is utilized for
classifying the extracted patterns.

Steady-state regime HBRB and 1BRB 90

Abd-el-Malek et al.
[1]

1. HT is employed for pattern extraction.
2. Gaussian distribution is employed for

classifying the extracted patterns.
Start-up regime HBRB and 1BRB 99

Navarro-Navarro
et al. [11]

1. Signal transformation is performed by Fourier
transform.

2. Statistical methods are employed for feature
extraction.

3. Neural networks are used for feature
classification.

Start-up regime 1 and 2 BRB 94.4

Rivera-Guillen et al.
[6]

1. Signal decomposition is performed by a
STFT-based algorithm.

2. A weight function is employed for component
extraction.

3. Index-based measurement is employed to
classify the extracted component.

Start-up regime HBRB, 1BRB,
and 2BRB 97.5

Martinez-Herrera
et al. [2]

1. Homogeneity and kurtosis are employed for
feature extraction.

2. Artificial neural network is employed for
classifying the extracted patterns.

Start-up regime 1BRB and 2BRB 100

Proposed work

1. HT and PSO are employed for dividing the
regimes acquired.

2. Decimation and autoencoders are employed for
pattern extraction and classification.

Start-up and
steady-state regimes

HBRB, 1BRB,
and 2BRB 100
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According to Table 1, it is observed that the proposed expert system is capable of
identifying the presence of BRBs in both states, i.e., start-up transient and steady-state,
with high accuracy, starting from incipient BRBs and consolidating them, unlike other
reported works in the literature, where they have only studied one regime and consolidated
BRB faults [2,10,11]. However, in HBRB detection works [1,6,16], values greater than 90%
accuracy are obtained, which is very promising. In particular, the method introduced in [1]
presents 99% accuracy, which is obtained by integrating the HT and Gaussian probability
density function to identify the presence of incipient faults in the IM using the start-up
regime. Nonetheless, the method presented in this paper outperforms the accuracy of
both regimes for assessing the IM condition, making it a more desirable method for the
industry. Furthermore, it should be noted that the proposed method offers two significant
attributes: (1) it presents an autoencoder-based methodology to identify diverse levels of
automatically and accurately BRB severity, and (2) it uses directly the monitored current
signals without the need of any domain transformation, allowing the generation of a
solution of low computational complexity.

5. Conclusions

IMs are characterized by being the main electric machines used in industrial processes;
evaluating their condition is therefore vital. In this regard, an expert system based on the
integration of HT, PSO, and autoencoders is proposed in this work for detecting BRBs in
both regimes (start-up transient and steady-state), starting from incipient to consolidated
faults. Four IM conditions are studied in this work (healthy condition and half-, 1-, and
2-BRBs), where 100% accuracy is reached for all the evaluated cases, which demonstrates
the capability of the proposed expert system for fault diagnosis in both regimes.

In summary, the stages of the described methodology were combined to build an
expert system that can classify the different IM conditions analyzed in this work with
100% effectiveness. Each of the stages was carefully designed to determine the appropriate
parameters to obtain the best performance. Initially, the HT is used to estimate the envelope
of the acquired current signal; later, the PSO method is used to divide the measured signal
into its start-up transient and steady-state components. The PSO performance allows the
separation of the current signal by locating the intersection point in less than 100 iterations
of the algorithm. Then, different decimation factors were analyzed, determining that the
signal can be decimated with a value of 6 without losing the features associated with
the different failure levels, so each signal was adjusted to 670 samples for its subsequent
analysis. Also, it was determined that the autoencoder presents a good performance with
165 neurons, achieving its convergence in a maximum of 130 epochs. A comparison of
the classifier performance for signals with and without decimation was accomplished; in
the case of signals without decimation, 82.5% and 91.7% of accuracy were obtained for
the analysis of the start-up and steady-state regimes, respectively. On the contrary, 100%
effectiveness was obtained with the decimated signals in both regimes, thus reducing the
computational load and improving the effectiveness.

It should be noted that the proposal can be considered a reliable tool for evaluating
the IM condition in industrial processes because it only requires acquiring the IM current
to automatically diagnose the BRB fault without interfering with the machine’s normal
operation. In future work, other faults, e.g., bearing defects, unbalance, and short circuits,
among others, as well as their combinations, will be evaluated or investigated for the
purpose of developing and integrating a more general and robust expert system that
evaluates the IM condition.
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