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Abstract: Measurement technology based on machine vision has been widely used in various in-

dustries. The development of vision measurement technology mainly depends on the process of 

photosensitive components and the algorithm of processing a target image. In the high-precision 

dimension measurement of machined metal parts, the high-resolution imaging device usually ex-

poses the cutting texture of the metal surface and affects the accuracy of measurement algorithm. 

At the same time, the edges of machined metal parts are often chamfered, which makes the edges 

of objects in the picture overexposed in the lighting measurement environment. These factors reduce 

the accuracy of dimensioning metal parts using visual measurements. The traditional vision meas-

urement method based on color/gray image makes it difficult to analyze the physical quantities in 

the light field except for the light intensity, which limits the measurement accuracy. Polarization 

information can more carefully depict the edge contour edge information in the scene and increase 

the contrast between the foreground and the background. This paper presents a method to improve 

the measurement accuracy of machined metal parts by using polarization vision. The incident angle 

of the light source is optimized according to the complex refractive index of the metal material, and 

the degree of polarization image with enhanced edge contour features of the ROI (region of interest) 

is obtained. The high-precision measurement of cylindrical brass motor components is realized by 

using the method of reprojection transformation correction and maximum correlation template 

matching (NCC) for rough positioning, as well as the method of edge extraction and optimal fitting. 

The experimental results show that for copper parts with a tolerance range of 0.1  mm, the aver-

age measurement error and maximum measurement error are within 0.01  mm, which are higher 

than the existing color/gray image measurement methods. 

Keywords: visual measurement; polarization image; complex refractive index; polarization model; 

image processing 

 

1. Introduction 

Various measurement methods are proposed to meet the increasing requirements of 

manufacturing accuracy. Measurement technology can be divided into contact measure-

ment and non-contact measurement. Contact measuring instruments include micrometer, 

CMM, comparator, etc. Non-contact measurement methods include laser measurement, 

ultrasonic measurement, visual measurement, etc. Contact measurement often relies on 

high-precision mechanical equipment, but it will lead to inevitable misreading and mis-

operation, which will reduce accuracy. Although CMM has high accuracy, with the wear 

of mechanical components, errors will occur in use and detection [1]. Laser scanning 

measurement has high requirements for the geometry of the measured object. It is greatly 

affected by the environment, and the accuracy is low when the amount of scanning data 

is large [2]. The fringe interferometry method can obtain high measurement accuracy, but 
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its measurement optical path interference structure is relatively complex, and the con-

struction and debugging of the hardware and software platform are cumbersome [3]. The 

accuracy of ultrasonic measurement is lower than that of other measurement methods. 

Visual measurement technology is widely used in industrial production because of its 

non-contact, high precision and high stability. The visual measurement system is com-

posed of hardware and software. The hardware system mainly includes a light source, 

image sensor, optical lens, industrial computer and other related hardware equipment. 

An image processing algorithm and other technical requirements compose the software 

part [4]. 

The vision measurement method was first proposed by Pentland (1987), and its basic 

principle is to calculate the actual size through the pixel size obtained by the calibration 

object. The visual measurement method is widely used in dimension measurement of ma-

chined metal parts. Hueckel M.F (1975) [5] proposed a sub-pixel edge detection method 

based on curve fitting to further improve the measurement accuracy. Takesa K [6] com-

pleted the measurement of cylindrical machined parts with a single camera, and the rela-

tive error is within 0.05%. With the improvement of manufacturing level, the integration 

of optical sensors has reached tens of millions of pixel resolution. Therefore, the measure-

ment accuracy of small and medium-sized machined parts is required to be higher and 

higher. Due to the inability to effectively eliminate the texture of the metal surface, Ping 

Chen [7] made a binary image segmentation of the object and background in the meas-

urement algorithm. The quality of image segmentation directly affects the measurement 

accuracy. Therefore, it is necessary to correct the rotation projection of the segmented ob-

ject and compensate the extracted edge pixels of the object, so as to improve the stability 

of the measurement results. Deep learning is widely used in the field of image segmenta-

tion, especially in the segmentation of medical images. However, segmentation in chang-

ing scenes is still a challenge, and the robustness of distinguishing false edges needs to be 

improved [8–12]. A more common way to improve measurement accuracy is to design 

more reliable sub-pixel edge extraction operators [13–16]. The premise for this method to 

achieve good results is that the image has sharp edges. 

At present, most vision measurement algorithms deal with images based on illumi-

nation intensity. Other physical quantities in the light field are difficult to be used in or-

dinary color/gray-scale images. In polarized visual imaging, the light reflected by the 

measured object enters the optical sensor through polarizers with different polarization 

angles. The sensor can capture multiple groups of linearly polarized light images, so as to 

obtain optical physical quantities such as degree of polarization, polarization angle, inten-

sity of polarized light and so on. The degree of polarization of the object in the image is 

affected by the incident angle and the complex refractive index of the object material. The 

foreground and background in the image can be well segmented by using the degree of 

polarization. The objects in the polarization image have sharper and separable edges and 

less optical noise. In this paper, a measurement scheme of machined parts based on po-

larization vision is designed, which can improve the measurement accuracy and has good 

robustness to the environment. Through the polarization sensor, the light intensity images 

with multiple polarization angles can be collected, and the polarization images with dif-

ferent angles can be calculated by Stokes formula. The actual size of the object can be cal-

culated by image processing of the acquired polarization image. 

2. Hardware Platform Design 

2.1. Hardware Device Selection 

Figure 1a is the processing drawing of the machined copper motor parts to be meas-

ured, and its photo is on the upper right corner. What needs to be measured is the length 

of the part, nominal dimension of which is 6.5  mm and the tolerance is 0.1  mm. The 

images obtained by bright field illumination, dark field illumination and the polarization 

system are shown in Figure 1. The image (Figure 1b) collected by monochrome industrial 
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camera for bright field illumination has many cutting textures. The spiral texture pro-

duced by the high-speed rotation of the material and cutting by the cutter during the pro-

duction is exposed in the high-resolution picture. The edge and background are difficult 

to distinguish, so it is hard to achieve accurate foreground segmentation. The image col-

lected by monochrome industrial camera for dark field illumination (Figure 1c) has high-

quality edge contrast and less noise. Due to the chamfer on the edge of the part, the over-

exposure of the edge of the object in the image makes it difficult to distinguish the specific 

position of the edge. This situation is common in the measurement of machined parts, so 

it is difficult to improve the measurement accuracy. The polarization image (Figure 1d) 

has obvious foreground and background differentiation, and the edge of the object is clear 

and sharp, which is convenient for image processing to calculate the size of the motor 

component. It can be seen from Figure 1e,f that the polarization degree images of objects 

with different materials including wood, copper, aluminum and iron can show sharp 

edges. In the same environment, the edge contrast of different objects in the polarization 

degree image is different. The gray value of polarization degree image is related to the 

complex refractive index of the object material and the incident angle of the light source. 

When the material of measured object is determined, a better image can be obtained by 

adjusting the lighting angle. 

 

Figure 1. Results of different lighting schemes. (a) CAD drawing and photo of objects. (b) Bright 

field illumination grayscale image. (c) Gray image of dark field illumination. (d) Polarization degree 

image. (e) Gray scale images of objects of wood, copper, aluminum and iron from left to right. (f) 

Polarization degree images of objects. 

The polarization vision measurement platform adopts a Daheng mercury mono-

chrome array polarization camera with model MER-502-79U3M-L POL to collect polari-

zation images of motor components. The object telecentric lens with optical magnification 

of 1, focal length of 7 mm and working distance of 110 mm is used to obtain the field of 

view matching with the motor assembly, which can also eliminate the influence of image 

radial distortion on the measurement accuracy. A non-polarized LED strip light source is 

used for bright field illumination, as shown in Figure 2. The relevant color temperature of 

the light source is 1127 K, the main wavelength is 602.5 nm, the peak wavelength is 608.7 

nm, and the full width at half maxima is 15.9 nm. 
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Figure 2. Schematic diagram of hardware platform. 

2.2. Polarization Degree Image Acquisition 

The polarization degree image refers to an image in which the polarization degree is 

represented by the gray value of the pixel unit. In visual measurement, the polarization 

image enhances the contrast between the foreground and the background, resulting in a 

clear and sharp outline of the object to be measured [17]. After the electromagnetic wave 

is reflected and radiated by the surface of the object, the polarization state will change due 

to the influence of its surface material, texture, and incident angle. The degree of polari-

zation is the ratio of the light intensity of the polarized portion of the beam to the overall 

light intensity. For polarizers, the degree of polarization is the ratio of the difference be-

tween the transmitted light intensities of the two optical axes to the sum of the transmitted 

light intensities, as shown in Formula (1): 

max min

max min

I I
P

I I

−
=

＋
 (1) 

where P  is the degree of polarization, maxI and minI  are the light intensities of the two 

optical axes parallel and perpendicular to the light propagation direction, respectively. 

Formula (1) can be calculated by the parameters in the Stokes vector S :  

 0 1 2 3= S S S S S  (2) 

2 2 2

1 2 3

0

S S S
p

S

+ +
=  (3) 

22

0 y= +xS E E  (4) 

22

1 y= xS E E−  (5) 

2 =2 cosx yS E E   (6) 

3 =2 sinx yS E E   (7) 

where 
xE  and 

yE  represent the amplitudes of the light wave components along the 

propagation direction and perpendicular to the propagation direction, respectively, and 

𝜉 represent the phase difference between the two components. 

0 1 2 3, ,S S S S,  in the Stokes parameter are usually expressed as , , ,I Q U V . I  repre-

sents the total intensity of the light wave, Q  represents the intensity difference between 

the linearly polarized light in the x-direction and the y-direction, and U  represents the 

intensity difference between the linearly polarized light in the π/4 direction and the −π/4 
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direction. V  indicates whether the right-handed or left-handed circularly polarized com-

ponent is dominant, which is assumed as 0 in this paper. Daheng mercury monochrome 

array polarization camera adopts Sony IMX250MZR CMOS polarization sensor chip with 

global exposure, which can simultaneously collect images of four different light directions 

of 0°, 45°, 90°, and 135° (Figure 3a). In the polarized light-sensing chip, 0 1 2 3I I I I、 、 、 four 

adjacent pixels with light intensities are an imaging unit. Among them, 0 1 2 3I I I I、 、 、
represents the polarized light intensities in four different directions of 0°, 45°, 90°, and 

135°. According to the definition of the degree of polarization, the Stokes vector can be 

rewritten as: 

0 2

0 2

1 3

=

I I I

S Q I I

U I I

= + 
 = −
 

= − 

 (8) 

By substituting Formula (8) into Formula (3), the polarization degree value P of a 

single imaging unit can be obtained. By linearly mapping the polarization degree P with 

the interval range [0, 1] to the grayscale interval with the interval range [0, 255], the polar-

ization degree image composed of the polarization degree information can be obtained 

(Figure 3a). The size of the gray value linearly reflects the degree of polarization of the 

pixel. The polarization images of the copper motor components with polarization angle 

of 0° (Figure 3b), 45° (Figure 3c), and 90° (Figure 3d) are calculated by the Stokes vector to 

obtain the corresponding polarization images (Figure 3e). 

 

Figure 3. (a) Schematic diagram of polarization imaging. (b) Zero-degree polarized image. (c) Forty-

five-degree polarized image. (d) Ninety-degree polarized image. (e) Polarization image. 

2.3. Selection of Lighting Angle 

Light having the same amplitude in any direction is called non-polarized light. Ac-

cording to the Fresnel formula, when light passes through the boundary of different me-

dia, it is partially reflected and partially refracted. The different refractive index and re-

flectivity of the components parallel to and perpendicular to the light wave cause the non-

polarized light to be reflected by the object surface to form partially polarized light. When 

the incident angle is equal to the Brewster angle, the reflected light is linearly polarized 

light. Partially polarized light is mixed with polarized light and non-polarized light. A 

polarization image with a specific polarization angle can be captured by a polarization 

camera (optical sensor + linear polarizer). The degree of polarization of light reflected by 
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an object depends on the angle of incidence of the light and the material properties of the 

object [18]. Choosing the optimal lighting angle can improve the polarization degree of 

the motor assembly in the image, thereby improving the accuracy of visual measurement 

[19]. In order to calculate the optimal lighting angle, the definition in Formula (1) of the 

degree of polarization is rewritten as an expression about the reflectivity R and the emis-
sivity   [20]. Specular reflection, diffuse reflection and diffraction all affect the polariza-

tion of light. Since the roughness of the tested sample is required to be Ra 0.8 and the 

texture period of the cutting process is much greater than the wavelength of the light, both 

diffraction and diffusion are ignored in the analysis. Fresnel’s reflection law is used to 

resume the degree of polarization model. The Formula (9) is obtained as follows: 

( ) ( )

( ) ( )

l l

p s

l l

p s

R R
P

R R

 

 

−
=

+
 (9) 

where pR  and sR  are the reflectances of the vibration components in the parallel and 

vertical directions of the light vector on the surface of the medium, respectively. l  repre-

sents the angle of incidence and reflection of the reflected radiation. The incident angle 

and the reflection angle of the reflected radiation are numerically the same as the incident 

angle of the object irradiated by the light source. The value of pR  and sR  can be ob-

tained by the Fresnel formula: 

2
1

2 2

1

2 2

cos ( sin )

cos ( sin )

l l

s

l l

n
R

n

 

 

− −
=

+ −

 (10) 

2
1

2 2

1

2 2

cos ( sin )

cos ( sin )

l l

p

l l

n n
R

n n

 

 

− −
=

+ −

 (11) 

where 𝑛 is the refractive index of the smooth medium surface. The Fresnel formula is 

generally used to reflect the energy relationship of radiation reflected by non-absorbing 

media. Referring to the improved method proposed by JW Paker [21], the Fresnel formula 

is rewritten with the refractive index in complex form. The refractive index in the formula 

should be replaced by a complex refractive index formula that reflects energy dissipation: 

'n n ki= +  (12) 

where n  is the refractive index of the material and k is the extinction coefficient of the 

material. The complex refractive index is also related to the material properties of the ob-

ject and the wavelength of the radiated light. The complex refractive index of common 

materials at different radiation wavelengths can be obtained by consulting the technical 

manual. When the complex refractive index of the material is determined, the Formulas 

(9)–(12) are combined to establish the mapping relationship between the polarization de-

gree P  and the incidence angle [22]. z represents the zenith angle, and its physical 

meaning is the angle between the incident light, the reflected light and the surface normal. 

The zenith angle is numerically the same as the incident angle. 

2 2 2

2 2 2 2 4

2sin cos sin

sin sin 2sin

z z z

z z z

n
P

n n

  

  

−
=

− − +
 (13) 

Under the visible light radiation with a wavelength of 600 nm, the complex refractive 

index of the surface of the copper motor component is checked as follows: 

0.494 2.962n i= −  (14) 
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According to Formula (13), combined with the complex refractive index of the motor 

assembly, the relationship between the degree of polarization and the observation angle 

is obtained (Figure 4a). In the incident angle degree of polarization model, the object sur-

face is assumed to be approximately planar. The angles of incidence are considered to be 

the same everywhere on the surface of the object. When the observation angle is 61.7°, the 

polarization degree of each pixel in the image is the largest and the middle part of the 

polarization image provides sharper object edge information.   in Figure 2 and l in For-

mula 13 represent the angle between the incident light and the surface normal. Since the 

surface of the object to be measured is a curved surface rather than a plane, the surface 

normal is not parallel to the light path reflected to the optical lens. Therefore, the zenith 

angle of all points on the object surface is not equal to the illumination angle (the angle 

between the lighting direction and the lens). The theta of the area closer to the horizontal 

plane is closer to the lighting angle, which is the reason why the middle part of the object 

has a good imaging effect, while the top and bottom are weakened, as is shown in Figure 

4b—60°. 

 

Figure 4. Adjustment scheme of lighting angle. (a) Degree of polarization observation angle func-

tion. (b) Image with different degrees of polarization at incident angles. 

3. Algorithm Design 

The schematic flow chart of the algorithm designed in this paper (Figure 5) is divided 

into a coordinate system conversion module, a dimension measurement module and a 

judgment module. The essence of the length measurement algorithm is to calculate the 

actual size (pixel accuracy) of a single pixel and calculate the actual length of the object 

according to the number of pixels occupied by the object in the measurement direction. In 

the process of designing the algorithm, the working conditions of the collected images are 

considered, and the world coordinate system is reprojected to eliminate the measurement 

errors caused by the different poses of the measured objects; Gaussian filtering, NCC tem-

plate matching coarse positioning, morphological operation ROI extraction, Canny oper-

ator edge extraction, and least squares line fitting are performed on the image to find the 

effective edge of the object to be measured. Finally, its length is calculated to judge 

whether it meets the tolerance requirements. 



Machines 2023, 11, 145 8 of 16 
 

 

 

Figure 5. Diagram of algorithm design. 

3.1. Coordinate System Conversion Module 

In 2D vision measurement, because the plane of the object to be measured is not per-

pendicular to the camera lens, there is a certain transformation relationship between the 

collected image and the object itself. Such a transformation relationship causes the object 

to be measured to be stretched, compressed or slanted in the image, which affects the 

accuracy of visual measurement. Therefore, it is very necessary to vertically project the 

world coordinate system along the Z-axis (optical path) direction into the camera coordi-

nate system in the visual measurement, and then transform the camera coordinate system 

into the image coordinate system. 

The optical principle of polarization imaging is the same as that of traditional visual 

imaging. Therefore, the calibration method of the traditional camera is also applicable to 

the polarization camera. According to Zhang’s calibration method [23], the camera is cal-

ibrated with a checkerboard calibration board, and the internal K parameter matrix and 

the external parameter matrix are obtained  |R T . 

0

00

0 0 1

u

K b v

  
 

=
 
  

 (15) 

 
11 12 13 1

21 22 23 2

31 32 33 3

|

r r r t

R T r r r t

r r r t

 
 

=
 
  

 (16) 

The mapping relationship between the point ( 0)TP X Y  on the calibration board in 

the world coordinate system and the corresponding point ( 1)Tp x y  in the image coor-

dinate system is as follows: 

 p K RP T= +  (17) 

The mapping relationship between the point ( 0)TP X Y  on the calibration board in 

the world coordinate system after vertical projection transformation and the correspond-

ing point '( ' '1)Tp x y  in the image coordinate system is as follows: 

 'p KR HP T= +  (18) 
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31 32 33

1 0 0

0 1 0H

r r r

 
 

=
 
  

 (19) 

According to Formula (17) and Formula (18), the mapping relationship between the 

point ( 1)Tp x y on the original image calibration board and the point '( ' '1)Tp x y on the 

corrected image calibration board can be obtained: 

1 1'p R p T= +  (20) 

In the above formula: 

1 1 1'p KRHR K p KR KRHR T− − − = + −   (21) 

1 1 1

1 1,R KRHR K T KR KRHR T− − − = = −   (22) 

According to the rigid transformation matrix 
1 1R T  

, the original image can be cor-

rected, so that the surface of the part to be measured is perpendicular to the camera coor-

dinate system (Figure 6), so as to avoid the influence of the position of the object on the 

accuracy of visual measurement. 

 

Figure 6. World coordinate projection renderings. 

3.2. Dimensional Measurement Module 

Gaussian filtering is performed on the image to remove system noise. The template 

matching method is used for rough positioning and ROI interception of the part to be 

tested in the image. Since the object targeted by the image algorithm is only the part of the 

field of view that contains the workpiece to be measured, the template ( )T m n  is es-

tablished. Place the template T in the search graph ( )S W H  for traversal. The area cov-

ered by the template in the search graph is denoted as a subgraph ijS , where i  and j  

are the coordinates of the upper left corner of the subgraph, and the search range is: 

1 i W n−≤≤ , 1 j H m−≤≤ . Using the correlation method to calculate the correlation be-

tween template T and subgraph S : 
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( ) ( ) ( )
2

1 1

, , ,
M N

ij

m n

D i j S m n T m n
= =

 = −   (23) 

Normalize it to mean: 

( )
( ) ( )

( ) ( )

1 1

2 2

1 1 1 1

, ,

,

, ,

M N

i j

m n

M N M N

i j

m n m n

S m n T m n

R i j

S m n T m n

= =

= = = =



=

      



 

 (24) 

The maximum value of R in the process of traversing the search graph S  of the tem-

plate T  is selected as the best matching result (Figure 7). The coordinates of the sub-im-

age ijS are the coarsely positioned image coordinates. 

A morphological closing operation was performed on the original image to sharpen 

the contours (Figure 8). The morphological closing operation is to dilate and then erode 

the image, that is, to perform Minkowski addition and Minkowski subtraction operations. 

Boolean AND operation is performed on the template matching region and the mor-

phological closed operation image to obtain the region that needs further processing (Fig-

ure 7b). 

Use the Canny operator to extract the edge of the object to be measured. The convo-

lution template of the Canny operator in the X  direction xS and the convolution tem-

plate of the Canny operator in the Y  direction yS are: 

1 1   1   1
=   =  

1 1 1 1
x yS S

−   
   
− − −   

，  (25) 

The mathematical expressions of the partial derivative ( , )i jP  in the X direction, the 

partial derivative ( , )i jQ  in the Y direction, the gradient magnitude ( , )i jM  and the gradi-

ent direction ( , )i j  of the pixel point of the coordinate ( , )i j  are: 

( , ) ( ( , 1) ( , ) ( 1, 1) ( 1, )) / 2i jP f i j f i j f i j f i j= + − + + + − +  (26) 

( , ) ( ( , ) ( 1, ) ( , 1) ( 1, 1)) / 2i jQ f i j f i j f i j f i j= − + + + − + +  (27) 

2 2

( , ) ( , ) ( , )i jM P i j Q i j= +  (28) 

( , ) tan( ( , ) / ( , ))i j ac P i j Q i j =  (29) 

Then, non-maximum suppression is performed on the gradient amplitude of each 

pixel point. If the gradient magnitude of a pixel is larger than the gradient magnitude of 

any pixel in its neighborhood, the gray value of the pixel is retained, and if the gradient 

magnitude of the pixel is not the maximum value in its neighborhood, the gray value of 

the pixel is set to 0. The gray value N ( , )i j  of the pixel with coordinates ( , )i j  after non-

maximum suppression is: 

( , ) ( ( , ), ( , ))N i j NMS M i j i j=  (30) 

Edge straight lines were fitted using the least squares method (Figure 7d). Represent 

a straight line in Hesse normal form: 

0ar bc d+ + =  (31) 
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This is an over-parameterized representation, in which 2 2 1a b+ = , the distance of 

the point ( , )r c  to the line can be obtained directly from 0ar bc d+ + = . Fitting is per-

formed by the least squares method, that is, the sum of the squares of the distances from 

the points on the contour of the image to the line is the smallest: 

2 2

1

( )
n

i i

i

ar bc d
=

= + +  (32) 

In order to avoid 0a b d= = = , the zero-error solution, the Lagrange multiplier is 

introduced as a constraint condition for straight line fitting. 

2 2 2 2

1

( ) ( 1)
n

i i

i

ar bc d a b 
=

= + + − + −  (33) 

Finally, the actual size is calculated according to the pixel accuracy, as shown in Fig-

ure 7d. 

 

Figure 7. Image processing flow. (a) Template matching. (b) Morphological processing. (c) ROI in-

terception. (d) Canny operator edge extraction. (e) Least square linear fitting. 



Machines 2023, 11, 145 12 of 16 
 

 

 

Figure 8. Comparison results of different measurement methods (a) Method 1; (b) Method 2; (c) 

Method 3; (d) Method 4. 

3.3. Judgment Module 

The measured length of machined copper motor parts is 6.5  mm and the allowable 

error range is 0.1  mm. If the measured size meets the tolerance requirements of the 

part, it will be judged as qualified, otherwise, it will be judged as unqualified. 

4. Experimental Analysis 

The measurement method of polarization vision is compared with the current 

Method 1 (Fang, 2020[15]), Method 2 (Jia, 2021[16]), and Method 3 (Ping Chen, 2014[7]) 

with high accuracy (Figure 9). The three methods have their own characteristics. Fang 

extracted the sub-pixel level edge through cubic interpolation in the size measurement 

algorithm to measure the size. Jia improved the Canny operator to make the extracted 

edge more fit the machined part. Chen performed image clustering to segment the meas-

ured part before lifting the weight edge. A polarization camera and an ordinary black and 

white industrial camera were used to collect the polarization degree image of the motor 

assembly with a resolution of 2048 × 2448 and the grayscale image of the motor assembly 

bright field illumination and dark field illumination with a resolution of 5472 × 3648 for 

visual measurement experiments (Figure 8). In the experiment, a total of 100 groups of 

motor components were measured for size, and each part was measured 10 times by man-

ual random feeding, and a total of 1000 measurement experiments were carried out. The 

measurement results are compared with those obtained with an electronic micrometer. 

Some assumptions about the experimental process are as follows: 

(1) The result obtained by the electronic micrometer is considered to be the true length 

of the object. The accuracy of the micrometer is 0.01 mm, and the reading of the mi-

crometer can be estimated to be 0.001 mm, so the error of 0.001 mm level is inaccurate. 

(2) The error less than 0.01 mm in each visual measurement error obtained from the 

measurement standard of electronic micrometer is inaccurate, which only represents 

that the measurement accuracy of this method has reached the level of 0.01 mm. 
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Method 1 (Figure 8a) and Method 2 (Figure 8b) are not effective in extracting object 

edge contours and cannot discriminate false edges. Method 3 (Figure 8c) and the method 

proposed (Figure 8d) can effectively extract the edge contour of the object. Linear regres-

sion analysis was performed on the measurement data of methods 1–4 and the real data 

(Figure 9). The stability of the method proposed in this paper is better and the measure-

ment error is smaller. Table 1 is obtained by quantitative analysis of the above experi-

mental data. 

The part of the data within 0.01 mm by micrometer is estimated, so the experimental 

data in Table 1 cannot show the true accuracy of the method proposed in this paper, but 

only gives a lower limit. It can be seen that the pixel resolution of the polarization image 

adopted by the method proposed is low, the average measurement error is 3.53 μm, the 

maximum repeated measurement error is 6.86 μm, and the maximum measurement error 

is 7.06 μm, which are lower than ordinary grayscale image measurement method. Alt-

hough the error part within 0.01 mm is inaccurate, the measurement error in Table 1 

proves that the measurement accuracy of the method proposed reaches 10 μm, which is 

not achieved by other ordinary grayscale image measurement methods. 

Table 1. Experimental results of visual measurement comparison. 

 Fang, 2020 Jia, 2021 Ping Chen, 2014 Method Proposed 

Image category 
5472 × 3648/Gray 

image 

5472 × 3648/Gray 

image 

5472 × 3648/  

Gray image 

2048 × 2448/Polarization 

image 

Maximum measurement error  

/μm 
168.26 529.91 37.23 7.06 

Average measurement error 

/μm 
50.82 56.96 23.08 3.53 

Maximum repeated measure-

ment error /μm 
52.32 255.65 31 6.86 

In the methods of traditional vision measurement, the average error of the measure-

ment obtained by the dark field illumination scheme exceeds 50 μm, and the average error 

obtained by the bright field illumination scheme exceeds 20 μm. It can be seen from Figure 

1 that an object with a length of 6500 μm occupies most of the space in the image. Analyz-

ing the pixel equivalent in the direction of width through the resolution of the optical 

sensor, the actual size of a single pixel in the traditional vision measurement scheme is 

about 2 μm, and the actual size of a single pixel in polarization vision is about 3 μm. It can 

be seen from Table 1 that the method proposed achieves the accuracy of pixel level. How-

ever, the method of traditional vision measurement errors of tens of pixels. The processing 

texture in the bright field lighting scheme shown in Figure 1b results in that the boundary 

part on the right side of the object is not illuminated by the light source. This situation 

leads to tens of pixel deviations in the edge extraction process. In the dark field lighting 

scheme shown in Figure 1c, the edge overexposure area occupies tens of pixels in the 

width direction of the image. The edge of object cannot be accurately extracted in the over-

exposure area. Because the over-exposure area occupies too many pixels in the image 

width direction, the measurement error is larger than that of the open-field lighting 

scheme. The method of polarization measurement proposed can image the object edge 

with high quality after optimizing the light angle, so the error caused in the edge extrac-

tion is smaller. The maximum measurement error of the method proposed in this paper 

is within 10 μm and is smaller than that of traditional visual measurements, because de-

gree of polarization image is less affected by light. Hence, the measurement system pro-

posed is relatively stable. 

Figure 9 further shows the accuracy and stability of the method proposed and the 

traditional visual measurement method. The rectangular red points in the figure represent 

the average error of ten repeated measurements of a single sample. The part surrounded 
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by the maximum and minimum values in the repeated measurement results of each sam-

ple is filled with gray. The blue dotted line represents the average error of 1000 measure-

ments of 100 samples. The global error and repeated error of the measurement method 

proposed are smaller than those of traditional visual measurement methods, which veri-

fies the superiority of the method using polarization model for visual measurement. 

 

Figure 9. Error diagram of different methods. (a) Method 1. (b) Method 2. (c) Method 3. (d) Method 

4. 

5. Conclusions 

In this paper, a high-precision length measurement method based on polarization 

vision for cylindrical machined parts is proposed. The angle of illumination is designed 

according to the complex refractive index and polarization imaging model, which pro-

vides an important basis for obtaining high-quality polarization images. Compared with 

traditional visual measurement, the object edge image obtained by the method is sharper 

and less affected by ambient light, which provides support for improving the length meas-

urement accuracy of cylindrical machined parts. The experimental results show that the 

measurement accuracy reaches at least 0.01 mm, which is higher than other visual meas-

urement methods. 

However, the method only considers the 2D measurement field in the process of op-

timizing the illumination angle for polarization image. When the measurement require-

ment extends to 3D measurement, especially when the depth of the object edge fluctuates 

greatly, the optimization of the illumination angle needs to be further studied. The strong 

anti-interference of the polarization degree image and the characteristics of weakening the 

internal edge of the object can be studied under more working conditions, such as visual 

measurement underwater and visual measurement in the environment of smoke, which 

is also a direction worthy of study in the future. 
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