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Abstract: An electrical hydraulic control system (electro-hydraulic system) is thought to be a key
component in excavator operation systems. Control methods with fixed parameters may not yield
optimal system performances because a hydraulic system has various nonlinear uncertainties due to
the leakage and compressibility of the fluid medium. Hence, a novel PID controller based on improved
differential evolution (IDE) is introduced to excavator electro-hydraulic systems for interconnected
hydraulic systems. The proposed algorithm not only adjusts the PID parameters of the different
working conditions but also adjusts the scaling factor and crossover probability. Then, the proposed
PID controller based on IDE and the excavator bucket control system are modeled and simulated on
the MATLAB simulation platform. The simulation results demonstrate that the proposed controller
has better performance in settling time, rise time, and convergence speed compared to the PID
controller based on standard differential evolution and the Ziegler–Nichols (ZN) PID controller with
a novel object function. Eventually, the IDE-PID controller is assessed on a 23-ton excavator, and good
transient behavior and trajectory accuracy are obtained in comparison to the SDE-PID controller.

Keywords: excavator; PID controller; trajectory tracking; step response

1. Introduction

In recent years, research on excavator control systems has been developed to greatly
improve the efficiency and accuracy of working devices. Kim J et al. [1] designed a discrete
time delay controller that combined time delay control (TDC) and terminal sliding mode
control (TSMC) to decrease the influence of acceleration noise and achieve high position
control tracking accuracy. Jianpeng S et al. [2] proposed a velocity and position combined
control strategy based on mode switching; a strategy was found to decrease the operating
velocity fluctuation and positioning error to the target position by approximately 1 mm.
An online learning control method based on echo-state networks in [3] was employed to
control a hydraulic servo system, which only used input and output signals, and the desired
forces and trajectory were achieved in a simulation environment. Wang et al. [4] proposed a
fuzzy logic control method that can improve energy distribution and fuel economy without
sacrificing any of the system performance. In addition, sliding mode control [5], neural
networks [6], and LS-SVM [7] have been tested for the control of hydraulic excavators.

Despite the wide utilization of many novel intelligent control algorithms in excavators,
the simple structure, reliable performance, and robustness of the PID control make it
irreplaceable. The change in the PID control parameters has a significant influence on
control accuracy and efficiency. Therefore, the majorization of PID control parameters has
gained extensive attention from researchers. To optimize the parameters, many algorithms,
such as ant colony optimization (ACO) [8], particle swarm optimization (PSO) [9,10], and
genetic algorithms (GAs) [11], have been applied. On the other hand, the “cross-coupled
control” algorithm [12], which couples independent axis control and contour control with
each other, has been demonstrated to reduce trajectory error.
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The differential evolution (DE) algorithm is a global optimization algorithm that was
proposed by Storn and Price [13] in 1997. It commonly consists of four steps: initialization,
variation, crossover, and selection. Because it does not depend on the initial value and
has fast convergence, few control parameters, and easy implementation, the differential
evolution algorithm is widely used in the field of industrial control [14]. Moreover, DE can
be applied not only in the field of continuous optimization but also in the field of discrete
optimization. Therefore, it is also highly suitable for the field of digital control (DSP). These
characteristics qualify DE for the control of the excavator.

This paper presents a parameters optimization approach for the PID controller by
improved differential evolution (IDE). The PID controller will be discussed based on the
valve-controlled asymmetrical cylinder model. The rest of paper will be organized as
follows: the kinematics model of the excavator and control objective will be described
in Section 2; Section 3 will show the detail of a mathematical model of the excavator
electro-hydraulic system. The principles of the standard differential evolution (SDE) and
the improved differential evolution (IDE) algorithms will be presented in Section 4. The
optimization results of the PID parameters will be shown by a comparison of the simulation
and experiments in Section 5. Finally, the conclusions of this paper will be drawn in
Section 6.

2. System Structure

In this paper, the research focuses on the control problem of a SANY 23t electro-
hydraulic excavator. The system consists of a three-subsystem pilot control subsystem, a
main control subsystem, and an executive body subsystem. As shown in Figure 1, the pilot
control subsystem includes joysticks, a pilot valve, and a pilot pump. Double pumps, a
main valve, an engine, and a controller make up the main control subsystem. The executive
body subsystem consists of a boom, an arm, bucket cylinders, and different kinds of sensors
(displacement sensors, pressure sensors, speed sensors, and so on). According to the actual
operation cycle, the electrical signal produced by the joysticks controls the pilot valve and
produces pressure. Then, the pilot control pressure causes the corresponding displacement
of the main valve spool, and the main control pressure makes the executive body generate
force and displacement. The sensor feeds back the execution result to the controller. On the
other hand, the engine and pumps provide power for the entire system.
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2.1. Kinematics of the Electronic-Hydraulic System for the 23t Excavator

To estimate the position of the bucket tip, the kinematic model of the excavator
working device is established. If the slewing of the excavator is not considered, the working
device can be regarded as a 3 DOF manipulator.
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Considering the kinematics analysis presented in Figure 2, the boom coordinate system
is set up at the joint corner of point O1, and θ1 is the angle of the boom joint. O2 is the
hinge point of the arm and the boom; the arm coordinate system is set up there, and θ2
is the angle of the arm joint. O2 is the hinge point of the bucket and the arm; the bucket
coordinate system is set up there, and θ3 is the angle of the bucket joint. O4 is the tip of the
bucket.
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According to the established D-H coordinate system and the vector algorithm, the

vector
→

O1O2,
→

O2O3 and
→

O3O4 can be expressed by Equation (1):
→

O1O2 = (a1 cos θ1, a1 sin θ1, 0)
→

O2O3 = (a2 cos(θ1 + θ2), a2 sin(θ1 + θ2), 0)
→

O3O4 = (a3 cos(θ1 + θ2 + θ3), a3 sin(θ1 + θ2 + θ3), 0)

(1)

Assuming that the coordinates of the bucket tip O4 are (x, y, z), then t O4 can be
calculated by Equation (2):

x = a1 cos θ1 + a2 cos(θ1 + θ2) + a3 cos(θ1 + θ2 + θ3)
y = a1 sin θ1 + a2 sin(θ1 + θ2) + a3 sin(θ1 + θ2 + θ3)

z = 0
(2)

As is given in Equation (2), the position coordinates of the tip of the excavator bucket
are determined by the parameters θ1,θ2,θ3 and a1,a2,a3. For a certain excavator, a1,a2,a3 are
the known fixed parameters. Therefore, as long as the values of θ1,θ2,θ3 and these three
parameters are precisely measured, the forward kinematic solution of the working device
can be completed.

2.2. System Control Objective

The control objective of this paper is to develop control rules and to minimize the
trajectory tracking errors. The objective formulation can be given as:

lim
t→∞

[
ex ey ez

]T
= [0 0 0]T

[
ex ey ez

]T
=
[∣∣∣O4actual −O4re f

∣∣∣]T
(3)

where O4actual and O4re f are the actual and the reference positions of the bucket tip; ex,ey,
and ez are the errors in the x, y, and z axis directions, respectively.
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3. Control System Design
3.1. PID Control System Description

Standard PID control law consists of three parameters: proportion, integration, and
differentiation. They compare the collected data with the reference data and compute the
new input values based on the error of comparison. It could be calculated as:{

e(t) = y(t)− r(t)
u(t) = Kpe(t) + KI

∫ t
0 e(t)dt + KD

de(t)
dt

(4)

where the difference between the actual position y(t) and the reference position r(t) can be
given by e(t); the input signal of the system can be represented by u(t); Kp, KI , and KD are
the proportional gain, integral gain, and derivative gain parameters, respectively.

3.2. Electro-Proportional System Formulation

Four different cylinders drive, respectively, the boom, the arm, and the bucket, and
they are driven by three electro-hydraulic proportional systems. The theories in the three
systems are the same except for some of the size or geometry parameter values. Figure 3
presents the signal processing routine in the electro-hydraulic proportional system. The
first stage is the proportional gain stage, the second stage is the electro-hydraulic stage, and
the valve-controlled asymmetrical cylinder and feedback, respectively, are the third and
fourth stages.
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3.2.1. Proportional Gain Stage

As shown in Figure 4, the signal transmission process is divided into four parts and
they are the electric control, pilot circuit, main circuit, and feedback part. The pilot valve
works based on a proportional electromagnet; the input signal of it is the current, and the
signal output from the joystick is a voltage signal; so, the first stage can be considered as a
proportional gain stage, which can be given as:

Ka =
i
u

(5)

where i is the output current signal required by the pilot valve; u is the input voltage
signal produced by the joystick; and Ka is the amplification coefficient of the proportional
gain stage.

3.2.2. Electro-Hydraulic Proportional Stage

The electro-hydraulic proportional stage builds the link between the electrical signal
and the physical signal. The ratio electromagnet is converted into force according to the
magnitude of the current passing through the energized coil and acts on the spool of the
pilot valve. Owing to the values having little influence on the total system, the dynamic of
the pilot valve is ignored, and this stage can simplify into a linear model:

Kb
Ts + 1

=
xv

i
(6)
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where i is the input current signal; xv denotes the displacement of the main valve spool
generated by pilot pressure; Kb is the amplification coefficient; T is the time constant;
and the parameter s represents the operator in the Laplace transform, which has no spe-
cific meaning.
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3.2.3. Valve-Controlled Cylinder Stage

Figure 5 shows the principle of the valve-controlled asymmetrical cylinder system.
Some assumptions are made before the mathematical model’s establishment of this stage.
Firstly, the flow at the throttle window is turbulent, and the effect of liquid compression can
be ignored in the valve. Secondly, there is no delay in the response of the valve; that is, the
flow rate change can occur instantly in response to the change in the spool displacement
and the valve pressure drop. Thirdly, the supply pressure of the hydraulic oil remains
unchanged, and the pressure of the oil return channel is zero. Finally, the leakage of
the valve is ignored, and the internal and external leakage of the hydraulic cylinder are
idealized as laminar flow.
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Under this assumption condition, the load flow equation of the pilot system after
linearization can be written as:

QpL = Kqxv − KpPL (7)
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where Kq and Kp are the flow gain coefficient and flow pressure coefficient, respectively;
QpL denotes the load flow of the pilot valve; PL represents the load pressure, and it can be
obtained by:

PL = pic − npoc (8)

where p1 and p2 are the pressures of the rod and the rodless chambers in the cylinder,
respectively. n (n = A2

A1
, A1 is the effective working area of rod chamber, and A2 is the

effective working area of the rodless chamber) is the flow ratio between the rod and the
rodless chambers flowing into and out of the asymmetrical hydraulic cylinder.

According to the principle of thin-walled orifice throttling, the flow rates through
orifices 1 and 2 can be written as:

Qic = Cdωxv

√
2
ρ (ps − pic)

Qoc = Cdωxv

√
2
ρ (poc − 0)

(9)

where Qic and Qoc denote the inside and the outside flow of the rod and the rodless
chambers; Cd is regarded as the flow coefficient of the orifice; ω is the area gradient of the
orifice; ρ represents the oil density; and ps is the supply oil pressure. Therefore, the flow
ratio of the rod and the rodless chambers can be expressed as:

n =
Qoc

Qic
=

√
poc

ps − pic
(10)

The continuity flow equations of the rod and the rodless chambers of the valve-
controlled asymmetrical cylinder can be derived as:

Q1 = CiL(pic − poc) + CoL pic +
V1
βe

dpic
dt + dV1

dt

Q2 = CiL(pic − poc) + CoL poc +
V2
βe

dpoc
dt −

dV2
dt

(11)

where CiL and CoL denote the inside and outside leakage coefficient of the main valve; V1
and V2 represent the volumes of the rod and the rodless chambers; and βe denotes the
effective bulk elastic modulus.

Combining Equations (8) and (10), the pressure of the rod and the rodless chambers
can be expressed as:

pic =
n3 ps+pL

1+n3

poc =
n2(ps−pL)

1+n3

(12)

Combining Equations (7)–(12), the continuity equation of the hydraulic cylinder
chambers can be calculated as:

QpL = A1
dy
dt

+
V

2(1 + n2)βe

dpL
dt

+
1 + n
1 + n2 CiL pL +

1
1 + n2 CoL pl (13)

The y and V in Equation (13) are the displacement of the rod and the total volume of
the cylinder chamber, respectively.

Assuming that the friction, leakage, and compression of the hydraulic oil are ignored,
then the force balance equation of the t valve-controlled asymmetrical cylinder system will
be derived as:

m
d2y
dt2 = A1 pL − Bc

dy
dt
− Ky− F (14)

where the total mass of the piston, hydraulic oil, and load acting on the piston can be
calculated by parameter m; Bc represents the viscous damping coefficient of the piston and
load; K denotes the spring rate of the load; and F is the external load acting on the piston.
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Due to the actual working process of the excavator, the elastic stiffness of the load is much
smaller than the other parameters of the system; so, it is usually ignored.

Equations (7), (13), and (14) can describe the properties of the valve-controlled asym-
metric cylinder system. When the elastic stiffness of the external load is not considered, the
fusion of the three Equations (7), (13), and (14) can eliminate the intermediate parameters,
and after simplification and Laplace transform, the transfer function of the displacement
of the piston rod and the displacement of the pilot valve spool and the load force can
be obtained.

y =

Kq
A1

xv − Ktotal
A1

2

(
V

2(1+n2)βeKtotal
s + 1

)
F(

s2

ωh
2 +

2ξh
ωh

s + 1
)

s
(15)

where Ktotal denotes the total flow gain coefficient; ξh represents the comprehensive damp-
ing coefficient of the system; ωh is the hydraulic resonance frequency; and s is the Laplace
operator. They can be expressed as:

Ktotal =
1 + n
1 + n2 CiL +

1
1 + n2 CoL + Kp (16)

ξh =
Ktotal

A1

√
(1 + n2)βem

2V
+

Bc

2A1

√
V

2(1 + n2)βem
(17)

ωh =

√
2(1 + n2)βe A1

2

Vm
(18)

3.2.4. Feedback Stage

The feedback stage is a normal proportional stage based on displacement sensors. Its
mathematical model can be given as:

K f b =
us

y
(19)

where K f b is the proportional coefficient; us denotes the output voltage of displacement
sensor; and y represents the displacement of the hydraulic cylinder. The block diagram of
the valve-controlled cylinder system is shown in Figure 6, according to the above derivation
of formulas.
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4. SDE and IDE Algorithm

The differential evolution (DE) algorithm has been widely utilized in the field of
control parameter optimization since its introduction in 1997 by Storn, R. The controller
parameter tuning based on the DE algorithm and its application to the load frequency
control (LFC) of a multi-source power system has been presented in paper [15]. Miguel G.
et al. proposed a DE algorithm based on a control adaptation, and it has proved to have
a better control effect on a direct current motor. Paper [16] applied the DE algorithm to
settle a vehicle routing problem with backhauls for a catering firm. On the other hand, the
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researchers have also conducted lots of work on the improvements of the DE algorithm.
The DE variants have been utilized in lots of fields, such as mathematics, computer science,
operations research, engineering, economics physics, and biology due to their excellent
performance [17]. This paper will apply the standard differential evolution (SDE) and
the improved differential evolution (IDE) algorithms in the tuning of the PID control
parameters. The detail and comparison of the algorithms will be shown in this section.

4.1. SDE

The differential evolution algorithm is a super-heuristic group intelligence optimiza-
tion method based on evolutionary ideas and population differences. Its core idea is to
solve global optimization problems through cooperation and competition among individu-
als within the population. As with most evolutionary algorithms, differential evolution
algorithms are also divided into initialization, mutation, crossover, and selection.

Initialization: During initialization, a random original population is generated within the
value range of the solution. The initialization of DE can be given as:{

Xi(0)
∣∣∣xL

i,j ≤ xi,j(0) ≤ xU
i,j; i = 1, 2, · · · , NP; j = 1, 2, · · · , D

}
(20)

where Xi(0) denotes any individual; xL
i,j and xU

i,j represent the upper and lower limits of the
search interval, respectively; NP is the size of population; and D denotes the dimension of
problem.
Mutation: During mutation, the mutation vector vg

i will be generated for each target vector
xg

i at any generation g as:

vg
i = xg

r1 + F
(

xg
r2 − xg

r3

)
(21)

where F denotes the scaling factor, and r1, r2, r3 ∈ {1, 2, · · · , NP} are randomly selected
from the population and are different from each other. According to Storn’s suggestion, the
initial value of F is 0.5, and the values vary from 0.5 to 1.
Crossover: After mutation (Figure 7), an intermediate vector ug

i , called the test vector, will
be generated from target vector xg

i and the mutation vector vg
i using a crossover coefficient

CR as:

ug
i,j =

{
vg

i,j i f randj ≤ CR CR ∈ (0, 1)
xg

i,j otherwise j = 1, 2, 3 . . . D
(22)
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Selection: When the mutation and crossover are finished, the next generation will be

produced based on the fitness functions ( f
(

ug
i

)
and f

(
xg

i

)
) of the target vector and test

vector. This operation can be expressed as:

xg+1
i =

{
ug

i i f f
(

ug
i

)
≤ f

(
xg

i

)
xg

i otherwise
(23)

From Equations (20)–(23), the flowchart of the SDE is shown in Figure 8.
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According to the above derivation, the standard differential evolution algorithm has
fewer operation parameters than the other evolutionary algorithms. These algorithm
parameters are mainly population size NP, problem dimension D, scaling factor F, and
crossover probability CR. The performance of the algorithm largely depends on the
values of these parameters, and papers [18–22] have conducted research on the selection of
the parameters.

4.2. IDE

As a group optimization algorithm, DE has the characteristics of fewer control vari-
ables, low space complexity, and easy implementation. However, DE also inevitably has
some problems, such as search stagnation and premature convergence. To solve these
problems, some improvements have been performed as follows.

(1) Scaling factor F self-adaptation

The decision regarding the DE algorithm parameters has an important impact on
the performance of the algorithm. In the DE algorithm, the scaling factor F is to scale the
difference vector corresponding to everyone in the population, to determine the search
range of the current individual, and to generate a mutation vector. In practical applications
when F is unchanged, if F is too large, the speed of the algorithm convergence will be slow,
and the obtainable probability of the global optimal solution will be reduced. If F is too
small, it will lead to a decrease in the diversity of the population and be premature. So,
the value of parameter F will change based on the number of iterations. At the beginning
of the iteration, F is larger, which can maintain the diversity of the population. The value
of parameter F will decrease as the number of iterations increases; this can save excellent
population information in order to avoid a local optimal solution. The self-adaptation
factor λ is given as follows.

λ = e1− Gm
1+Gm−G (24)
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where Gm denotes maximum number of iterations, and G is the current number of iterations.
So, the scaling factor F will given as follows.

F = F02λ (25)

where F0 is the initial coefficient of variation, and F0 = 0.9 in this thesis. During the
mutation of each generation, the value of F will decrease continuously as the number of
iterations increases.

(2) Crossover probability CR self-adaption

Parameter CR has an impact on the diversity of the population and determines which
individual could be transformed. On one hand, the small value of CR will make the number
of individuals transformed in the population lower; the characteristics of the solution in the
current population are more reserved, which maintains the stable progress of the evolution
process. On the other hand, if CR is large, the greater transformation in the population
will increase the population diversity, and this can avoid local optimal solutions. The
self-adaptive crossover coefficient CR can be given as follows.

CRi =

{
CRi + (CRu − CRl)

fi− fbest
fmax

fi ≥ fbest

CRi fi < fbest
(26)

where CRu and CRl denote the upper and lower limits of the value CR, respectively. fbest
and fmax are the best and maximum individual objective function values of the current
population. fi and CRi are the objective function value and the cross coefficient of the i-th
generation individual. The CR will change as the population evolves and the individual
objective function value changes, which ensures the stability of the algorithm convergence.

4.3. Comparison of SDE and IDE
4.3.1. Objective Function and Fitness Value

As mentioned above, the DE algorithm can obtain the optimal solution of a control
problem, and the objective function is the mathematical description that defines the perfor-
mance of the control system. In general, the objective function can be defined according to
our desired performance specifications for a controller design. Integrated squared error
(ISE), integrated absolute error (IAE), and the target of the integral of time multiplied abso-
lute error (ITAE) are usually considered as the criteria for control system performance [23].
This paper adopts the absolute error and increases the square term of the control input as
the optimization objective function of the differential evolution algorithm to improve the
stability of the system. Therefore, the objective function J can be expressed as:

J =
∫ ∞

0
(ω1|e(t)|+ ω2u2(t))dt + ω3tr (27)

where ω1, ω2, and ω3 denote the weights of each indicator, and tr represents the settling
time of the control system; e(t) is the systematic error, and u(t) is the system output.
However, the objective function is inversely proportional to the performance of the control
system. The larger the objective function is, the worse the control performance will be. In
order to be proportional to the performance of the control system, the fitness value f of the
individual can be written as the inverse of the objective function J ( f = 1

J ).

4.3.2. The Steps for Optimization of PID Parameters

The PID parameters will be tuned automatically by the improved DE; the steps are
summarized as follows:

Step 1. Randomly generate original population xg, which is composed of NP individuals.
Step 2. Scaling factor F and fitness value f of everyone will be calculated according to
Equations (24), (25), and (27).
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Step 3. Calculate and generate mutation vector vg0 and fitness of everyone according to
Equation (21).
Step 4. Calculate and generate crossover probability CR and test vector ug0 by Equations
(26) and (22). Update the fitness value f of everyone.
Step 5. Generate new population xg0+1 and update the fitness value f to execute the next
iteration.
Step 6. Repeat steps (3)–(5) until the iteration number is to the limits and stop the algorithm.

4.3.3. Simulation Results

The performance of the proposed IDE was tested by applying it to an excavator
electro-hydraulic system, and the details of the simulation results are shown below. The
controller system and the optimization process were designed in MATLAB software, and
the hydraulic system was designed in AMESim [24] (Figure 9). The co-simulation of MAT-
LAB and AMESim has been widely accepted by many works for testing characteristics
such as the dead band of a main valve and the asymmetric dynamic characteristics of
a valve-controlled asymmetric cylinder. Some examples are the research on high track-
ing control [10,25], the efficiency of hydraulic systems [26,27], and energy regeneration
systems [28,29].
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Then, the performance of different tuning techniques was evaluated by the fitness func-
tion f with the transient response characteristics of the control system, i.e., the overshoot
and settling time.

The research on the selection of the parameters of the SDE algorithm started very
early, but we did not find an excellent theory to determine them. So far, the ranges of
parameters were decided by prior knowledge. So, we adopted the strategy of the selection
of parameters conducted by Ronkkonen et al. [30] and Suganthan P N et al. [31]. The other
parameters mentioned in the simulation are listed in Table 1. As mentioned in most papers,
we use the step signal as the test signal of the excavating electro-hydraulic system due to
its easy usability and implementation in software. The step responses of a 23-ton excavator
bucket electro-hydraulic system with a reference yd = 1 m will be compared. On the other
hand, the convergence curve of the SDE-PID controller is compared with the convergence
curve of the IDE-PID controller. The simulation results of three different controllers are
shown in Table 2.
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Table 1. Parameters of SDE and IDE tuning based on PID controller.

Symbol Parameters SDE IDE

NP Number of individuals 50 50
F Mutation scaling factor 0.9 unfixed

CR Crossover probability 0.8 unfixed
D Dimension of issue 3 3
G Maximum number of iterations 100 100
ω1 Weight 1 0.999 0.999
ω2 Weight 2 0.001 0.001
ω3 Weight 3 2 2

[L1, U1] Search range of Kp [0, 20] [0, 20]
[L2, U2] Search range of Ki [0, 10] [0, 10]
[L3, U3] Search range of Kd [0, 10] [0, 10]

Table 2. Comparisons of controller tuning methods with step reference.

Tuning Method Rise Time (s) Settling Time (s) Number of Iterations Best J

ZN 1.55 3.27 / /
SDE 1.17 2.37 81 2.35
IDE 0.93 1.84 57 1.74

The controller tuning method ZN obtained the highest rise time and settling time,
which were 1.55 s and 3.27 s, respectively. Compared with the ZN tuning method, the
proposed SDE and IDE tuning methods obtained better performances on rise time (1.17 s
and 0.93 s) and settling time (2.37 s and 1.84 s). As shown in Table 2, the tuning method
IDE not only obtains a shorter time for the steady state of the excavator bucket control
system but also achieves a smaller number of iterations (57 vs. 81) and a smaller best J
(1.74 vs. 2.35).

Figure 10a,b demonstrate the step responses of the excavator bucket electro-hydraulic
system and convergence curves of objective function J. On the other hand, the sinusoidal
wave is used to track the errors of the electro-hydraulic system. The sinusoidal responses
and tracking errors are demonstrated in Figure 11. It can be easily seen in the figure that a
lag time of 0.05 s exists between the reference signal (a sinusoidal wave whose frequency is
1 Hz and amplitude is 1 m) and the output signal for the IDE-PID controller. Compared
with the other two controllers, the lag time of the IDE-PID controller is the shortest.
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According to the above discussion, the proposed IDE always has a better advantage,
with a new objective function J, in iterations and convergence speed than the SDE under
the parameters presented in Table 1. It can be concluded that the co-simulation shows that
the proposed SDE-PID controller obtained better performances in settling time, rise time,
and lag time.

5. Experiments
5.1. Experiment Platform

To verify the effectiveness of the proposed control method, some trajectory control
must be implemented on the excavator. Some sensors were installed on the excavator to
measure the displacement of the cylinder and the pressure of the electro-hydraulic system,
as shown in Figure 12.

The displacement sensor is placed outside the hydraulic cylinder, and the pressure
sensor is placed inside the oil circuit. The analog signals produced by the sensors will be
transferred into digital signals with a DAQ and DSP and communicated with the designed
controller via USB-CAN. Table 3 shows the main parameters of the sensors.

Table 3. Sensors and their parameters used in the experiments.

Sensors Type Main Parameters

DSP controller 283H 32-bit, duty cycle < 1 ms
DAQ card NI USB 6215 16-bit, 8AI/2AO, 4DI/4DO

Displacement sensor WDS-2500 Scale 0–2500 mm, 0.2 accuracy class
Pressure sensor 625 T4-16-Z23 Scale 0–400 bar, 0.2% FS accuracy

USB-CAN USBCAN-II PRO 32-bit CPU

5.2. Experiments Results

Experimental conditions: When the trajectory tracking experiments were implemented,
the excavator was not rotated. The leveling operation was selected to experiment with the
motion because of the frequency executed in the working loop. Therefore, the excavator
performed the leveling operation from the starting point (4800,0,0) to the end point (6600,0,0)
under no load conditions.
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Figure 12. Laboratory 23-ton excavator trajectory control experiment platform: (a) 23-ton excavator,
(b) 283H DSP controller, (c) displacement sensor of bucket, (d) displacement sensor of bucket,
(e) displacement sensor of bucket, (f) NI 6215 DAQ card, (g) data collection system.

According to the relationship between the extension and the retraction of the cylinder
and the coordinates obtained by Equation (2), the cylinder displacement obtained by
the three controllers (ZN-PID, SDE-PID, and IDE-PID) is converted into the bucket tip
coordinates through the kinematic calculation. Figure 13 shows their tracking results. The
maximum error between the desired and the actual trajectories is 107.1 mm by ZN-PID.
However, the maximum error is reduced to 74.3 mm and 49.5 mm by SDE-PID and IDE-
PID, respectively. Therefore, it is obvious that SDE-PID and IDE-PID have better control
performances than ZN-PID. Moreover, the proposed IDE-PID has a smaller maximum error
and improves the trajectory tracking accuracy by 33.4%.
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Figure 13. (a) Schematic diagram of experimental results (the arrow indicated the leveling opera-
tion), (b) trajectory tracking results of bucket tip, and (c) tracking errors when excavator performs
leveling operation.

6. Conclusions

A novel IDE algorithm was proposed and used in the parameter tuning of the PID
controller for excavators. Compared with the SDE algorithm, the proposed algorithm has
made adaptive improvements to the scale factor F and the crossover probability CR, which
overcomes the shortcomings of the traditional algorithm of slow convergence velocity and
easy local convergence. Then, the PID controller based on IDE tuning was designed.

The step signal and sinusoidal wave were used as references for the comparison of
the performances of IDE-PID and the other two controllers (SDE-PID and ZN-PID). The
simulation results show that the proposed novel IDE-PID controller has better performance
on the settling time, rise time, and convergence velocity with the new objective function J.

Finally, the experiments implemented on a 23-ton excavator demonstrated that the
tracking error was reduced by using the IDE-PID controller compared with the other
controllers. Due to the nonlinearity of the system and the variety of loads, the tracking
error is still very large. Research on the influence of the load on the control algorithm will
be further carried out in the future.
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