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Abstract: The fault diagnosis of a switch machine is vital for high-speed railway operations because
switch machines play an important role in the safe operation of high-speed railways, which often
have faults because of their complicated working conditions. To improve the accuracy of turnout
fault diagnosis for high-speed railways and prevent accidents from occurring, a combination of
bi-directional long short-term memory (BiLSTM) with the multiple learning classification based on
associations (MLCBA) model using the operation and maintenance text data of switch machines is
proposed in this research. Due to the small probability of faults for a switch machine, it is difficult to
form a diagnosis with the small amount of sample data, and more fault text features can be extracted
with feedforward in a BILSTM model. Then, the high-quality rules of the text data can be acquired
by replacing the SoftMax classification with MLCBA in the output of the BILSTM model. In this
way, the identification of switch machine faults in a high-speed railway can be realized, and the
experimental results show that the Accuracy and Recall of the fault diagnosis can reach 95.66% and
96.29%, respectively, as shown in the analysis of the ZY]7 turnout fault text data of a Chinese railway
bureau from five recent years. Therefore, the combined BiLSTM and MLCBA model can not only
realize the accurate diagnosis of small-probability turnout faults but can also prevent high-speed
railway accidents from occurring and ensure the safe operation of high-speed railways.

Keywords: high-speed railway; switch machine; fault diagnosis; text data; BILSTM and MLCBA

1. Introduction

Switch machines play a crucial role in the automatic control of high-speed railways,
which often have various faults due to their complicated working conditions. According
to the China high-speed railway signal system fault statistics data from 2019 to 2022, the
proportion of turnout faults is the highest, accounting for 40.5% of the total [1-5]. China’s
high-speed railway signal system fault statistics data are presented in Figure 1.

As complex mechanical equipment, switch machines consist of different types of
components, so the faults are caused by many different factors. Therefore, it is difficult to
diagnose the fault of a switch machine efficiently [6]. Additionally, the probability of some
faults of a switch machine is too small, so the recorded text data are also sparse. Due to the
phenomenon of uneven fault distribution, it is difficult to diagnose the small-probability
faults of a switch machine accurately [7].
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Figure 1. China’s high-speed railway signal system fault statistics data from 2019 to 2022.

In view of the difficulty of fault diagnosis and the uneven fault distribution for
China’s high-speed railway switch machines, a novel combined BiLSTM-MLCBA model
is introduced to realize the various fault diagnoses of a switch machine with text data
efficiently and accurately. This model can not only improve the fault diagnosis effi-
ciency of a switch machine but can also guarantee the safe and efficient operation of a
high-speed railway.

2. Literature Review
2.1. Fault Diagnosis of High-Speed Railway Switch Machines

Railway device fault diagnosis has developed into a systematic subject that is mainly
dependent on the support of practical demands and multi-disciplines [8]. Specifically,
switch machines have gradually shifted from relying on expert experience to text data.
Therefore, the fault diagnosis models of a high-speed rail switch machine can be classified
into three types, namely mathematics models, knowledge models, and data-driven models.

The main purpose of a mathematical model for fault diagnosis is to achieve quanti-
tative and qualitative analysis, as well as determine the location of faults. For example,
in ref [9], Dai established a hidden semi-Markov model with a dynamic particle swarm
algorithm that could predict the fault of a switch machine effectively. In ref [10], Eker
proposed a railway switch machine fault prediction method that could predict railway
turnout electromechanical system faults. In fact, a mathematical model cannot meet the
demands of high-speed rail switch machine fault diagnosis because it has randomness
and low probability. Additionally, a high-speed rail switch machine has a complicated
relationship with other devices in the working state, and expert experience and knowledge
cannot be neglected. In this context, an expert system of railway signal equipment fault
pattern recognition was established by Zhang [11]. Furthermore, an expert system for rail
turnout fault diagnosis was built by Bian [12], and the system applied a time dynamic
programming model to achieve precise recognition of rail turnout for three running states.
Although the rail switch machine fault diagnosis expert system based on knowledge is
efficient in the process of fault detection, it still has some subjectivity. Given the weakness
of the knowledge model, the data-driven model became popular for the promotion of the
automation level of rail transit. Currently, many scholars are applying working text data to
explore railway signal fault diagnosis for the popularity of various sensors. For instance,
Zhang [13] established the BP neural network model to recognize a switch machine’s fault
pattern with the electrical current data of an S700K switch machine. To make up for the
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defects of complicated fault diagnosis for the improved S700K-C switch machine, Lei [14]
combined WPT (Wavelet Packet Technology) and EMD (Empirical Mode Analysis) models
to study fault diagnosis. Based on the particle swarm optimization support vector machine
model, Liu [15] predicted the faults for an S700K switch machine. Moreover, Wu [16]
established a ZY]7 switch machine fault diagnosis model based on a neural network with
recording data. Considering the change law of the switch electric current curve, Zhang [17]
put forward an intelligent detection algorithm. In summary, the data-driven fault diagnosis
method can overcome the limitations of mathematics and knowledge models, and it needs a
certain amount of fault data for a rail switch machine. High-speed railway switch machine
equipment is composed of multiple modules, each with distinct failure mechanisms, and
the probabilities of failures vary across different modules, resulting in certain components
exhibiting a relative sparsity in their failure data. Therefore, the main goal of this study is
to achieve the small-probability fault diagnosis of a high-speed rail switch machine.

2.2. Fault Diagnosis of Rail Transit with Text Data

As mentioned above, analyzing a significant quantity of railway switch machine fault
data collected in textual format can provide a greater possibility of fault diagnosis with
improvement in the automation degree of rail transit. The main steps of fault diagnosis
with text data include feature extraction and rule classification, and each step can affect the
accuracy of fault diagnosis.

Term frequency—inverse document frequency (TF-IDF) is a representative method of
traditional text feature extraction that is generally used to extract the features of onboard
equipment faults [18,19]. Additionally, Li [20] and Zhou [21] used a vector space model
(VSM) to transform a safety log into vectors for subway safety risk system fault diagnosis.
Then, Zhao [22] and Zhong [23] applied a probabilistic subject model to extract the features
of fault text data for on-board equipment and turnout fault diagnosis. In the context of
widespread artificial intelligence (Al), bi-directional long short-term memory (BiLSTM)
networks are used for feature extraction [24]. The research results show that this can
overcome the disadvantages of TF-IDF, VSM, and subject models. The main reason for this is
that BILSTM can automatically extract semantic feature vectors in lower dimensions, as well
as avoid the correlation between words not being considered and a large amount of training
causing overfitting. After extracting text features, Zhu [25] used BiLSTM with Support
Vector Machine (SVM) to achieve a good classification result. In addition, Naive Bayesian
(NB) algorithms [26] combined with association rules [27] have been widely used in the rail
fault diagnosis domain. For example, Xie [28] used an NB classifier to achieve urban rail
ground device fault classification with a fault log. However, the integrated deep learning
methods proposed in the aforementioned studies fail to meet the accuracy requirements
for diagnosing rare failures. To mitigate the issue of misdiagnosis caused by the limited
number of rare samples, experts from various domains have employed diverse approaches.
In the agricultural domain, Ding [29] disregarded minor crops or uncommon diseases
and exclusively concentrated on prevalent crop diseases, aiming for precise diagnosis. In
the medical domain, Xie [30] incorporated samples with a substantial number of missing
values and a limited number of records into the category of abnormal data, employing
the approach of removing such samples directly to predict antibiotic resistance. These
studies effectively alleviate the issue of misdiagnosis stemming from limited samples
by disregarding and eliminating rare samples. However, railway equipment and train
safety are closely interconnected, and neglecting the infrequent failures of high-speed
railway switch and turnout machines could result in survivorship bias [31], posing a
threat to train safety and potentially causing severe accidents [4]. Consequently, Yang [5]
utilized the SMOTE sample synthesis method to create synthetic samples of rare failures.
Nonetheless, employing traditional SoftMax as a classifier renders it sensitive to imbalanced
samples and unsuited for capturing intricate feature relationships. Accordingly, meticulous
consideration should be given when selecting the fault text feature extraction model and
rule classifier.
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In view of the small-probability faults of a high-speed rail switch machine, this research
combines BiLSTM with MLCBA to realize the feature extraction and rule classification of
unstructured short Chinese text data, which can not only complete the fault diagnosis task
better but can also prevent accident occurrence for a high-speed railway.

3. Data Description

The ZY]7 switch machine is widely used in the Chinese high-speed railway network,
so its fault text data are recorded in unstructured short Chinese text records, which are
mainly composed of numbers, letters, special symbols, and professional vocabulary words.
Examples of the fault text data for the high-speed railway ZY]7 switch machine are shown
in Table 1. The main topics include fault descriptions and fault types.

Table 1. Examples of fault text data for high-speed railway ZYJ7 switch machine.

Description of ZY]J7 Switch
Machine Fault

On 24 August 2017, from xx to
xx, the poor sealing of the
1 purple copper gasket in the Fault of “air cylinder”
main host 121177# air cylinder
resulted in oil leakage.

On 6 July 2017, from xx to Xxx,

there was oil seepage at the
pressure sensor of the startup ~ Fault of “hydraulic cylinder

oil cylinder in “11992#”, assembly”
making it impossible to
disassemble.
On 18 December 2018, from xx
to xx, the roller inside the

3 switch machine of “173046#” Fault of “contact assembly”

failed to unlock, causing the
turnout to be unable to move.
On 17 June 2019, from xx to xx,
it was reported on-site that the

unlocking pressure of the

operating lever in “174602#”

was excessive, resulting in a
high unlocking curve.

No. Title 3

Fault of “operating lever”

Because the proportion of ZY]J7 switch machines is the highest in China’s high-speed
railway network, the ZY]J7 switch machine is taken as the research object in this paper.
According to the recording data of a railway bureau from 2017 to 2019, there are 12 main
fault types for a ZY]J7 switch machine. As described in Table 2, the distribution of high-
speed railway ZY]J7 switch machine fault types is uneven. Among the high-speed railway
ZY]7 switch machine fault types, “the assembly of the motor oil pump”, “the assembly
of the contacts”, and “the assembly of the hydraulic cylinder” are the most common fault
types, while “bottom case”, “the rod indicating the locking status”, and “circuit breaker’
are the less common fault types. Additionally, the ratio of maximum and minimum fault
types is as high as 28:1, so the unevenly distributed fault data make diagnosis difficult,

especially of the small-probability faults.

7
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Table 2. Statistical analysis of faults observed in the ZY]7 switch machine used in high-speed railways.

. Number of Fault Fault Occurrence
Title Fault Type Cases Rate (%)
c1 The assembly of the 1366 4037

motor oil pump
The assembly of the
2 hydraulic cylinder 28 8.12
3 The assembly of the 545 24.09
contacts
ca The ]omf of the oil 136 3.67
pipe

C5 Bottom case 48 0.98

Ce Air cylinder 89 2.23

Cc7 Operating lever 122 2.98

cs The rod }ndlcatlng the 56 1.02

locking status
9 Defects in the railway 173 381
track

C10 Relay 136 3.51
1 Circuit breaker 58 1.14
C12 Cable circuit 247 8.08

4. Method Description

With the goal of improving the diagnosis accuracy of ZY]7 switch machine faults, a
deep learning integration method combining BiLSTM with MLCBA is introduced in this
research. Therefore, data processing, feature extraction, and rule classification are the three
essential steps discussed in this section.

As a whole, the specific process of the fault diagnosis of a ZY]7 switch machine based
on the BILSTM-MLCBA is designed as shown in Figure 2. The process mainly includes
three parts: fault text data processing for the ZY]7 switch machine, text feature extraction
based on the BILSTM networks, and fault diagnosis with the MLCBA classifier.

—
— jl ( \
Fault Text Data |L ) @
OO
N (@@ @)
S J—
o IL | Most types
Jieba [ Word of fault
- @O¢ DL’ Embedding MLCBA | [B oo
Chinese Word | |
o . S (Word2vec)
¢ % Segmentation |("( DI s
= — s
. @@ @ :
Professional field | Original | Small
vocabulary | vocabulary | probability
f Fault es of fault
oAt o Text feature Feedforward \_ypes of fault J
extraction g neural network Y,
r—-——-——-——— e R e |
| | | Character | | |
Word sequence ,—1 encoding —> BiLSTM network layer —>| MLCBA Classifier |
| layer | |
__________ - e ] l_________]

Figure 2. Fault diagnosis model for a high-speed railway with a ZY]J7 switch machine combining
BiLSTM with MLCBA.

4.1. Data Processing

Because the ZY]7 switch machine fault text data are recorded in unstructured short
Chinese vocabulary, the Jieba word segmentation tool is selected to establish a professional
field thesaurus to store the words, as shown in Table 3. Then, the redundant words are
eliminated, such as time and place of faults, and the original high-speed railway switch
machine fault vocabulary is eventually obtained.
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Table 3. Professional field vocabulary of switch machine.

Professional Field Vocabulary of Switch Number of Term

Machine

Normal position of switch 234
Reverse position of switch 128
Switch blocked 341
Electro-hydraulic switch machine 230
Electro-pneumatic switch machine 412
Switch restored 145

Switch connecting rod 189
Switch point closure 367
Switch closure adjustment 120
Loss of indication of a switch 156
Switch locking 78

After the original high-speed railway switch machine fault vocabulary is completed,
it is necessary to transform the words of the fault text data into distributed word vectors,
also referred to as Word2vec. Then, the Continuous Bag of Words (CBOW) model with the
hierarchical SoftMax classifier is applied to construct the language model and retain the
semantic features of fault text data as much as possible. The output layer of the CBOW
model is a Huffman tree, the words in the corpus are taken as leaf nodes, and the number
of each word is taken as the weight. The optimization function of the CBOW model can be
expressed as follows:

L= Zweclog p(w|Context(w)) (1)

where C is the corpus, p is the probability function, w is the current word, and Context(w)
is the context of the current word w. With a series of Word2vec processing with the CBOW
model, the fixed-length vectors containing the contextual semantic information of words
can be obtained, and the semantic features of the fault text data can be preserved as much
as possible.

4.2. Feature Extraction

The reason for the choice of BILSTM for feature extraction is that it consists of two
LSTM layers. In this double-layer structure, the fault text data can be transmitted from the
input layer to the output layer and then to feedback. Therefore, the fault text data can be
trained repeatedly between these two LSTM models, which can obviously make up for the
disadvantage of the insufficient data of a small-probability fault for a high-speed railway
switch. Figure 3 shows the BILSTM network structure diagram. Each layer of the BILSTM
is simultaneously an input layer and an output layer.

In the BiLSTM model, the fault text data for a ZY]7 switch machine can be used fully,
and the features of the fault text data can be extracted. The steps are as follows.

(1) The word vectors obtained with fault data processing are input to the embedding
layer. The length of a statement in the input fault text data is supposed to be m.
x; represents the word vector of the it word, X; € R, where n is the word vector
dimension and R is the set of word vectors. Hence, all the statements can be expressed
as follows:

Xy = X1 B2 - - - & xpy (Where “ & ” is connection operation) ()

(2) BiLSTM is composed of two LSTM neural networks. Figure 4 shows the basic structure
of the LSTM neural network model. The forget gate, input gate, output gate, and cell
state are the components of the LSTM, and they are given by Equations (3)—(7).
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Figure 3. Network structure of BILSTM model.
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Figure 4. Structure of LSTM neural network model.
Forget gate:
ft = oc(Wg - [h4—1, xt] + by) (3)
Input gate:
ir = o(W; - [hy—1,x¢] + b;) 4)
Cell state: N
Ct = tanh(Wc - [hy—1, x¢] +b)Ct %)
Output gate:
or = 0(Wo - [l4—1,xt] +b) (6)
h; = o - tanh(Cy) 7)

where x; and h; are the input vector and the value of the hidden layer state at time f,
respectively. W and b represent the weight coefficient matrix and offset term, respectively.
o is the activation function of the sigmoid, and tanh(C;) is the activation function of the
hyperbolic tangent. C; represents the state of the LSTM cell.
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In LSTM, these three gates can not only control the proportion of forgotten information
but can also determine the step size of the transmission. In addition, they can also be helpful
for learning the long-distance dependence of sentences and solving the relationship of
word orders so that the deep semantic expression of text data can be captured.

(3) The overall feature vectors of the text data can be obtained with the forward and
backward bi-directional processing between the two-way LSTM layers. Additionally,
the fault text features can be generated through aggregation and used as input for
the classifier.

(4) The classification result can be converted into a probability value between 0 and
1 by the SoftMax classifier, and the fault type values can be finally output as the
classification results.

4.3. Rule Classification

The critical step of rule classification after feature extraction is to use multiple learning
classification based on associations (MLCBA) to replace the SoftMax classifier. MLCBA is
integrated to extract more high-quality rules, and the concept of the association degree [32]
is introduced to improve the classification accuracy of unbalanced fault data, which can
achieve full coverage of all fault types. Initially, Ji, H.P. [33] proposed the association rule
classification algorithm CBA and applied association rules to achieve data classification
in 2016. However, the CBA algorithm never considered the imbalance of all types of data
samples, which led to some rules being ignored and all the training examples not being
able to be covered. Given the characteristics of ZY]7 switch machine fault data, the MLCBA
algorithm was further designed to achieve more high-quality rules. The basic definition
and the specific classification process of the MLCBA algorithm are introduced in the
following sections.

4.3.1. Basic Definition of Correlation Rule Classification

According to the literature, correlation rule classification originates from class associa-
tion rules (CARs), and all CARs are generally mined with the Apriori algorithm [34,35].
In CARs, B is restricted to a type attribute in a classification task, and A is a set of
several feature attributes. For transaction set I, where the CAR can be expressed as
A= B(Ae€l,Bel,ANB =), Aand B are, respectively, the premise and consequence.
In detail, several important indicators of correlation rule classification are as follows:

(1) The support expression is as follows:

Count(A
Support(A) = |I() ®)
(2) The confidence expression is as follows:
Confident(A = B) = M ©)
Support(A)

where Con fident(A = B) indicates the frequency of category B occurring in the number
of transactions that contain item set A. In addition to the above, it is necessary to consider
frequent item sets. In common usage, the support threshold is set by the users. If the
support degree of item set A is not less than the support threshold, item set A can be called
a frequent item set.

(8) Furthermore, the degree of lift is expressed as follows:

. B Support(A = B)
Lift(A = B) = Support(A) - Support(B) 10)
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In Equation (10), if the lift is bigger than 1, A is positively associated with type B.
Otherwise, A is negatively associated with type B, and the negative association rules should
be removed. The promotion degree is bigger, and the influence of A on category B is greater.

(4) CL sup(A = B) is the class support between sets A and B, which is expressed as
shown in Equation (11). Additionally, the class support of the association rule A = B
may be higher when there is a small amount of data in a certain type B.

Support(A U B)

CLsup(A = B) = Support(B)

(11)

For class frequent item sets, it is defined that if the class support degree of item set A
in type B is not less than the class support threshold of type B, then item set A is called the
class frequent item set of type B.

(5) The complement class support is expressed as follows:

_ Support(A U B)

CCS(A=B =
( ) Support(B)

(12)

where B is the current category and B is a complement to B. CCS represents the strength of
the rules in the complementary classes. If the CCS value of the rule is smaller, the quality of
the rule is better.

(6) The expression of the Laplace rule strength is as follows:

Count(AUB) +1
Count(A) 4+ C

where B is the current data category and C is the number of all types in the transaction set.
If the intensity of the Laplace rules is higher, then the quality of the rules is higher.

Laplace(A = B) = (13)

(7) In correlation rule classification, the corresponding concept of the correlation degree
is put forward for the unbalanced data, and it is expressed as follows:

CD(A = B) = Confident(A = B) — CCS(A = B) (14)

where confidence and complementary support need to be considered comprehensively.
Additionally, if the confidence of the rules is higher, the support of complementary classes
is lower, while the quality of the rules is higher. Because the correlation degree considers
various evaluation indexes simultaneously, it can better generate high-quality rules and
make small-class rules have higher quality. Based on this, the correlation degree can
be more suitable for the fault classification of small-probability data for the ZY]7 switch
machine of a high-speed railway:.

(8)  The rule strength is expressed as follows:

Lift(A = B)(CCS(A = B) +1)
MAX(CCS(A = B),t)

where t is set to a small value to prevent the complementary support degree from being
zero and the denominator from making no sense. Because the strength of the RS rules
roundly considers the Laplace strength, complement class support, and lift degree, the
strength of the RS rules can consider the correlation between item sets and categories
of rules. Additionally, it can also make high-quality subclass rules process a higher rule
strength compared with the single confidence and promotion degree.

RS(A = B) = Laplace(A = B) (15)

4.3.2. Fault Classification Process of High-Speed Railway Switch Machines

This subsection describes how more high-quality rules and correlation degrees can
be generated through multiple learning with a training set with the proposed MLCBA
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algorithm. Hence, the feature extraction of small-probability faults can be carried out
several times to obtain more complete rules, and the specific steps are as follows.

(1)  First, the number of multiple learning times and the extraction ratio of each learning
instance are set, and the thresholds of the support and correlation degrees are set
simultaneously.

(2) Second, the frequent item sets of the new training sets are mined by the support thresh-
old, and the new training sets are randomly selected from the original
training sets.

(3) Next, the correlation degree of the frequent item sets mined from each new training set
to each type is calculated, and the appropriate rules with the threshold of correlation
degree are explored.

(4) Then, all the rules learned each time are merged, the repeated rules are eliminated,
and the rules are pruned at the same time.

(5) Finally, the training examples that cannot be judged in the training set are learned
again, and the new rules are extracted and added to the rule set. Therefore, the full
rule of the training example can be covered completely, and all rules can be sorted by
the strength of the RS rule.

As mentioned above, in the process of fault diagnosis of a high-speed railway ZY]7
switch machine, the text data for the ZY]J7 switch machine fault are first segmented. Then,
the original fault thesaurus is generated, and the vectorization of the original fault thesaurus
is achieved using Word2vec. Afterward, the bi-directional semantic fault feature extraction
is achieved with BiLSTM, which can obtain the feature matrix of the fault. Finally, the fault
diagnosis layer sends the fault feature matrix to MLCBA instead of the SoftMax classifier.
Fault classification and identification for the high-speed railway ZY]7 switch machine can
be implemented effectively by following the above steps, especially for the diagnosis of
small-probability high-speed railway switch machine faults.

5. Empirical Results and Discussion
5.1. Empirical Results
5.1.1. Environment and Configuration Parameters for Simulation

In this research, 3229 high-speed railways with ZY]J7 switch machine fault text data
in China were chosen to verify the reliability and validity of the proposed model. The
detailed parameters of the environment and configuration for the simulation are presented
in Table 4. The parameters include the configuration parameters of the hardware and
software, the programming language, and the fault text data processing tools.

Table 4. Experimental environment and configuration.

Experimental Environment Environment Configuration

Operating system Linux (manufacturer: IBM, Armonk, NY, USA)
Intel (R) Core (TM) (manufacturer: Intel, Santa

cru Clara, CA, USA)
GPU NVIDIA GeForce RTX3090Ti (manufacturer:
NVIDIA Corporation, Santa Clara, CA, USA)
CUDA Version No.: 11.2.162
Memory 64 GB
Programming language Python 3.7
Word segmentation tool Jieba
Word Vector Training Toolkit Gensim (Version No. 4.1.0)
Deep learning framework TensorFlow-GPU (Version No. 1.14.0)
C10 136
c11 58

C12 247
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ault text dataset :
railway signaling|
equipment H

5.1.2. Evaluation Indicators of the BILSTM-MLCBA Fault Diagnosis Model

Once the specific steps of the BILSTM-MLCBA fault diagnosis model have been de-
cided, Precision, Recall, and F1 are selected as evaluation indicators. Then, the
3229 high-speed railways with the ZY]7 switch machine fault text data are divided into
training and testing samples in the ratio of 7:3. Moreover, the model training adopts the
five-fold cross-validation method [36]. The concrete parameter matrix of the evaluation
indicators for the BILSTM-MLCBA fault diagnosis model is shown in Table 5.

Table 5. Parameters of evaluation indicators of BILSTM-MLCBA fault diagnosis model.

Positive Example of Negative Example of
Data Category Projection Projection
Positive example of reality TP FN
Negative example of reality FpP N

For the three evaluation indicators, Precision is usually used to test the accuracy of
a model and Recall is commonly used to check the integrity of a model. These can be

calculated as follows:
Precision = TP/(TP + FP)

Recall = TP/ (TP + FN)

In addition, F1 is the total mean of Precision and Recall, which can be calculated
as follows:

(16)

2 X Precision x Recall

Precision + Recall (17)

F1

5.1.3. Fault Text Data Preprocessing for a High-Speed Railway with a ZY]7
Switch Machine

As described in Section 4.1, fault text data preprocessing for a high-speed railway with
a ZY]7 switch machine can also be executed as shown in Figure 5.

Professional field vocabulary ) SE—

Switch machine Closure detector Text
Normal no indication Difficult to
release Poor contact Red light
band of track circuit
Signal Trainborne Power supply I,—:::::::::AA

Segmentation

panel Control Cab signaling : 17 \I
1!
Word :: | Original feature :
General vocabulary ML I\'\: words set !
N e __ ’
General o
D Organization
Description Removing
deactivated words
Discontinued o« o
words \ J

Figure 5. Fault text data preprocessing for a high-speed railway with a ZY]7 switch machine.

First, the feature word set of the fault text data information can be obtained by con-
structing the professional field vocabulary based on general vocabulary. Because the
professional field vocabulary can accurately segment fault feature words so that they
contain the critical fault type information, the word item should be created in the word
segmentation processing. Second, the precise pattern of the Jieba library is applied to
accomplish the automatic word segmentation in this experiment, which can not only seg-
ment the words in sentences more accurately but can also preserve the most features of the
text data.
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Accuracy

5.1.4. Analysis of Different Hyper-Parameters in the BILSTM Model

For testing the performance of the BiLSTM of the combination model, it is necessary
to determine the related optimal hyper-parameters, especially those of the BILSTM model.
The different hyper-parameters have different impacts on the model’s performance, and
the dropout value is a critical means to enhance the generalization ability of the model as
well as improve the over-fitting problem and efficiency of the training mode. Since the
length of the fault text of the ZY]7 switch machine is short, the window length of the CBOW
model is set to five, and the word vector dimension is set to 150. Figure 6 demonstrates the
fluctuation of evaluation metrics with varying dropout values. Specifically, the Precision,
Recall, and F1 score exhibit changes as the dropout values vary. Selecting an appropriate
dropout value not only mitigates the issue of overfitting but also improves the training
efficiency of the model. Figure 6 clearly shows that the model achieves its best performance
when the dropout value is set to 0.5.

0.96

—s— Precision

- - ®-- Recall

0.95

0.94 +

Score

0.93

0.92

0.91

0.90 T T T T T T T
0.0 0.1 0.2 0.3 0.4 0.5 0.6
Dropout

Figure 6. Scores of the three evaluation indicators with different dropout values.

As shown in Figure 7, 50 is selected as the final epoch in this research because the
values of the accuracy and the loss function tend to be stable when the epoch reaches 40-50,
which indicates that the model has been fully trained and that it has achieved good results.

3.0
Training set
25 Validation set
2.0+
%
8 1.5 1
1.0
0.2 Training set 0.5
Validation set '
0.0 T T T T T T T T T 1 0.0 T T T T T T T T T 1
0 5 10 15 20 25 30 35 40 45 5 0O 5 10 15 20 25 30 35 40 45 5
epoch epoch
(a) Accuracy of model training (b) Loss of model training

Figure 7. Model training process.
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In summary, the optimal hyper-parameters of the BILSTM model can be configured so
that the epoch is 50, the number of LSTM hidden layer nodes is 256, the LSTM layer is 1,
the batch size is 20, the dropout value is 0.5, and the learning rate is 0.001.

5.1.5. Study of the Threshold of Correlation Degree for the MLCBA Algorithm

After the BILSTM model is configured, the threshold of the correlation degree for the
MLCBA algorithm should be studied to improve the classification accuracy of the fault
text data. Because the number of optimal learning times is determined to be three, the
extraction ratios of the training data are set to 75%, 85%, and 100%. Since the correlation
threshold ranges from 0.2 to 0.8, the optimal threshold can be obtained through comparison,
as shown in Figure 8. The results show that the accuracy of the MLCBA algorithm can reach
approximately 94% when the threshold ranges from 0.45 to 0.6. Therefore, the threshold of
the correlation degree for the MLCBA algorithm is set to 0.5 in this research.

e
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0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55 0.6 0.65 0.7 0.75 0.8

Correlation degree thresholds
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Figure 8. Different correlation thresholds with different classification accuracies.

5.2. Results and Discussions
5.2.1. Study of the Threshold of Correlation Degree for the MLCBA Algorithm

Figure 9a,b show the various fault diagnosis result confusion matrixes for BILSTM-
CBA and BiLSTM-MLCBA. In the figures, the x and y coordinates represent C1-C12 fault
types for a ZYJ7 switch machine of a high-speed railway. Additionally, the optimal support
threshold and the confidence threshold of the BILSTM-CBA model are set as 0.1 and 0.5,
respectively, according to the requirements of the experiment.

From the diagnosis results, the small-probability fault “The joint of the oil pipe” (C4)
is more easily diagnosed than the large-probability fault “The assembly of the motor oil
pump” (C1). The main reason for this is that some fault text data features of “The joint of
the oil pipe” are mixed with some relevant fault text data features of “The assembly of the
motor oil pump”, and the fault “The joint of the oil pipe” is described as “Oil leakage at
external tubing joint”. The obvious issue is that BILSTM-MLCBA has a higher diagnosis
rate for the switch machine of a high-speed railway than BILSTM-CBA, especially in the
small-probability fault data sample. The discriminant analysis results are as follows.
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Figure 9. (a) Confusion matrix of BILSTM-CBA model. (b) Confusion matrix of BILSTM-MLCBA
model.

The MLCBA algorithm adopts a new strategy in pruning. The correlation degree of
Aj = B isless than thatof A; = B.If A; = B, Aj = B,and Aj C A;, then Aj = B needs
to be pruned. For instance, the correlation degree of {“screw loosening, Seeping of 0il”} =
{C2 Fault of “hydraulic cylinder assembly”} is greater than the two rules of {“Seeping of
0il”} = {C2 Fault of “hydraulic cylinder assembly”} and {“screw loosening”} = {C2 Fault
of “hydraulic cylinder assembly”}. According to the above principles, the latter two rules
are pruned to reduce the low-quality rules and improve the diagnosis effect.

However, the MLCBA algorithm can avoid generating rules with high confidence,
but there is a negative correlation between attributes and categories. For instance, if the
traditional CBA algorithm is adopted, the confidence of {“Leakage of 0il”} = {C1 Fault
of “The assembly of the motor oil pump”} is high, and the relevant fault data are directly
classified into the category of a motor oil pump unit fault. The C1 faults of the motor oil
pump unit account for more than 40% of the total, which is the large-probability fault in
the unbalanced training dataset. Because the attribute of “Leakage of 0il” is negatively
correlated with C1, most training examples of C2, C4, and C6 have the common attribute
of “Leakage of oil”.

Figure 10 shows that the Recall of BILSTM-MLCBA is improved by 4.08% compared
with that of BILSTM-CBA, and the diagnosis efficiency of BILSTM-MLCBA is obviously
improved because MLCBA can avoid generating poor-quality rules and misclassifying
unknown data examples.

0.95
0.94 |
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0.90 F
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I BiL.STM-MLCBA
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Figure 10. Comparison between BiLSTM-CBA and BiLSTM-MLCBA models.
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5.2.2. Comparative Analysis of BILSTM-CBA and Other Models

In this section, the BILSTM-CBA model is compared with the TF-IDF algorithm [7],
SVM model [10], PLSA topic model [23], and LSTM algorithm [36] to verify performance.
The comparison results are shown in Figure 11.

Figure 11. Test results of different text representation models.

Figure 11 shows that the feature extraction based on BiLSTM has better results for
the three evaluation indicators than that based on LSTM. In addition, the accuracy of the
MLCBA classifier is higher than that of the common SoftMax classifier, especially when the
number of training samples is less than 1000, as shown in Figure 12.
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Figure 12. Comparison of classification results of MLCBA and SoftMax.

Furthermore, BiLSTM has other text classifiers, which are NB [37], KNN [38], and
C4.5 [39]. These classifiers are used for comparison with the BILSTM-MLCBA model. The
comparative results are shown in Table 6.
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Table 6. Comparative results of the four combined models.

Models Precision Recall F1 Processing
Speed/s
BiLSTM-
MLCBA 0.9404 0.9478 0.9441 1.12
BiLSTM-NB 0.9235 0.8911 0.9070 0.98
BiLSTM-KNN 0.8989 0.8466 0.8719 1.38
BiLSTM-C4.5 0.8543 0.8481 0.8512 1.47

Compared with the BILSTM-NB model, the Precision, Recall, and F1 of the BILSTM-
MLCBA model are increased by 1.69%, 5.67%, and 3.71%, respectively. The main reasons
for this are that the NB algorithm needs to set prior probabilities in the classification process,
and the prior probabilities depend on the assumptions. Hence, the BILSTM-NB model
with pre-assumptions can lead to a poor diagnosis rate. Next, the Recall of the BiLSTM-
KNN model is the lowest among the four models. Therefore, its classification effect on
unbalanced data is not obvious, and it needs to be recalculated with the training dataset
and test data in each classification. Therefore, the efficiency of the BILSTM-KNN model
is too low, and the accuracy of classification is not high. As an algorithm for generating a
decision tree, the C4.5 classifier does not consider the correlation between attributes, and
the accuracy is low. Therefore, the C4.5 classifier is not suitable for the fault classifica-
tion of a high-speed railway with ZY]J7 switch machine fault text data because the faults
are interrelated.

For the above reasons, the proposed BiLSTM-MLCBA model is obviously superior
to the other four models. The correlation algorithm of the association rules can perform
better because the faults of a high-speed railway switch machine are caused by various
fault modes. In consequence, the BILSTM-MLCBA combined model can extract high-
quality rules by learning with the training dataset multiple times and further applying
the correlation degree to improve the quality of the rules. At the same time, despite the
relative complexity of the proposed BILSTM-MLCBA model structure, its processing speed
is only slightly slower (0.14 s) than the fastest BILSTM-NB. For the task of diagnosing faults
in high-speed railway switches, it is already able to meet the requirements of high-speed
processing. In this way, the BILSTM-MLCBA combined model can not only improve the
ability to diagnose a small-probability fault but can also guarantee the safe operation of a
high-speed railway.

6. Conclusions

To improve the diagnosis accuracy of a small-probability fault for a high-speed railway
switch machine, a combined BiLSTM and MLCBA model is proposed to deal with the
uneven distribution of fault data for a high-speed railway ZY]7 switch machine. The
structured text data can be achieved with the feature extraction of fault text data with the
BiLSTM model, which can use the two-layer LSTM model for feature extraction and to
make preparations for fault feature classification. To obtain more high-quality association
rules, the MLCBA algorithm is applied to deal with the small-probability fault data many
times so that the rules of full fault types can be covered. Through the experiment of the
discriminant analysis of the small-probability fault data and comparative analysis of the
BiLSTM-CBA model and other models, the results show that the proposed high-speed
railway switch machine fault diagnosis method based on BiLSTM and MLCBA is superior
to other models, especially in terms of the evaluation indicators, Precision, Recall, and F1.
In consequence, the high-speed railway switch machine fault diagnosis of the combined
BiLSTM and MLCBA model can not only effectively improve the diagnosis accuracy of
high-speed railway switch machine faults but can also ensure the safe and timely operation
of a high-speed railway.
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