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#### Abstract

The paper presents the singularity analysis and the geometric optimization of a 6-DOF (Degrees of Freedom) parallel robot for SILS (Single-Incision Laparoscopic Surgery). Based on a defined set of input/output constraint equations, the singularities of the parallel robotic system are determined and geometrically interpreted. Then, the geometric parameters (e.g., the lengths of the mechanism links) for the 6-DOF parallel robot for SILS are optimized such that the robotic system complies with an operational workspace defined in correlation with the SILS task. A numerical analysis of the singularities showed that the operational workspace is singularity free. Furthermore, numerical simulations validate the parallel robot for the next developing stages (e.g., designing and prototyping stages).
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## 1. Introduction

Single-incision laparoscopic surgery (SILS) is a type of minimally invasive surgery (MIS) where the surgeon uses a special multi-lumen trocar (a trocar with multiple insertion points) inserted through a single incision in the patient body for all instruments required for surgery. SILS was described in the gynecological literature as early as 1969, when Wheesess reported the first 4.000 cases of tubal ligation [1]. As the literature suggests, the main advantages of SILS are: (i) the short recovery time for the patient, (ii) lesser degree of pain (when compared to classical MIS), (iii) and better cosmetics (since it uses a single access port) [2]. However, the challenges of SILS (performed manually) are caused by its poor ergonomics [3]. As history shows, robotic systems for surgery were developed to circumvent various limitations of the classical, human-performed interventions. MIS is one example in which robots had a significant impact [4,5]. Multiple approaches have been proposed and developed for robotic systems for MIS, namely: multi-arm robotic systems [4], flexible robotic systems [4], laparoscope holders [6], etc. The analysis of the intraoperative data from robotic surgery has enabled the addition of new technologies, one of them referring to automated gesture recognition, which assists the surgeon during delicate procedures such as suturing. For this task, multiple intelligent algorithms were developed using supervised, unsupervised, or semi-supervised learning paradigms [7]. This is an important step toward autonomous robotic-assisted surgery, where the robot uses a confidence-based shared control strategy to perform certain tasks under supervision but without the involvement of the human operator [8]. The advancements in computer science, which are now providing more reliable intelligent algorithms and the increased availability of large quantities of information (big data)-pre-operative digital information,
instruments motion for repetitive tasks, recorded surgeries, patient evolution in the short and long term-are indicators and supporters of the next generation of devices, intelligent surgical robots [9].

The year 2018 marks the starting point for surgical robots dedicated to SILS due to the first use of the robotic da Vinci SP system in SILS surgery [4,10,11]. The da Vinci SP robot received FDA approval in 2018, becoming a benchmark in SILS robotic surgery, with a serial architecture capable of manipulating and orienting active instruments and the laparoscopic camera by using a single port through which these instruments are inserted. The system has an articulated laparoscopic camera and instruments, thus offering much better visibility and dexterity in the operating field compared to classical instruments [12]. The drawbacks are the limited forces (for tissue manipulation) due to the multiple bends of the instruments. Another robot dedicated to SILS surgery that has received FDA approval is the Senhance robot, which in contrast to da Vinci SP is a multi-arm system with three independent serial manipulators capable of orienting and manipulating surgical instruments [13]. Furthermore, there are various robotic systems for SILS which have not yet received FDA approval, such as SORT, SPIDER, MASTER, Virtual Incision, and so on [4].

Since a robotic system for SILS must comply with complex design specifications (e.g., footprint in the operating room, occupied volume, quick removal in case of an emergency), various optimizations are achieved in the early design stages. In a general interpretation, optimization aims to find the best solution for a given problem based on the imposed restrictions. In robotics, the optimization process often faces conflicting criteria such as speed versus energy efficiency, accuracy versus stability, or geometric dimensions versus working volume. When dealing with multi-objective optimization problems, the results are often given as a set of Pareto optimal solutions which must be further interpreted. In [14], the authors present an optimal dimensional synthesis of a parallel mechanism using two objective functions: finding the smallest dimensions for the geometric links of the robot for a given workspace, and the second aims to ensure the best overall dexterity within this workspace. As the two functions have conflicting criteria, it was shown that favoring the first function can lead to a robot with low dexterity while the second leads to a bulky robot. A numerical optimization methodology is presented in [15] to achieve an optimal design synthesis for a planar parallel manipulator for a prescribed dexterous workspace, using the condition number (an index that describes the dexterity of a robot). Merlet emphasizes in [16] the importance of the proper use of the condition number and global conditioning index (GCI) in the optimal design of a robot, illustrating their limitations (namely, when they are applied to robots that have both translation and orientation motions). GCI was first introduced by Gosselin and Angeles in [17], and it was one of the first approaches to describe the global performance of a manipulator, also demonstrating that in some cases, GCI can provide conflicting results in workspace optimization problems. In [18], the authors successfully applied the GCI and condition number to a 2-DOF parallel mechanism enabling them to obtain a generalized characterization of the manipulator with respect to its operational workspace. In [19], the authors used the condition number to optimize Orthoglide, a 3-DOF parallel robot with only translational motions used in milling applications. The dimensional synthesis of the 3DOF Delta parallel robot for a prescribed workspace is presented in [20], where the authors define several optimization objectives solved using the Lagrange multipliers method, demonstrating that existing industrial robots could have almost half their size for the same given workspace. Furthermore, for a Delta-like parallel robot, in [21], the authors achieved an optimum design using multi-objective optimization algorithms, i.e., Pareto-optimization. A methodology to achieve an optimal design for a 6-DOF parallel manipulator having as objective its accuracy is presented in [22], where the authors are using the distribution of the condition number to determine the best solutions. The Stewart-Gough platform was analyzed in detail in [23], where the authors used a multi-objective optimization algorithm (NSGA-II) to obtain the optimal geometric parameters and leg stroke lengths, demonstrating that this approach is more efficient than the classical numerical methods.

The workspace maximization of the Delta robot using a geometrical technique implemented in CATIA is shown in [24], where the use of the Simulated Annealing Algorithm provided promising results. The process of optimization is also found in the scientific literature concerning the development of medical robots. In [25], the authors optimized a 3-DOF serial robot considering the robot workspace and the surgical instrument insertion points. Other authors [26] used optimization processes for the static balancing of a surgical robot.

A novel approach for robotic-assisted SILS was proposed in [27], which is based on hybrid robotic systems with three major components: (1) a 6-DOF parallel robot that simultaneously guides (2) two interconnected orientation platforms (mounted on the mobile platform of the 6-DOF parallel robot) together with a laparoscopic camera, and (3) two active surgical instruments (mounted in the orientation platforms) to perform the SILS task. The kinematics of the surgical instruments was studied in [28], and in [29], the input-output equations for the orientation platform were provided. Furthermore, a recent work [27] achieved the kinematic modelling of the 6-DOF parallel robot.

The present paper illustrates the results regarding the further development of the SILS robotic system, namely: (i) a singularity analysis for the 6-DOF parallel robot presented in [27] (correlated with the operational workspace of the robot) and (ii) a geometric optimization of the 6-DOF parallel robot, to reduce its operating room footprint while maintaining the capabilities of performing the SILS task in a defined operational workspace. The singularity analysis was achieved using the vanishing conditions of the Jacobian matrices A and B. The input singularities are straightforward to interpret for the 6-DOF parallel robot, and for the output singularities, a geometric interpretation was achieved based on the characteristic tetrahedron [30]. For the geometric optimization, the Multi-Objective Genetic Algorithm implemented in Matlab gamultiobj function [31] is used to minimize the dimensions of the robot for a defined operational workspace. The GCI index is used in the optimization process only as guidance and not as a decision parameter due to its drawbacks when used on robots that have both translation and orientation motions [16,17].

The paper is structured as follows: Section 2 defines the parallel robotic system with all its modules and presents the inverse geometric model for the 6-DOF parallel robot. Section 3 defines the robotic system's operational workspace to create a clear description of the robotic system task. Section 4 presents a singularity analysis for the general 6-DOF parallel robot. Section 5 presents the proposed optimization algorithm for the 6-DOF parallel robot and the general optimization criteria. Section 6 presents the optimized version of the 6-DOF parallel robot, showing that the operational workspace is singularity free. Furthermore, numerical simulations are provided to validate the optimized robotic system. The conclusions are presented in Section 7.

## 2. An Innovative Parallel Robotic System for SILS

SILS requires the simultaneous independent manipulation of two surgical instruments while the operating field is viewed through a laparoscopic camera. The position of the laparoscope is not fixed, and it can change depending on the target tissue location. Furthermore, both the surgical instruments and the laparoscope must be manipulated with respect to Remote Center of Motion (RCM) points, i.e., the insertion points of the instrument within the trocar. Lastly, the position of the insertion points (or the trocar) on the patient's abdomen may vary based on various medical factors (e.g., the position of the resected tissue, areas that must be avoided, etc.) [3].

To comply with the required design parameters, an innovative parallel robotic system for SILS was proposed with the following components:

1. One 6-DOF parallel robot (patent pending [32])—guides a triangular mobile platform (Figure 1a) that contains a 1-DOF insertion mechanism for the laparoscopic camera;
2. Two 3-DOF orientation platforms (described in [29])—both mounted on the mobile platform (Figure 1b) on the sides of the laparoscopic camera insertion mechanism. The orientation platform can orient the surgical instruments using RCM with 2-DOF. The third DOF is for the linear insertion/retraction of the surgical instrument;
3. Two surgical instruments (described in [28])—each mounted in one orientation platform. Each surgical instrument has a serial architecture with 4-DOF: 1-DOF for the rotation about its longitudinal axis (the third rotation for the surgical instrument), 1DOF for the (articulated) bending, and 2-DOF for the gripper (each jaw of the gripper is actuated separately enabling grabbing and gripper turning) (Figure 1c).


Figure 1. The initial modules for the SILS robotic system: (a) the 6-DOF parallel robot; (b) mobile platform containing the laparoscope and two orientation platforms; (c) surgical instrument.

With respect to a defined robotic-assisted medical protocol [3], the proposed robotic system must comply with the following stepwise procedure:

1. A preplanning procedure is performed to establish the adequate therapeutic conduit, also with respect to the robotic-assisted medical task. Among other medical parameters (patient history, etc.), the patient position is established, insertion points for the instruments are defined, and the relative position of the robot with respect to the insertion points is defined to ensure the required ranges of motions for the surgical instruments;
2. The 6-DOF parallel robot positions the mobile platform at the trocar (insertion points) and inserts the laparoscope and the surgical instruments on a linear trajectory. Due to the mechanically constrained RCM position (near the mobile platform), the 6-DOF parallel robot guides the mobile platform in close proximity to the patient;
3. The combined motion of the 3-DOF orientation platforms and the 4-DOF surgical instruments allows the surgeon to perform the task from the control console;
4. The laparoscope position can be adjusted by reorienting the mobile platform. Consequently, the laparoscope RCM must be maintained through the robot control, and simultaneously, the instrument position must be corrected by the 3-DOF orientation platforms (e.g., to maintain the instrument gripper-tissue relative position while changing the laparoscope position).
The kinematic scheme of the 6-DOF parallel robot is presented in Figure 2. Although the mechanism topology is the same as in [27], in this work, the kinematic chains are not considered identical (removing this design constraint may improve the final solution for the robot architecture). In [27], the links $l_{2}, l_{3}$, and $l_{4}$ had the same values.


Figure 2. Kinematic scheme of the 6-DOF parallel robot for SILS.
The 6-DOF parallel robot mechanism topology is as follows [27]:

- The parallel robot consists of three (R-PRR-PRS) kinematic chains actuated by the prismatic joints pairs $q_{1}$ and $q_{2}$ for the first kinematic chain, $q_{3}$ and $q_{4}$ for the second kinematic chain, and $q_{5}$ and $q_{6}$ for the third kinematic chain. Furthermore, each kinematic chain has a free rotation motion around the actuation axis of the prismatic joints ( $R_{f 1}, R_{f 2}$, and $R_{f 3}$, respectively), and three passive revolute joints ( $R_{11}, R_{12}$, and $R_{13}$ for the first kinematic chain, $R_{21}, R_{22}$, and $R_{23}$ for the second kinematic chain, $R_{31}$, $R_{32}$, and $R_{33}$ for the third kinematic chain);
- The three kinematic chains guide the mobile platform via three passive spherical joints, $S_{1}, S_{2}$, and $S_{3}$, respectively. The mobile platform contains two orientation platforms which are illustrated in Figure 2 (Detail 2) as generic mechanisms (to point out the functionality). The kinematic scheme of these orientation platforms is presented in [29];
- The fixed coordinate frame $O X Y Z$ is attached to the robot base, and the mobile coordinate frame $O^{\prime} X^{\prime} Y^{\prime} Z^{\prime}$ is attached to the mobile platform with its origin at the geometric center of the equilateral triangle formed by the centers of the three passive spherical joints $\left(S_{1}, S_{2}, S_{3}\right)$. Furthermore, point $E\left[X_{E}, Y_{E}, Z_{E}\right]$ is defined as the origin of the mobile coordinate frame $O^{\prime} X^{\prime} Y^{\prime} Z^{\prime}$.


## Inverse Geometric Modelling for the 6-DOF Parallel Robot

The inverse geometric model will provide constraint equations which, in turn, will be used as objective functions for the optimization algorithm.

For the inverse geometric model, the inputs are the Cartesian coordinates of point $E\left[X_{E}, Y_{E}, Z_{E}\right]$ and the orientation angles $\psi, \theta, \varphi$, whereas the outputs are the active joint
generalized coordinates $q_{i}(i=1 \ldots 6)$. With respect to the ZYX Euler convention, the coordinates of the passive spherical joints are:

$$
\begin{align*}
& S_{1}:\left\{\begin{array}{l}
X_{S 1}=X_{E}+\frac{\sqrt{3}}{6} l_{p} \mathrm{c}_{\psi} \mathrm{c}_{\theta}-\frac{1}{2} l_{p} \mathrm{c}_{\psi} \mathrm{s}_{\theta} \mathrm{s}_{\varphi}+\frac{1}{2} l_{p} \mathrm{~s}_{\psi} \mathrm{c}_{\theta} \\
Y_{S 1}=Y_{E}+\frac{\sqrt{3}}{6} l_{p} \mathrm{~s}_{\psi} \mathrm{c}_{\theta}-\frac{1}{2} l_{p} \mathrm{~s}_{\psi} \mathrm{s}_{\theta} \mathrm{s}_{\varphi}-\frac{1}{2} l_{p} \mathrm{c}_{\psi} \mathrm{c}_{\theta} \\
Z_{S 1}=Z_{E}-\frac{\sqrt{3}}{6} l_{p} \mathrm{~s}_{\theta}-\frac{1}{2} l_{p} \mathrm{~s}_{\varphi} \mathrm{c}_{\theta}
\end{array}\right. \\
& S_{2}:\left\{\begin{array}{l}
X_{S 2}=X_{E}-\frac{\sqrt{3}}{3} l_{p} \mathrm{c}_{\psi} \mathrm{c}_{\theta} \\
Y_{S 2}=Y_{E}-\frac{\sqrt{3}}{3} l_{p} \mathrm{~s}_{\psi} \mathrm{c}_{\theta}, \\
Z_{S 2}=Z_{E}+\frac{\sqrt{3}}{3} l_{p} \mathrm{~s}_{\theta}
\end{array}\right.  \tag{1}\\
& S_{3}:\left\{\begin{array}{l}
X_{S 3}=X_{E}+\frac{\sqrt{3}}{6} l_{p} \mathrm{c}_{\psi} \mathrm{c}_{\theta}+\frac{1}{2} l_{p} \mathrm{c}_{\psi} \mathrm{s}_{\theta} \mathrm{s}_{\varphi}-\frac{1}{2} l_{p} \mathrm{~s}_{\psi} \mathrm{c}_{\theta} \\
Y_{S 3}=Y_{E}+\frac{\sqrt{3}}{6} l_{p} \mathrm{~s}_{\psi} \mathrm{c}_{\theta}+\frac{1}{2} l_{p} \mathrm{~s}_{\psi} \mathrm{s}_{\theta} \mathrm{s}_{\varphi}+\frac{1}{2} l_{p} \mathrm{c}_{\psi} \mathrm{c}_{\theta} \\
Z_{S 3}=Z_{E}-\frac{\sqrt{3}}{6} l_{p} \mathrm{~s}_{\theta}+\frac{1}{2} l_{p} \mathrm{~s}_{\varphi} \mathrm{c}_{\theta}
\end{array}\right.
\end{align*}
$$

where $c_{\psi}, c_{\theta}, c_{\varphi}$ represent the cosines of the $\psi, \theta, \varphi$ Euler angles, and $\mathrm{s}_{\psi}, \mathrm{s}_{\theta}, \mathrm{s}_{\varphi}$ represent the sines of the $\psi, \theta, \varphi$, Euler angles, respectively. Furthermore, the distances between $S_{1}, S_{2}$, $S_{3}$ and the actuation axes of the three kinematic chains (Figure 2) are given by [27]:

$$
\begin{align*}
& R_{1}=\frac{1}{2 l_{1}}\left(l_{1}+l_{2}\right) \sqrt{4 l_{1}^{2}-\left(q_{2}-q_{1}\right)^{2}} \\
& R_{2}=\frac{1}{2 l_{1}}\left(l_{1}+l_{3}\right) \sqrt{4 l_{1}^{2}-\left(q_{4}-q_{3}\right)^{2}}  \tag{2}\\
& R_{3}=\frac{1}{2 l_{1}}\left(l_{1}+l_{4}\right) \sqrt{4 l_{1}^{2}-\left(q_{6}-q_{5}\right)^{2}}
\end{align*}
$$

In addition, the following circle equation must be fulfilled [27]:

$$
\left\{\begin{array}{l}
X_{S 1}^{2}+Y_{S 1}^{2}-R_{1}^{2}=0  \tag{3}\\
X_{S 2}^{2}+\left(Z_{S 2}-L_{V}\right)^{2}-R_{2}^{2}=0 \\
X_{S 3}^{2}+\left(Y_{S 3}-L_{H}\right)^{2}-R_{3}^{2}=0
\end{array}\right.
$$

And the following equations derived for each kinematic chain of the 6-DOF parallel robot (Figure 2) must be fulfilled:

$$
\left\{\begin{array}{l}
q_{2}-\frac{1}{2 l_{1}}\left(l_{1}+l_{2}\right)\left(q_{2}-q_{1}\right)-Z_{S 1}=0  \tag{4}\\
q_{4}+\frac{1}{2 l_{1}}\left(l_{1}+l_{3}\right)\left(q_{3}-q_{4}\right)-Y_{S 2}=0 \\
q_{6}-\frac{1}{2 l_{1}}\left(l_{1}+l_{4}\right)\left(q_{6}-q_{5}\right)-Z_{S 3}=0
\end{array}\right.
$$

Using Equations (1)-(3) yields the solution for the inverse geometric model:

$$
\left\{\begin{array}{l}
q_{1}=\frac{1}{l_{1}+l_{2}}\left[\left(l_{1}+l_{2}\right) q_{2}-2 l_{1} \sqrt{-X_{S 1}^{2}-Y_{S 1}^{2}+\left(l_{1}+l_{2}\right)^{2}}\right]  \tag{5}\\
q_{2}=\sqrt{\left(l_{1}+l_{2}\right)^{2}-X_{S 1}^{2}-Y_{S 1}^{2}+Z_{S 1}} \\
q_{3}=\frac{1}{l_{1}+l_{3}}\left[\left(l_{1}+l_{3}\right) q_{4}+2 l_{1} \sqrt{-X_{S 2}^{2}+\left(l_{1}+l_{3}\right)^{2}-\left(L_{V}-Z_{S 2}\right)^{2}}\right] \\
q_{4}=Y_{S 2}-\sqrt{\left(l_{1}+l_{3}\right)^{2}-X_{S 2}^{2}-\left(L_{V}-Z_{S 2}\right)^{2}} \\
q_{5}=\frac{1}{l_{1}+l_{4}}\left[\left(l_{1}+l_{4}\right) q_{6}-2 l_{1} \sqrt{-X_{S 3}^{2}+\left(l_{1}+l_{4}\right)^{2}-\left(L_{H}-Y_{S 3}\right)^{2}}\right] \\
q_{6}=\sqrt{\left(l_{1}+l_{4}\right)^{2}-X_{S 3}^{2}-\left(L_{H}-Y_{S 3}\right)^{2}}+Z_{S 3}
\end{array}\right.
$$

## 3. The Proposed Operational Workspace for the Parallel Robotic System for SILS

For the SILS task, the discussion of the operational workspace must be split into two components: (1) the intraoperative operational workspace (inside the patient body with respect to the insertion points), defined by the orientation platforms, the surgical instruments, and the mobile platform of the

6-DOF parallel robot (for the laparoscopic camera), and (2) the external operating workspace (outside the patient body with respect to the insertion points), defined only by the 6-DOF parallel robot.

Considering the intraoperative workspace, in previous work [29], the maximum values for the orientation angles of the surgical instruments were proposed as follows:

- The maximum laparoscope angles in all directions with respect to a vertical axis passing through the insertion point to be $20\left[{ }^{\circ}\right]$, achieved with the 6-DOF parallel robot;
- The maximum angle for the active instruments in all directions with respect to an axis orthogonal to the mobile platform (of the 6-DOF parallel robot) passing through the insertion point to be $30\left[{ }^{\circ}\right]$, achieved with the orientation platforms described in [29].
Larger angles may affect patient safety. The intraoperative workspace was defined based on a sphere of 240 mm in diameter. Figure 3 illustrates the proposed intraoperative workspace, showing possible insertion points for the surgical instruments and their maximum orientation angles


Figure 3. The proposed intraoperative workspace for the SILS robotic system: (a) frontal plane view showing the desired workspace with respect to the ribcage; $(\mathbf{b})$ transverse plane view of the desired workspace; (c) the workspace of the surgical instruments with respect to the insertion points (brown-laparoscope, blue and green-active instruments).

A single set of insertion points for the RCM motion is not sufficient since adjustments may be required for the relative position between the patient and the robot. Consequently, for the external operational workspace, a cylindrical volume was proposed that should contain the sets of insertion points. The proposed cylinder was defined with radius $R=75[\mathrm{~mm}]$ and height $h=75[\mathrm{~mm}]$, and its position (approximately) relative to the patient is shown in Figure 4. This cylinder represents the operational workspace of the 6-DOF parallel robot.


Figure 4. The proposed external workspace for the 6-DOF SILS robotic system (cylinder with radius $75[\mathrm{~mm}]$ and height $75[\mathrm{~mm}]$ and its position with respect to the ribcage).

## 4. Singularities of the 3-R-PRR-PRS Parallel Robot

The singularity analysis is achieved for the 3-R-PRR-PRS parallel robot without the loss of generality (e.g., no numerical values will be substituted for the geometric parameters). Later in Section 5, the design solution for the 6-DOF parallel robot for SILS is selected (based on the 3-R-

PRR- $\underline{P R S}$ parallel robot), and the singularities are correlated with the operational workspace for the SILS task.

The singularities are studied using the vanishing conditions of the determinants of the Jacobian matrices A and B from the matrix relation [33-35]:

$$
\begin{equation*}
\mathbf{A} \cdot \dot{\mathbf{X}}+\mathbf{B} \cdot \dot{\mathbf{Q}}=0 \tag{6}
\end{equation*}
$$

where $\dot{\mathbf{Q}}$ and $\dot{\mathbf{X}}$ represent the velocity vectors for the active joints $\mathbf{Q}=\left[q_{1}, q_{2}, q_{3}, q_{4}, q_{5}, q_{6}\right]^{\mathrm{T}}$ and for the mobile platform coordinates $\mathbf{X}=\left[X_{E}, Y_{E}, Z_{E}, \psi, \theta, \varphi\right]^{\mathrm{T}}$, respectively. With respect to the Jacobi matrices A and $\mathbf{B}$, three types of singularities can be defined, namely: type I singularities (input singularities) when $\operatorname{det}(\mathbf{B})=0$, type II singularities (output singularities) when $\operatorname{det}(\mathbf{A})=0$, and type III singularities when both $\operatorname{det}(\mathbf{B})=0$ and $\operatorname{det}(\mathbf{A})=0$.

The implicit equations used in the singularity analysis were defined using Equations (3) and (4) with Equations (1) and (2) substituted, yielding:

$$
\left\{\begin{array}{l}
f_{1}: \frac{1}{6 l_{1}}\left[l_{p} l_{1}\left(\sqrt{3} \mathrm{~s}_{\theta}+3 \mathrm{c}_{\theta} \mathrm{s}_{\varphi}\right)+3\left(q_{1}+q_{2}-2 Z_{E}\right)+3 l_{2}\left(q_{1}-q_{2}\right)\right]=0 \\
f_{2}: \frac{1}{12 l_{1}}\left[4 \sqrt{3} l_{1} l_{p}\left(X_{E} \mathrm{c}_{\psi}+Y_{E} \mathrm{~s}_{\psi}-\frac{1}{2} l_{p} \mathrm{~s}_{\varphi} \mathrm{s}_{\theta}\right) \mathrm{c}_{\theta}+l_{1} l_{p}^{2}\left(3 \mathrm{c}_{\varphi}^{2}-2\right) \mathrm{c}_{\theta}^{2}-12 l_{1} l_{p}\left(\left(X_{E} \mathrm{c}_{\psi}+Y_{E} \mathrm{~s}_{\psi}\right) \mathrm{s}_{\varphi} \mathrm{s}_{\theta}-\left(X_{E} \mathrm{~s}_{\psi}-Y_{E} \mathrm{c}_{\psi}\right) \mathrm{c}_{\varphi}\right)-\right. \\
\left.\quad-12 l_{1}^{2}\left(l_{1}+2 l_{2}\right)+12 l_{1}\left(X_{E}^{2}+Y_{E}^{2}-l_{2}^{2}\right)+3 l_{1}\left(l_{p}^{2}-\left(q_{1}+q_{2}\right)^{2}\right)+6 l_{2}\left(q_{1}-q_{2}\right)^{2}+3 \frac{l_{2}^{2}}{l_{1}}\left(q_{1}-q_{2}\right)^{2}\right]=0 \\
f_{3}: \frac{1}{6 l_{1}}\left[2 \sqrt{3} l_{p} l_{1} \mathrm{~s}_{\psi} \mathrm{c}_{\theta}+3\left(q_{3}+q_{4}-2 Y_{E}\right)+3 l_{3}\left(q_{3}-q_{4}\right)\right]=0 \\
f_{4}: \frac{1}{12 l_{1}}\left[8 \sqrt{3} l_{1} l_{p}\left(X_{E} \mathrm{c}_{\psi} \mathrm{c}_{\theta}+\left(L_{V}-Z_{E}\right) \mathrm{s}_{\theta}\right)+4 l_{1} l_{p}^{2}\left(3 \mathrm{c}_{\psi}^{2}-1\right) \mathrm{c}_{\theta}^{2}-12 l_{1}^{2}\left(l_{1}+2 l_{2}\right)+12 l_{1}\left(\left(L_{V}-Z_{E}\right)^{2}+X_{E}^{2}-l_{3}^{2}\right)+\right. \\
\left.\quad+l_{1}\left(4 l_{p}^{2}-3\left(q_{3}-q_{4}\right)^{2}\right)+3\left(2 l_{3}+\frac{l_{3}^{2}}{l_{1}}\right)\left(q_{3}-q_{4}\right)^{2}\right]=0  \tag{7}\\
f_{5}: \frac{1}{6 l_{1}}\left[l_{p} l_{1}\left(\sqrt{3} \mathrm{~s}_{\theta}-3 \mathbf{s}_{\varphi} \mathrm{c}_{\theta}\right)+3\left(q_{5}+q_{6}-2 Z_{E}\right)+3 l_{4}\left(q_{5}-q_{6}\right)\right]=0 \\
f_{6}: \frac{1}{12 l_{1}}\left[4 \sqrt{3} l_{1} l_{p}\left(\left(L_{H}-Y_{E}\right) \mathbf{s}_{\psi}-\frac{1}{2} l_{p} \mathbf{s}_{\varphi} \mathrm{s}_{\theta}-X_{E} c_{\psi}\right) \mathrm{c}_{\theta}+l_{1} l_{p}^{2}\left(3 \mathrm{c}_{\varphi}^{2}-2\right) \mathrm{c}_{\theta}^{2}-12 l_{1} l_{p}\left(\left(L_{H}-Y_{E}\right) \mathrm{s}_{\varphi} \mathrm{s}_{\theta}+X_{E} \mathrm{c}_{\varphi}\right)+\right. \\
\quad+12 l_{1} l_{p}\left(X_{E} \mathrm{~s}_{\varphi} \mathrm{c}_{\psi} \mathrm{s}_{\theta}-\left(L_{H}-Y_{E}\right) \mathrm{c}_{\psi} \mathrm{c}_{\theta}\right)-12 l_{1}^{2}\left(l_{1}+2 l_{4}\right)+12 l_{1}\left(\left(L_{H}-Y_{E}\right)^{2}+X_{E}^{2}-l_{2}^{2}\right)+3 l_{1}\left(l_{p}^{2}+\left(q_{5}-q_{6}\right)^{2}\right)+ \\
\left.\quad+3\left(2 l_{4}+\frac{l_{4}^{2}}{l_{1}}\right)\left(q_{5}-q_{6}\right)^{2}\right]=0
\end{array}\right.
$$

### 4.1. Type I Singularities

Computing the determinant of the Jacobian Matrix B yields a factored result:

$$
\begin{equation*}
\operatorname{det}(\mathbf{B})=-\frac{1}{8 l_{1}^{6}}\left(l_{1}+l_{2}\right)^{2}\left(l_{1}+l_{3}\right)^{2}\left(l_{1}+l_{4}\right)^{2}\left(q_{1}-q_{2}\right)\left(q_{3}-q_{4}\right)\left(q_{5}-q_{6}\right) \tag{8}
\end{equation*}
$$

The singularity analysis is as follows:

1. $\quad l_{1}=0$; this condition causes $\operatorname{det}(\mathbf{B})$ to be undefined; however, this condition is disregarded since it will be avoided in the mechanism design (link lengths cannot be 0 );
2. $l_{1}+l_{2}=0$ or $l_{1}+l_{3}=0$ or $l_{1}+l_{4}=0$; these conditions imply negative values for the link lengths, and are not regarded as possible singularities due to the mechanism design;
3. $q_{1}-q_{2}=0$ or $q_{3}-q_{4}=0$ or $q_{5}-q_{6}=0$; these conditions require that the active joints of a kinematic chain are equal, meaning the active joints are overlapping. This condition is avoidable in the robot design or in the robot control.

### 4.2. Type II Singularities

Computing the determinant of the Jacobian matrix $\mathbf{A}$ yields a factored result:

$$
\begin{equation*}
\operatorname{det}(\mathbf{A})=l_{p}^{3} \cos (\theta) F\left(X_{E}, Y_{E}, Z_{E}, \psi, \theta, \varphi, l_{p}, L_{H}, L_{V}\right) \tag{9}
\end{equation*}
$$

which describes singularities when:

1. $l_{p}=0$, which is impossible in the robot design (link lengths cannot be zero);
2. $\cos (\theta)=0$, which describes a parametric singularity of the $Z Y X$ Euler angles; since the parameter $\theta$ describes the second rotation in the $Z Y X$ Euler angles, for $\theta=\pi / 2$ there is a gimbal lock, i.e., the parameters $\psi$ and $\varphi$ describe rotations about the same axis [36].
3. $\quad F\left(X_{E}, Y_{E}, Z_{E}, \psi, \theta, \varphi, l_{p}, L_{H}, L_{V}\right)=0$. The factor $F$ (shown in Appendix A) could not be further factorized in this work. However, the following relation can be written:

$$
\begin{equation*}
\operatorname{det}(\mathbf{A})=-8 H_{0} \cos (\theta) \tag{10}
\end{equation*}
$$

where the factor $H_{0}$ (shown in Equation (11)) is written in a compact manner using Equation (1). Note that the $l_{p}$ parameter is not present in $H_{0}$ (but is still encoded in Equation (1)).

$$
\begin{align*}
H_{0} & =L_{H} L_{V}\left[\left(X_{S 2} Y_{S 2}-X_{S 2} Y_{S 3}-X_{S 3} Y_{S 2}+X_{S 3} Y_{S 3}\right) X_{S 1}^{2}-\left(X_{S 1} Y_{S 1}-X_{S 1} Y_{S 3}\right) X_{S 2}^{2}-\left(X_{S 1} Y_{S 1}-X_{S 1} Y_{S 2}\right) X_{S 3}^{2}+\right. \\
& \left.+\left(2 Y_{S 1}-Y_{S 2}-Y_{S 3}\right) X_{S 1} X_{S 2} X_{S 3}\right]-L_{H}\left[\left(X_{S 2} Y_{S 2} Z_{S 3}-X_{S 2} Y_{S 3} Z_{S 2}-X_{S 3} Y_{S 2} Z_{S 2}+X_{S 3} Y_{S 3} Z_{S 2}\right) X_{S 1}^{2}-\left(X_{S 1} Y_{S 1} Z_{S 3}-\right.\right. \\
& \left.-X_{S 1} Y_{S 3} Z_{S 1}-X_{S 3} Y_{S 1} Z_{S 1}+X_{S 3} Y_{S 1} Z_{S 3}\right) X_{S 2}^{2}-\left(X_{S 1} Y_{S 1} Z_{S 2}-X_{S 1} Y_{S 2} Z_{S 2}-X_{S 2} Y_{S 1} Z_{S 1}+X_{S 2} Y_{S 1} Z_{S 2}\right) X_{S 3}^{2}+ \\
& \left.+\left(2 Y_{S 1} Z_{S 2}-Y_{S 2} Z_{S 3}-Y_{S 3} Z_{S 1}\right) X_{S 1} X_{S 2} X_{S 3}\right]-L_{V}\left[\left(X_{S 2} Y_{S 2} Y_{S 3}-X_{S 2} Y_{S 3}^{2}\right) X_{S 1}^{2}-\left(X_{S 1} Y_{S 1} Y_{S 3}+X_{S 3} Y_{S 1} Y_{S 3}-\right.\right.  \tag{11}\\
& \left.\left.-X_{S 1} Y_{S 3}^{2}-X_{S 3} Y_{S 1}^{2}\right) X_{S 2}^{2}+\left(X_{S 2} Y_{S 1} Y_{S 2}-X_{S 2} Y_{S 1}^{2}\right) X_{S 3}^{2}+\left(2 Y_{S 1} Y_{S 3}-Y_{S 1} Y_{S 2}-Y_{S 2} Y_{S 3}\right) X_{S 1} X_{S 2} X_{S 3}\right]+ \\
& +\left(Y_{S 2} Y_{S 3} Z_{S 3}-Y_{S 3}^{2} Z_{S 2}\right) X_{S 1}^{2} X_{S 2}-\left(Y_{S 1} Y_{S 3} Z_{S 3}-Y_{S 3}^{2} Z_{S 1}\right) X_{S 2}^{2} X_{S 1}-\left(Y_{S 1} Y_{S 2} Z_{S 3}-2 Y_{S 1} Y_{S 3} Z_{S 2}+Y_{S 2} Y_{S 3} Z_{S 1}\right) X_{S 1} X_{S 2} X_{S 3}- \\
& -\left(Y_{S 1} Y_{S 3} Z_{S 1}-Y_{S 1}^{2} Z_{S 3}\right) X_{S 2}^{2} X_{S 3}+\left(Y_{S 1} Y_{S 2} Z_{S 1}-Y_{S 1}^{2} Z_{S 2}\right) X_{S 3}^{2} X_{S 2}
\end{align*}
$$

To study the output singularities, the characteristic tetrahedron was used [30], which states that a singularity occurs when the geometry of the tetrahedron is degenerate (e.g., faces are coplanar, etc.). The tetrahedron is composed of three faces defined by characteristic planes spanned by reciprocal wrenches at each spherical joint of the three kinematic chains and a base defined by the plane of the mobile platform. To define the characteristic planes associated with the three kinematic chains (for the 6-DOF parallel robot for SILS), first, the actuators are considered fixed, and then two reactive forces for the remaining passive motion are defined (at the level of the spherical joint). Figure 5 illustrates this concept on the kinematic chain 1 , with the actuators $q_{1}$ and $q_{2}$, the spherical joint $S_{1}$, and the reactive forces $R_{1}$ and $R_{2}$, respectively (which span the characteristic plane $P_{1}$ ). Figure 6 illustrates how these planes intersect to form the characteristic tetrahedron (in a nonsingular pose).


Figure 5. Characteristic plane defined for the kinematic chain 1.


Figure 6. Characteristic tetrahedron for the 6-DOF parallel robot for SILS (nonsingular pose).
The first characteristic plane, $P_{1}$ (describing the first kinematic chain), contains the OZ axis (the actuation axis of $q_{1}$ and $q_{2}$ ) of the fixed coordinate system and the center of the passive spherical joint $S_{1}$ and has the following equation:

$$
\begin{equation*}
P_{1}:\left(-Y_{S 1}\right) x+\left(X_{S 1}\right) y=0 \tag{12}
\end{equation*}
$$

Furthermore, the characteristic plane $P_{2}$ (for the second kinematic chain) contains the actuation axis of $q_{3}$ and $q_{4}$ and the center of the passive spherical joint $S_{2}$ and has the following equation:

$$
\begin{equation*}
P_{2}:\left(Z_{S 2}-L_{V}\right) x-\left(X_{S 2}\right) z+L_{V} X_{S 2}=0 \tag{13}
\end{equation*}
$$

The characteristic plane $P_{3}$ (for the third kinematic chain) contains the actuation axis of $q_{5}$ and $q_{6}$ and the center of the passive spherical joint $S_{3}$ and has the equation:

$$
\begin{equation*}
P_{3}:\left(-Y_{S 3}+L_{H}\right) x+\left(X_{S 3}\right) y-L_{H} X_{S 3}=0 \tag{14}
\end{equation*}
$$

Lastly, the characteristic plane $P_{m}$ (for the mobile platform) contains the centers of all passive spherical joints and has the equation:

$$
\begin{align*}
P_{m} & :\left(\operatorname{Coef}_{x}\right) x+\left(\operatorname{Coef}_{y}\right) y+\left(\operatorname{Coef}_{z}\right) z+\operatorname{Coef}_{d}=0 \\
\operatorname{Coeff}_{x} & =\left(Z_{S 2}-Z_{S 3}\right) Y_{S 1}+\left(Z_{S 3}-Z_{S 1}\right) Y_{S 2}+\left(Z_{S 1}-Z_{S 2}\right) Y_{S 3} \\
\operatorname{Coef}_{y} & =\left(Z_{S 3}-Z_{S 2}\right) X_{S 1}+\left(Z_{S 1}-Z_{S 3}\right) X_{S 2}+\left(Z_{S 2}-Z_{S 1}\right) X_{S 3}  \tag{15}\\
\operatorname{Coef}_{z} & =\left(Y_{S 2}-Y_{S 3}\right) X_{S 1}+\left(Y_{S 3}-Y_{S 1}\right) X_{S 2}+\left(Y_{S 1}-Y_{S 2}\right) X_{S 3} \\
\operatorname{Coef}_{d} & =\left(X_{S 2} Y_{S 1}-X_{S 1} Y_{S 2}\right) Z_{S 3}+\left(Y_{S 2} Z_{S 1}-Y_{S 1} Z_{S 2}\right) X_{S 3}+\left(X_{S 1} Z_{S 2}-X_{S 2} Z_{S 1}\right) Y_{S 3}
\end{align*}
$$

There are eight type II (output) singularities (described in a general form in [30]) that are geometrically interpreted by the degeneracy of the geometry of the characteristic tetrahedron. Each singularity case for the 3-R-ㅍRRR-PRS parallel robot may be checked independently using the planes defined in Equations (12)-(15) (the planes contain the faces and the base of the characteristic tetrahedron) and Equation (11), which generally describes the degeneracy conditions of the characteristic tetrahedron:

In Case 1, all faces of the characteristic tetrahedron and the base intersect in a point [30]; consequently, $P_{1}, P_{2}, P_{3}$, and $P_{m}$ intersect in a point. The proof that this case represents a singularity for the 3-R- $\underline{P} R R-\underline{P} R S$ parallel robot is straightforward. Assuming that the characteristic planes $P_{1}$, $P_{2}, P_{3}$, intersect at point $I(x, y, z)$. Equations (12)-(14) can be solved simultaneously to compute the intersection point's Cartesian coordinates:

$$
I:\left\{\begin{array}{l}
x=\frac{L_{H} X_{S 1} X_{S 3}}{\left(L_{H}-Y_{S 3} X_{S 3}+X_{S 3} Y_{S 1}\right.}  \tag{16}\\
y=\frac{L_{H} X_{S 3} Y_{S 1}}{\left(L_{H}-Y_{S 3}\right) X_{S 1}+X_{S 3} Y_{S 1}} \\
z=\frac{L_{H} L_{V}\left(X_{S 1} X_{S 2}-X_{S 1} X_{S 3}+L_{V}\left(X_{S 3} X_{S 3} Y_{S 1}-X_{S 1} X_{S 2} Y_{S 2}\right)+L_{H} X_{S 1} X_{S 3} Z_{S 2}\right.}{\left(\left(L_{H}-Y_{S 3}\right) X_{S 1}+X_{S 3} Y_{S 1}\right) X_{S 2}}
\end{array}\right.
$$

If point $I$ is also contained in the characteristic plane $P_{m}$, then Equation (15) must be fulfilled for the $x, y$, and $z$ Cartesian components shown in Equation (16). Substituting Equation (16) into Equation (15) leads to an equation that can be linearly solved for one Cartesian component of the three passive spherical joints. The computed solution for $Z_{S 1}$ is:

$$
\begin{align*}
Z_{S 1} & =\frac{H_{1}}{\left(\left(L_{H}-Y_{S 3}\right) X_{S 2}-\left(L_{H}-Y_{S 2}\right) X_{S 3}\right)\left(X_{S 1} Y_{S 3}-X_{S 3} Y_{S 1}\right) X_{S 2}} \\
H_{1} & =L_{H} L_{V}\left[\left(X_{S 2}-X_{S 3}\right)\left(\left(Y_{S 3}-Y_{S 1}\right) X_{S 1}+\left(Y_{S 2}-Y_{S 3}\right) X_{S 2}+\left(Y_{S 1}-Y_{S 2}\right) X_{S 3}\right) X_{S 1}\right]- \\
& -L_{H}\left[\left(Z_{S 2}\left(Y_{S 3}-Y_{S 2}\right) X_{S 2}+\left(Y_{S 2} Z_{S 3}-Y_{S 3} Z_{S 2}\right) X_{S 3}\right) X_{S 1}^{2}+\left(Z_{S 2}\left(Y_{S 2}-Y_{S 1}\right) X_{S 3}^{2}+\right.\right.  \tag{17}\\
& \left.\left.+X_{S 2}\left(2 Y_{S 1} Z_{S 2}-Y_{S 2} Z_{S 3}\right) X_{S 3}-X_{S 2}^{2} Y_{S 1} Z_{S 3}\right) X_{S 1}+\left(X_{S 2} Z_{S 3}-X_{S 3} Z_{S 2}\right) X_{S 2} X_{S 3} Y_{S 1}\right]- \\
& -L_{V}\left[\left(\left(Y_{S 2}-Y_{S 3}\right) X_{S 1}+\left(Y_{S 3}-Y_{S 1}\right) X_{S 3}+\left(Y_{S 1}-Y_{S 2}\right) X_{S 3}\right)\left(X_{S 1} Y_{S 3}-X_{S 3} Y_{S 1}\right) X_{S 2}\right]+ \\
& +\left(\left(Y_{S 2} Z_{S 3}-Y_{S 3} Z_{S 2}\right) X_{S 1}-\left(X_{S 2} Z_{S 3}-X_{S 3} Z_{S 2}\right) Y_{S 1}\right)\left(X_{S 1} Y_{S 3}-X_{S 3} Y_{S 1}\right) X_{S 2}
\end{align*}
$$

Equation (17) describes the constraint of the $Z_{S 1}$ parameter when all four planes intersect at a point. Substituting Equation (17) into Equation (11) causes $H_{0}$ to vanish, proving the singularity for the 3-R-PRR-PRS parallel robot.

To illustrate an example of this singularity, the geometric parameters $\left\{L_{H}=1420, L_{V}=1000\right.$, $\left.l_{p}=260\right\}[\mathrm{mm}]$ and the mobile platform coordinates $\left\{X_{E}=400 \mathrm{~mm}, Y_{E}=700 \mathrm{~mm}, Z_{E}=500 \mathrm{~mm}\right.$, $\psi=0 \mathrm{rad}, \varphi=\pi / 10 \mathrm{rad}\}$ (arbitrary chosen) are considered (only five output parameters are considered, the last one, $\theta$, is computed). Substituting the numerical values into Equation (A1) (see Appendix A ) and solving the equation for $\theta$ (using the solve function in Maple), yields four real solutions $\{\theta=0.93 \mathrm{rad}, \theta=-1.755 \mathrm{rad}, \theta=1.82 \mathrm{rad}, \theta=-2.40 \mathrm{rad}\}$. Figure 7 a shows the parallel robot in the singular pose (for $\theta=0.93$ ), whereas Figure 7 b shows how the characteristic planes $P_{1}, P_{2}, P_{3}$, and $P_{m}$ intersect at a point.

(a)

(b)

Figure 7. Type II singularity of the 6-DOF parallel robot for SILS (case 1-the characteristic tetrahedron faces and base intersect in a point): (a) parallel robot pose; (b) characteristic planes intersect in a point.

In Case 2, the faces of the characteristic tetrahedron (i.e., $P_{1}, P_{2}, P_{3}$ ) intersect in a line, but no faces are coplanar [30]. For the 6-DOF parallel robot for SILS, this case is impossible since $P_{1}$ and $P_{3}$ are always vertical, whereas $P_{2}$ has only two configurations when it is vertical (when the kinematic chain 2 points upwards or downwards). However, when all of the characteristic planes, $P_{1}, P_{2}$, and $P_{3}$, are vertical, they are all coplanar (due to the mechanism topology); therefore, $P_{1}, P_{2}$, and $P_{3}$ cannot intersect in a line. This is straightforward to prove using Equations (12)-(14). Assuming that the planes $P_{1}, P_{2}$, and $P_{3}$ intersect in a line, then the rank of the coefficient's matrix (matrix containing the $x, y$, and $z$ coefficients from the plane equations) $\mathbf{M}_{1}$ and the rank of the augmented matrix (matrix containing the $x, y$, and $z$ coefficients and the free terms) $\mathbf{M}_{2}$ must be 2 . The two matrices are defined using Equations (12)-(14):

$$
\mathbf{M}_{1}:\left[\begin{array}{ccc}
-Y_{S 1} & X_{S 1} & 0  \tag{18}\\
-L_{V}+Z_{S 2} & 0 & -X_{S 2} \\
L_{H}-Y_{S 3} & X_{S 3} & 0
\end{array}\right], \mathbf{M}_{2}:\left[\begin{array}{cccc}
-Y_{S 1} & X_{S 1} & 0 & 0 \\
-L_{V}+Z_{S 2} & 0 & -X_{S 2} & L_{V} X_{S 2} \\
L_{H}-Y_{S 3} & X_{S 3} & 0 & -L_{H} X_{S 3}
\end{array}\right]
$$

It can be checked that the rank of $\mathbf{M}_{1}$ is 2 for:

$$
\begin{equation*}
X_{S 2}=0, \text { and } / \text { or } X_{S 1}=\frac{Y_{S 1} X_{S 3}}{Y_{S 3}-L_{H}} \tag{18a}
\end{equation*}
$$

but for the solutions shown in Equation (18a) the rank of $\mathbf{M}_{2}$ is 3 (the planes intersect in two or three lines). The rank of $\mathbf{M}_{2}$ is 2 for:

$$
\begin{equation*}
X_{S 2}=0, \text { and } X_{S 1}=0 \tag{18b}
\end{equation*}
$$

in which case the rank of $\mathbf{M}_{1}$ is also 2 (describing two coincident planes and the third one intersecting it). Furthermore, for:

$$
\begin{equation*}
X_{S 2}=0, \text { and } X_{S 1}=0, \text { and } X_{S 3}=0 \tag{18c}
\end{equation*}
$$

the rank of both $\mathbf{M}_{1}$ and $\mathbf{M}_{2}$ is 1 (describing three coincident planes).
In Case 3, two of the tetrahedron faces and its base intersect in a line [30]. Considering the characteristic planes $P_{1}, P_{3}$, and $P_{m}$, the coefficient and augmented matrices are:

$$
\mathbf{M}_{3}:\left[\begin{array}{ccc}
-Y_{S 1} & X_{S 1} & 0  \tag{19}\\
L_{H}-Y_{S 3} & X_{S 3} & 0 \\
\operatorname{Coef}_{x} & \operatorname{Coef}_{y} & \operatorname{Coef}_{z}
\end{array}\right], \mathbf{M}_{4}:\left[\begin{array}{cccc}
-Y_{S 1} & X_{S 1} & 0 & 0 \\
L_{H}-Y_{S 3} & X_{S 3} & 0 & -L_{H} X_{S 3} \\
\operatorname{Coef}_{x} & \operatorname{Coef}_{y} & \operatorname{Coef}_{z} & \operatorname{Coef}_{d}
\end{array}\right]
$$

It can be checked that the rank of both matrices $\mathbf{M}_{3}$ and $\mathbf{M}_{4}$ is 2 for:

$$
\begin{equation*}
X_{S 1}=\frac{X_{S 3} Y_{S 1}}{Y_{S 3}}, \text { and } X_{S 2}=\frac{X_{S 3} Y_{S 2}}{Y_{S 3}} \tag{19a}
\end{equation*}
$$

Furthermore, substituting the values of Equation (20) into Equation (19) shows no proportionality between the matrix's rows; therefore, the intersection describes a line. In addition, substituting Equation (20) into Equation (11) causes the factor $H_{0}$ to vanish.

Another geometric configuration for Case 3 is represented by the characteristic planes $P_{1}, P_{2}$, and $P_{m}$ intersecting in a line (the case when $P_{3}, P_{2}$, and $P_{m}$ intersect in a line is redundant with this one due to the configuration symmetry of the parallel robot). The coefficient and augmented matrices are:

$$
\mathbf{M}_{5}:\left[\begin{array}{ccc}
-Y_{S 1} & X_{S 1} & 0  \tag{20}\\
-L_{V}+Z_{S 2} & 0 & -X_{S 2} \\
\operatorname{Coef}_{x} & \operatorname{Coef}_{y} & \operatorname{Coef}_{z}
\end{array}\right], \mathbf{M}_{6}:\left[\begin{array}{cccc}
-Y_{S 1} & X_{S 1} & 0 & 0 \\
-L_{V}+Z_{S 2} & 0 & -X_{S 2} & L_{V} X_{S 2} \\
\operatorname{Coef}_{x} & \operatorname{Coef}_{y} & \operatorname{Coef}_{z} & \operatorname{Coef}_{d}
\end{array}\right]
$$

The rank of both matrices $\mathbf{M}_{5}$ and $\mathbf{M}_{6}$ is 2 for:

$$
\begin{equation*}
X_{S 1}=\frac{X_{S 3}\left(L_{V}-Z_{S 1}\right)}{L_{V}-Z_{S 3}}, \text { and } X_{S 2}=\frac{X_{S 3}\left(L_{V}-Z_{S 2}\right)}{L_{V}-Z_{S 3}} \tag{20a}
\end{equation*}
$$

Substituting the values of Equation (20a) into Equation (20) shows no proportionality between the matrix's rows (the intersection describes a line), and substituting Equation (20a) into Equation (11) causes factor $H_{0}$ to vanish.

As an example, for the 3-R-PRR-PRS parallel robot, for $\theta=0 \mathrm{rad}, \varphi=\pi / 2$ rad, the factor $F$ (Equation (A1)—Appendix A) vanishes. In this configuration, the mobile platform is in a vertical pose. Figure 8 shows an example of this singularity, (a) the parallel robot poses and (b) the characteristic planes ( $P_{1}, P_{3}, P_{m}$ ) intersecting in a line. It can be shown (at least for this example) that the characteristic plane $P_{2}$ also intersects that line; therefore, this singularity is the special case of Case 1 discussed previously (since all the characteristic planes intersect at a point).

(a)

(b)

Figure 8. Type II singularity of the 6-DOF parallel robot for SILS (case 3-two faces of the characteristic tetrahedron and its base intersect in a line): (a) parallel robot pose; (b) characteristic planes intersect in a line.

In Case 4, two of the characteristic tetrahedron faces are coplanar [30]. Due to the arguments presented in Case 2 for the 6-DOF parallel robot for SILS, the only possible tetrahedron faces that can become coplanar are the ones defined by $P_{1}$ and $P_{3}$. The coefficient and augmented matrices in this case are:

$$
\mathbf{M}_{7}:\left[\begin{array}{ccc}
-Y_{S 1} & X_{S 1} & 0  \tag{21}\\
L_{H}-Y_{S 3} & X_{S 3} & 0
\end{array}\right], \mathbf{M}_{8}:\left[\begin{array}{cccc}
-Y_{S 1} & X_{S 1} & 0 & 0 \\
L_{H}-Y_{S 3} & X_{S 3} & 0 & -L_{H} X_{S 3}
\end{array}\right]
$$

If $P_{1}$ and $P_{3}$ are coplanar then the ranks of $\mathbf{M}_{7}$ and $\mathbf{M}_{8}$ must both be 1 . It can be checked that this is the case for:

$$
\begin{equation*}
X_{S 1}=0, \text { and } X_{S 3}=0 \tag{21a}
\end{equation*}
$$

Substituting Equation (21a) into Equation (11) causes factor $H_{0}$ to vanish, proving the singularity. As an example, for the numerical values $X_{E}=-\frac{\sqrt{3}}{6} l_{p} \mathrm{~mm}, \psi=0 \mathrm{rad}, \theta=0 \mathrm{rad}$, the factor $F$ vanishes. Figure 9 a shows this singular configuration for the parallel robot, and Figure $9 \mathbf{b}$ shows $P_{1}$ and $P_{3}$ being coplanar.


Figure 9. Type II singularity of the 6-DOF parallel robot for SILS (Case 4-two faces of the characteristic tetrahedron are coplanar): (a) parallel robot pose; (b) characteristic planes.

In Case 5, one side and the base of the characteristic tetrahedron are coplanar [30]. There are three general configurations for the 3-R-PRR-PRS parallel robot that correspond to this case. The first of these general configurations is represented by $P_{2}$ and $P_{m}$ being coplanar, whereas the second and third general configurations for this singularity are achieved when either $P_{1}$ or $P_{2}$ are coplanar with $P_{m}$. Considering the first case, the coefficient and augmented matrices are:

$$
\mathbf{M}_{9}:\left[\begin{array}{ccc}
-L_{V}+Z_{S 2} & 0 & -X_{S 2}  \tag{22}\\
\operatorname{Coef}_{x} & \operatorname{Coef}_{y} & \operatorname{Coef}_{z}
\end{array}\right], \mathbf{M}_{10}:\left[\begin{array}{cccc}
-L_{V}+Z_{S 2} & 0 & -X_{S 2} & L_{V} X_{S 2} \\
\operatorname{Coef}_{x} & \operatorname{Coef}_{y} & \operatorname{Coef}_{z} & \operatorname{Coef}_{d}
\end{array}\right]
$$

It can be shown that both matrices $\mathbf{M}_{9}$ and $\mathbf{M}_{10}$ have rank 1 for:

$$
\begin{align*}
& X_{S 2}=\frac{\left(Y_{S 2}-Y_{S 3}\right) X_{S 1}+\left(Y_{S 1}-Y_{S 2}\right) X_{S 3}}{Y_{S 1}-Y_{S 3}}, \text { and } \\
& Z_{S 1}=\frac{\left(Y_{S 1}-Y_{S 3}\right) Z_{S 2}+\left(Y_{S 2}-Y_{S 1}\right) Z_{S 3}}{Y_{S 2}-Y_{S 3}} \tag{22a}
\end{align*}
$$

Substituting Equation (22a) into Equation (11) causes factor $H_{0}$ to vanish. It is easy to find relationships that describe this singularity case when $P_{1}$ or $P_{2}$ are coplanar with $P_{m}$.

An example is given for the geometric parameters $\left\{L_{H}=1420 \mathrm{~mm}, L_{V}=1000 \mathrm{~mm}, l_{p}=260 \mathrm{~mm}\right\}$, and for the mobile platform coordinates $\left\{X_{E}=350 \mathrm{~mm}, Y_{E}=750 \mathrm{~mm}, Z_{E}=200 \mathrm{~mm}, \psi=0 \mathrm{rad}\right.$, $\varphi=0 \mathrm{rad}\}$ (arbitrary chosen for the example purpose). Solving the factor $F$ for the numerical values yields two real solutions $\{\theta=1.158 \mathrm{rad}, \theta=1.9 \mathrm{rad}\}$. Figure 10 illustrates this singularity for $\theta=1.158 \mathrm{rad}$. Another example is shown for the mobile platform coordinates $\left\{X_{E}=350 \mathrm{~mm}\right.$, $\left.Y_{E}=750 \mathrm{~mm}, Z_{E}=200 \mathrm{~mm}, \psi=0 \mathrm{rad}, \theta=\pi / 2 \mathrm{rad}\right\}$ and the computed angle for $\varphi=0.44 \mathrm{rad}$. In this example (Figure 11) $P_{1}$ and $P_{m}$ are coplanar.


Figure 10. Type II singularity of the 6-DOF parallel robot for SILS (case 5-one face and the base of the characteristic tetrahedron are coplanar): (a) parallel robot pose; (b) $P_{2}$ and $P_{m}$ are coplanar.


Figure 11. Type II singularity of the 6-DOF parallel robot for SILS (case 5-one face and the base of the characteristic tetrahedron are coplanar): (a) parallel robot pose; (b) $P_{1}$ and $P_{m}$ are coplanar.

In Case 6, two sides and the base of the characteristic tetrahedron are coplanar [30]. For the 6-DOF parallel robot for SILS this case is impossible (due to the mechanism topology). Any two faces of the characteristic tetrahedron are coplanar if and only if the faces are also coplanar with the YOZ plane (Figure 2). This condition can be proven in two steps. In the first step, $P_{1}, P_{3}$, and $P_{m}$ are assumed to be all coplanar. Consequently, the ranks of $\mathbf{M}_{3}$ and $\mathbf{M}_{4}$ (Equation (19)) must both be 1, which can be achieved if:

$$
\begin{equation*}
X_{S 1}=0, \text { and } X_{S 2}=0, \text { and } X_{S 3}=0 \tag{23}
\end{equation*}
$$

It can be checked that Equation (23) is the only solution for which $P_{1}, P_{3}$, and $P_{m}$ are all coplanar. This is also easy to see geometrically. The actuation axes of $q_{1}$ and $q_{2}$ (line contained in $P_{1}$ ) and $q_{5}$ and $q_{6}$ (line contained in $P_{3}$ ) are both included in the YOZ plane of the fixed coordinate system. If $P_{1}$ and $P_{3}$ are coplanar, then the actuation axis of $q_{1}$ and $q_{2}$ must be contained in $P_{3}$, and reciprocally, the actuation axis of $q_{5}$ and $q_{6}$ must be contained in $P_{1}$. Therefore, the planes $P_{1}$ and $P_{3}$ (and any other plane, e.g., $P_{m}$ ) are coplanar if they are coplanar with YOZ, the result is shown by Equation (23). In the second step, $P_{1}, P_{2}$, and $P_{m}$ are assumed to be all coplanar. Consequently, the ranks of $\mathbf{M}_{5}$ and $\mathbf{M}_{6}$ (Equation (20)) must both be 1, which can be achieved if (again) the conditions from Equation (23) are met. It can be shown, by the same argument as above, that if the planes $P_{1}, P_{2}$, and $P_{m}$ are coplanar, then they must be coplanar with $Y O Z$, the result is shown by Equation (23). Since Equation (23) represents a (unique) solution for both cases ( $P_{1}, P_{3}$, and $P_{m}$ being coplanar and $P_{1}, P_{2}$, and $P_{m}$ being coplanar), the conclusion is that if $P_{1}, P_{3}$, and $P_{m}$ are coplanar, they must also be coplanar with $P_{2}$ (condition discussed in Case 8).

In Case 7, one side and the base of the tetrahedron are coplanar and the other two sides of the tetrahedron are also coplanar [30]. Considering all four characteristic planes, the coefficient and augmented matrices are:

$$
\mathbf{M}_{11}:\left[\begin{array}{ccc}
-Y_{S 1} & X_{S 1} & 0  \tag{24}\\
-L_{V}+Z_{S 2} & 0 & -X_{S 2} \\
L_{H}-Y_{S 3} & X_{S 3} & 0 \\
\operatorname{Coef}_{x} & \operatorname{Coef}_{y} & \operatorname{Coef}_{z}
\end{array}\right], \mathbf{M}_{12}:\left[\begin{array}{cccc}
-Y_{S 1} & X_{S 1} & 0 & 0 \\
-L_{V}+Z_{S 2} & 0 & -X_{S 2} & L_{V} X_{S 2} \\
L_{H}-Y_{S 3} & X_{S 3} & 0 & -L_{H} X_{S 3} \\
\operatorname{Coef}_{x} & \operatorname{Coef}_{y} & \operatorname{Coef}_{z} & \operatorname{Coef}_{d}
\end{array}\right]
$$

The ranks of the matrices $\mathbf{M}_{11}$ and $\mathbf{M}_{12}$ is 2 (describing pairs of coplanar planes that intersect in a line), for:

$$
\begin{equation*}
X_{S 1}=0, \text { and } X_{S 3}=0, \text { and } Z_{S 1}=L_{V}, \text { and } Z_{S 3}=L_{V} \tag{24a}
\end{equation*}
$$

Substituting Equation (26) in Equation (11) causes $H_{0}$ to vanish.
For the 3-R-PRR-PRS parallel robot, this case can only be achieved if $P_{1}$ is coplanar with $P_{3}$ and $P_{2}$ is coplanar with $P_{m}$. The factor $F$ vanishes for the geometric values parameters $\left\{L_{H}=1420 \mathrm{~mm}\right.$, $\left.L_{V}=1000 \mathrm{~mm}, l_{p}=260 \mathrm{~mm}\right\}$, and for the mobile platform coordinates $\left\{X_{E}=-75.05 \mathrm{~mm}, Y_{E}=750 \mathrm{~mm}\right.$, $\left.Z_{E}=1000 \mathrm{~mm}, \psi=0 \mathrm{rad}, \theta=0 \mathrm{rad}, \varphi=0 \mathrm{rad}\right\}$. This configuration is illustrated in Figure 12.


Figure 12. Type II singularity of the 6-DOF parallel robot for SILS (case 7-one face and the base of the characteristic tetrahedron are coplanar and the other two faces of the tetrahedron are also coplanar): (a) parallel robot pose; (b) characteristic planes.

In Case 8, all of the faces and the base of the characteristic tetrahedron are coplanar [30]. The coefficient and augmented matrices for this case are already shown in Equation (24). All four planes are coplanar if the ranks of the matrices $\mathbf{M}_{11}$ and $\mathbf{M}_{12}$ are both 1 . This is achieved by setting:

$$
\begin{equation*}
X_{S 1}=0, \text { and } X_{S 2}=0, \text { and } X_{S 3}=0 \tag{25}
\end{equation*}
$$

Substituting Equation (25) into Equation (11) causes factor $H_{0}$ to vanish. For the 3-R-PRR-란 parallel robot, this singularity is achieved if $\left\{X_{E}=0 \mathrm{~mm}, \theta= \pm \pi / 2 \mathrm{rad}\right\}$. This configuration is illustrated in Figure 13.


Figure 13. Type II singularity of the 6-DOF parallel robot for SILS (case 8-all the faces and the base of the characteristic tetrahedron are coplanar): (a) parallel robot pose; (b) characteristic planes.

### 4.3. Type III Singularities

Since the determinant of the Jacobian matrix A is free of input parameters (i.e., it only depends on the geometric parameters and the outputs $\left\{X_{E}, Y_{E}, Z_{E}, \psi, \theta, \varphi\right\}$ ), whereas the determinant of the Jacobian matrix $B$ is free of output parameters (it depends only on the geometric parameters and the inputs $\left.\left\{q_{1}, q_{2}, q_{3}, q_{4}, q_{5}, q_{6}\right\}\right\}$, it is feasible to assume that type III singularities may occur. However, as stated before, the type I singularities are easily avoidable in the design stage; hence it can be stated that the 6-DOF parallel robot for SILS will have no type III singularities.

## 5. Geometric Optimization Algorithm

The 6-DOF parallel robot for SILS was geometrically optimized with respect to an operational workspace defined to comply with the medical task. Several optimization criteria were defined, and based on these criteria, appropriate input data were defined for the optimization algorithm.

### 5.1. Optimization Criteria

The following criteria (with the following importance order Criterion 1 is more important than Criterion 2, which is equally important as Criterion 3) were defined with respect to the SILS task:

- Criterion 1—Operational workspace. The proposed operational workspace is a cylinder shape (see Section 3). Furthermore, the intervals for the orientation angles of the endoscopic camera must be (for the entire operational workspace):

$$
\begin{equation*}
\psi, \theta, \varphi \in[-2020]\left[\left[^{\circ}\right]\right. \tag{26}
\end{equation*}
$$

- Criterion 2—Footprint. To minimize the robot footprint, the following conditions were imposed:

$$
\begin{equation*}
L_{H}<600[\mathrm{~mm}], L_{V}<600[\mathrm{~mm}] \tag{27}
\end{equation*}
$$

- Criterion 3-Dexterity. The robot should have adequate performance with respect to dexterity. This work uses an approximation of the Global Conditioning Index $\left(\mathrm{GCI}_{\mathrm{a}}\right)$ to assess the 6-DOF parallel robot dexterity which is computed as [16]:

$$
\begin{equation*}
\mathrm{GCI}_{\mathrm{a}}=\frac{\sum_{i=1}^{n} \frac{1}{k_{i}}}{n} \tag{28}
\end{equation*}
$$

where $k_{i}$ represents the condition number [16] of the $i$ th point from the (discrete generated) operational workspace, which is computed using Equation (29), and $n$ is the number of points within the operational workspace. For a given point, the condition number is:

$$
\begin{equation*}
k=\|\mathbf{J}\|\left\|\mathbf{J}^{-1}\right\| \tag{29}
\end{equation*}
$$

where $\|\cdot\|$ represents the norm of the Jacobian matrix $\mathbf{J}$, which is computed in this work with:

$$
\begin{equation*}
\|\mathbf{J}\|=\sqrt{\operatorname{trace}\left(\mathbf{J} \mathbf{J}^{\mathrm{T}}\right)} \tag{30}
\end{equation*}
$$

where $\mathbf{J}$ is computed using the input and output Jacobian matrices (Equation (6)), as follows:

$$
\begin{equation*}
\mathbf{J}=-\mathbf{B}^{-1} \cdot \mathbf{A} \tag{31}
\end{equation*}
$$

An important note is that condition number $k$ is a measure of dexterity at one specific robot configuration, and the lower its value, the better (a minimum value of 1 represents isotropy [16]). For the approximation of GCI, the inverse of $k$ is used, which is bounded by 0 and 1 (in this case the higher the better). $\mathrm{GCI}_{\mathrm{a}}$ is a measure of the average of the inverse of $k$ computed from all points within the operational workspace. However, due to the drawbacks of the condition number and the GCI (when the robot has translation and rotational motions), the values of $\mathrm{GCI}_{\mathrm{a}}$ (i.e., Criterion 3) will be used as a guiding value, not as a definite decision parameter.

### 5.2. Geometric Optimization Algorithm Description

The optimization algorithm is presented next in pseudocode (Algorithm 1).
The test operational workspace WS_DATA is defined (1) and is used in future steps to determine the validity of the possible optimized solutions. Note that the proposed algorithm yields solutions (stacked in SOLS(M)) for a single parallel robot pose (Cartesian coordinates and orientation) within the desired cylindrical operational workspace. These solutions must be subsequently validated for the entire WS_DATA. The objectives OBJ of optimization (2) are to minimize the seven geometric parameters of the parallel robot subject to the kinematic constraint $C$, which are evaluated with values for the mobile platform coordinates within the operational workspace. The numerical intervals for the optimization process are defined (3); L defines intervals for the robot geometric parameters (for the optimization objectives), whereas CYL ensures that the Cartesian coordinates (for the optimum solutions) are within the desired cylinder, and ANG ensures that the mobile platform orientations are within the proper ranges. Note, CYL and ANG are different from WS_DATA; CYL and ANG are used by the gamultiobj function (from Matlab [31]) to ensure that the objectives are always minimized with respect to robot poses within the operational workspace, whereas (as pointed out
before) WS_DATA is used to evaluate (in a discrete manner) if the generated solutions are valid for the entire operational workspace. The optimization is performed (4) iteratively until the solutions set SOLS(M) fills as best as possible the operational workspace (considering, of course, the Cartesian coordinates and the orientations of the mobile platform). Then, a solution subset SOL(K) (for the minimized geometric parameters) is defined for the optimized solutions that are valid for the entire WS_DATA (i.e., geometric parameters that yield real solutions for all WS_DATA). If no such subset exists, (3) is repeated. Then, the solution subset is analyzed to determine the ranges of motion Q_RANGE(K) for the active joints $q_{i}(i=1, \ldots, 6)$ and if there exist ranges that yield feasible mechanisms (without crossing the actuation axes of the active joints, etc.), the solutions (yielding the adequate ranges) are subsequently saved in $\operatorname{FINAL}(\mathrm{H})$. If there are no adequate ranges for the active joints (to yield feasible mechanisms), (3) is repeated. The GCI is computed for all of the remaining solutions in $\operatorname{FINAL}(\mathrm{H})$, and the design solution is defined (not automatically but by the robot designers).

## Algorithm 1. The optimization algorithm.

## 0. BEGIN OPTIMIZATION

1. Define the test operational workspace
1.1. Input the cartesian coordinates $E(\mathbf{N})\left[X_{E i}, Y_{E i}, Z_{E i}\right](i=1, \ldots, n)$ for the operating workspace
1.2. Input the required orientation angles $\boldsymbol{\psi}, \boldsymbol{\theta}, \boldsymbol{\varphi}$
1.3. Compute WS_DATA by assigning all angles $\psi, \boldsymbol{\theta}, \varphi$ for all $E(i) \in E(\mathbf{N})$
1.4. Goto 2
2. Define objective functions and constraints
2.1. Define objective functions OBJ $\left[\mathrm{o}_{1}, \mathrm{o}_{2}, \mathrm{o}_{3}, \mathrm{o}_{4}, \mathrm{o}_{5}, \mathrm{o}_{6}, \mathrm{o}_{7}\right]$
2.2. Define constraints: $C\left[C_{1}, C_{2}, C_{3}, h_{1}, h_{2}, h_{3}, h_{4}, h_{5}, h_{6}\right]$
2.3. Goto 3
3. Input the dimension intervals for the optimization process
3.1. Define and input $\mathbf{L}\left[l_{p_{-} \min }, l_{p_{-} \max }, L_{H_{-} \min }, L_{H_{-} \max }, L_{V_{-} \min }, L_{V \_\max }, l_{1 \_\min }, l_{1 \_} \max \right.$, $\left.l_{2 \_\min }, l_{2 \_\max }, l_{3 \_\min }, l_{3 \_\max }, l_{4 \_\min }, l_{4 \_\max }\right]$
3.2. Define and input CYL $\left[R_{-} \min , R_{-} \max , H_{-} \min , H_{-} \max , \alpha_{\_} \min , \alpha \_\max \right]$
3.3. Define and input ANG $\left[\psi_{\_} \min , \psi{ }_{\text {_max }}, \theta_{\_} \min , \theta_{\_} \max , \phi_{\_} \min , \phi_{\_} \max \right]$
3.4. Goto 4
4. Minimize robot dimensions
4.1. Compute the Pareto front (iteratively) denoted SOLS(M) by minimizing OBJ subject to the constraints C and the intervals L, CYL, ANG.
4.2. Define a smaller solution set $\mathbf{S O L}(\mathbf{K}) \in \mathbf{S O L S}(\mathbf{M})$ such that for every $\operatorname{SOL}(i)(i=1$, $\ldots, K), q_{i}(i=1, \ldots, 6) \in \mathbb{R}$ for every point in WS_DATA
4.3. If SOL(K) exists, then Goto 4.4 , else Goto $\mathbf{3}$
4.4. Compute the active joints ranges Q_RANGE(K) $\left[q_{i_{-} \min }, q_{i_{-} \max }\right](i=1, \ldots, 6)$ for every $\operatorname{SOL}(i)(i=1, \ldots, K)$
4.5. If Q_RANGE $(j)(j=1, \ldots, K)$ is acceptable (mechanism is feasible), then save the solution SOL( $j$ ) into FINAL(H)
4.6. If $\mathbf{F I N A L}(\mathbf{H})$ is empty, then Goto $\mathbf{3}$, else Goto 4.7
4.7. Compute GCI for every $\operatorname{FINAL}(h)(h=1, \ldots, H)$
4.8. Define the most optimal solution
4.9. Goto 5
5. END OPTIMIZATION

## 6. The Optimized 6-DOF Parallel Robot for SILS

### 6.1. The Geometric Optimization

The parallel robot was optimized using the algorithm presented in Section 5.2 based on the following inputs:

- The test workspace data (WS_DATA) was defined based on a cylinder with:

$$
\begin{gather*}
C\left(X_{C}=290, Y_{C}=415, Z_{C}=-75\right)[\mathrm{mm}]  \tag{32}\\
R=75[\mathrm{~mm}], h=75[\mathrm{~mm}]
\end{gather*}
$$

where $C$ is the center of the base circle (with respect to the fixed coordinate system of the robot), $R$ is the circle's radius, and $h$ is the cylinder height. WS_DATA was generated by discretizing the cylinder and adding the orientations for the mobile platform, based on the following:

$$
E_{i}=\left\{\begin{array}{lc}
X_{E i}=X_{C}+R_{C} \cos (\alpha) & R_{C} \in[0,75][\mathrm{mm}], \text { increment }=7.5[\mathrm{~mm}]  \tag{33}\\
Y_{E i}=Y_{C}+R_{C} \sin (\alpha) & H_{C} \in[-75,0][\mathrm{mm}], \text { increment }=15[\mathrm{~mm}] \\
Z_{E i}=H_{C} & \alpha \in[0,360]\left[\left[^{\circ}\right], \text { increment }=10\left[{ }^{\circ}\right]\right. \\
\psi_{i}=\psi & \psi, \theta, \varphi \in[-20,20]\left[{ }^{\circ}\right], \text { increment }=2.5\left[{ }^{\circ}\right] \\
\theta_{i}=\theta & \\
\varphi_{i}=\varphi &
\end{array}\right.
$$

where $E_{i}$ represents the $i$ th mobile platform configuration within the operational workspace. WS_DATA contained approximately 9.78 million unique sets of mobile platform coordinates (a better resolution was not achievable due to computation power limitations). Figure 14 illustrates the point cloud defining the discrete operational workspace (only in Cartesian coordinates).


Figure 14. The generated discrete workspace (WS_DATA) for the SILS robotic systems (only the Cartesian coordinates): (a) isometric view; (b) Z axis view.

- The input intervals L for the geometric parameters for the 6-DOF SILS robot where:

$$
\begin{align*}
& l_{1} \in[140,200][\mathrm{mm}], l_{2} \in[350,600][\mathrm{mm}], l_{3} \in[200,350][\mathrm{mm}], l_{4} \in[200,350][\mathrm{mm}],  \tag{34}\\
& l_{p} \in[200,250][\mathrm{mm}], L_{H} \in[500,600][\mathrm{mm}], L_{V} \in[200,600][\mathrm{mm}]
\end{align*}
$$

Furthermore, the CYL intervals were:

$$
\begin{equation*}
R \in[0,75][\mathrm{mm}], H \in[-75,0][\mathrm{mm}], \alpha \in[0,360]\left[{ }^{\circ}\right] \tag{35}
\end{equation*}
$$

and the ANG intervals:

$$
\begin{equation*}
\psi \in[-20,20]\left[{ }^{\circ}\right], \theta \in[-20,20]\left[{ }^{\circ}\right], \varphi \in[-20,20]\left[{ }^{\circ}\right] \tag{36}
\end{equation*}
$$

- The objective functions OBJ to be minimized (to reduce the size of the robot for a given operational workspace) and the constraints $C$ were:

$$
\begin{align*}
\mathrm{OBJ} & =\left[l_{p}, L_{H}, L_{V}, l_{1}, l_{2}, l_{3}, l_{4}\right], \\
\mathrm{C} & =\left[X_{E}, Y_{E}, Z_{E}, h_{1}, h_{2}, h_{3}, h_{4}, h_{5}, h_{6}\right] \tag{37}
\end{align*}
$$

where $h_{i}(i=1, \ldots, 6)$ are due to Equation (5):

$$
\left\{\begin{array}{l}
h_{1}: \frac{1}{l_{1}+l_{2}}\left[\left(l_{1}+l_{2}\right) q_{2}-2 l_{1} \sqrt{-X_{S 1}^{2}-Y_{S 1}^{2}+\left(l_{1}+l_{2}\right)^{2}}\right]-q_{1}=0  \tag{38}\\
h_{2}: \sqrt{\left(l_{1}+l_{2}\right)^{2}-X_{S 1}^{2}-Y_{S 1}^{2}+Z_{S 1}-q_{2}=0} \\
h_{3}: \frac{1}{l_{1}+l_{3}}\left[\left(l_{1}+l_{3}\right) q_{4}+2 l_{1} \sqrt{-X_{S 2}^{2}+\left(l_{1}+l_{3}\right)^{2}-\left(L_{V}-Z_{S 2}\right)^{2}}\right]-q_{3}=0 \\
h_{4}: Y_{S 2}-\sqrt{\left(l_{1}+l_{3}\right)^{2}-X_{S 2}^{2}-\left(L_{V}-Z_{S 2}\right)^{2}}-q_{4}=0 \\
h_{5}: \frac{1}{l_{1}+l_{4}}\left[\left(l_{1}+l_{4}\right) q_{6}-2 l_{1} \sqrt{-X_{S 3}^{2}+\left(l_{1}+l_{4}\right)^{2}-\left(L_{H}-Y_{S 3}\right)^{2}}\right]-q_{5}=0 \\
h_{6}: \sqrt{\left(l_{1}+l_{4}\right)^{2}-X_{S 3}^{2}-\left(L_{H}-Y_{S 3}\right)^{2}}+Z_{S 3}-q_{6}=0
\end{array}\right.
$$

and:

$$
\begin{align*}
& X_{E}=X_{C}+R \cos (\beta), \\
& Y_{E}=Y_{C}+R \sin (\beta),  \tag{39}\\
& Z_{E}=H
\end{align*}
$$

- The gamultiobj function was iterated 200 times with the defined parameters, and with each iteration, the data were saved within the solution set SOLS. The gamultiobj function uses random number generators, and multiple iterations ensured that the optimized solution set spanned the "entire" operational workspace. The hypothesis is that the large number of solutions that spanned the entire operational workspace led to a better probability of finding feasible solutions (that are tested with the WS_DATA) in the next step. The set SOLS(m) ( $\mathrm{m}=1, \ldots, 28,568$ ) includes numerical values for the mobile platform coordinates, the geometric parameters, and the active joints. Figure 15 illustrates a point cloud based on the Cartesian coordinates within $\operatorname{SOLS}(\mathrm{m})(\mathrm{m}=1, \ldots, 28,568)$, whereas Figure 16 illustrates the distribution of $\operatorname{SOLS}(\mathrm{m})(\mathrm{m}=1$, ... 28,568 ) with respect to the mobile platform coordinates.
- A subset $\operatorname{SOL}(k)(k=1, \ldots, 931)$ was selected from $\operatorname{SOLS}(m)(m=1, \ldots, 28,568)$ which yield real values for $q_{i}(i=1, \ldots, 6)$ for all mobile platform coordinates in WS_DATA. Furthermore, the ranges Q_RANGE $(k)$ for $q_{i}(i=1, \ldots, 6)$ of each solution the subset SOL $(k)$ were evaluated to determine which solutions yield feasible mechanisms (where, e.g., the actuation axes do not cross). For the viable solutions $\operatorname{FINAL}(h)(h=1, \ldots, 9)$, the GCI was computed for the WS_DATA. Table 1 shows the resulting feasible solutions $(\operatorname{FINAL}(h))$ for the geometric parameters of the 6-DOF parallel robot for SILS.
- The design solution was Sol. no. 1 from Table 1, not because it has the best value for $\mathrm{GCI}_{\mathrm{a}}$, but because it shows a "good" compromise between the footprint (e.g., $L_{H}$ ) and the computed $\mathrm{GCI}_{\mathrm{a}}$ index (it ranks third with respect to $L_{H}$ and first with respect to $\mathrm{GCI}_{\mathrm{a}}$ ). Table 2 shows the ranges of the active joins for the selected design solution.


Figure 15. Point cloud spanned by the solution set $\operatorname{SOLS}(m)(m=1, \ldots, 28,568)$ : (a) isometric view; (b) $Z$ axis view.


Figure 16. Mobile platform coordinates distribution density for the solution set $\operatorname{SOLS}(\mathrm{m})(\mathrm{m}=1, \ldots, 28,568)$.
Table 1. Results from the geometric optimization algorithm.

| Sol. <br> No. | $\boldsymbol{l}_{\boldsymbol{p}}$ <br> $[\mathrm{mm}]$ | $\boldsymbol{L}_{\boldsymbol{H}}$ <br> $[\mathrm{mm}]$ | $\boldsymbol{L}_{V}$ <br> $[\mathrm{~mm}]$ | $\boldsymbol{l}_{\mathbf{1}}$ <br> $[\mathrm{mm}]$ | $\boldsymbol{l}_{\mathbf{2}}$ <br> $[\mathbf{m m}]$ | $\boldsymbol{l}_{\mathbf{3}}$ <br> $[\mathbf{m m}]$ | $\boldsymbol{l}_{\mathbf{4}}$ <br> $[\mathbf{m m}]$ | $\mathbf{G C I}_{\mathbf{a}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 215.25 | 558.86 | 237.03 | 158.57 | 596.12 | 283.74 | 342.68 | 0.192 |
| 2 | 215.51 | 599.99 | 206.68 | 156.04 | 552.89 | 269.82 | 328.02 | 0.188 |
| 3 | 211.56 | 575.65 | 237.92 | 178.22 | 480.05 | 349.99 | 326.12 | 0.175 |
| 4 | 222.53 | 580.55 | 238.12 | 173.55 | 576.46 | 283.69 | 314.10 | 0.180 |
| 5 | 232.36 | 546.54 | 228.56 | 155.83 | 536.28 | 291.79 | 328.11 | 0.157 |
| 6 | 214.9 | 506.28 | 231.16 | 155.45 | 501.26 | 282.31 | 312.53 | 0.156 |

Table 2. Active joints ranges for the design solution.

|  | $\boldsymbol{q}_{\mathbf{1}}[\mathrm{mm}]$ | $\boldsymbol{q}_{\mathbf{2}}[\mathrm{mm}]$ | $\boldsymbol{q}_{\mathbf{3}}[\mathrm{mm}]$ | $\boldsymbol{q}_{\mathbf{4}}[\mathrm{mm}]$ | $\boldsymbol{q}_{5}[\mathrm{~mm}]$ | $\boldsymbol{q}_{\mathbf{6}}[\mathrm{mm}]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\min$ | 38.2 | 179.6 | 197.8 | 6.8 | -60.8 | 80.4 |
| $\max$ | 347.5 | 592.1 | 476.6 | 398.8 | 193.2 | 465.2 |

Other authors used the NSGA-II algorithm [37] for multi-objective optimization problems (see, e.g., [38]) due to its computational efficiency and algorithm stability. Furthermore, there is no guarantee that the optimization algorithm used in this work yields a global optimum solution. However, based on multiple runs of the optimization algorithm (which yielded very similar results), the conclusion that the resulting design solutions are at least stable local ones is not implausible.

### 6.2. The Optimized Model of the 6-DOF Parallel Robot

Figure 17 shows the CAD model of the design solution of the 6-DOF parallel robot for SILS. Figure 17a shows the proposed relative position between the robotic system and the patient. Figure 17b shows the CAD model of the 6-DOF parallel robot with its actuators. The actuator positions are an initial concept that are subject to change in the later design stages based on the technical requirements and constraints.

(a)

(b)

Figure 17. CAD model of the optimized version of the parallel robotic system for SILS: (a) relative position between the robotic system and the patient; (b) the 6-DOF parallel robotic system for SILS.

### 6.3. The Singularities of the Optimized Model of the 6-DOF Parallel Robot

The output singularities for the optimized model were studied by slicing the 6 -dimensional (singular) configuration hyperspace, i.e., the numerical values for the angles $\psi, \theta$, and $\varphi$ were substituted into the singularity factor $F$ (Equation (A1)—Appendix A), and the implicit surfaces (for $X_{E}, Y_{E}$, and $Z_{E}$ ) were plotted in Cartesian space.

Figure 18a illustrates the implicit surfaces for the given values of angles $\psi, \theta$ and $\varphi$ within the interval [-20,20] [ ${ }^{\circ}$ ] using an increment of $2^{\circ}$. Note that not all orientations defined by $\psi, \theta$, and $\varphi$ were associated with a color, but rather only the $\psi$ angle was used in the surface color definition to avoid using a large number for surface colors ( 9261 colors were needed if each surface was assigned with a color). One important note is that no singularity surface intersects the operational workspace cylinder. Furthermore, these surfaces describe the output singularities without considering the inverse kinematic model. A second computation was made by considering the inverse kinematic model, i.e., the points on the surface were checked to yield real solutions for $\left\{q_{1}, q_{2}, q_{3}, q_{4}, q_{5}, q_{6}\right\}$, and are also within the intervals defined in Table 2. Figure 18b illustrates the results of this computation as implicit singularity surfaces. These surfaces show roughly where a singularity may occur for the 6-DOF parallel robot for SILS.


Figure 18. Output singularity surfaces: (a) without the inverse kinematic model constraints; (b) with the inverse kinematic model constraints.

Some specific singularity surfaces (arbitrarily chosen) are presented next for better detail. Figure 19 shows the surface for the angle values $\{\psi=0, \theta=0, \varphi=0\}\left[{ }^{\circ}\right]$, illustrating both the output singularity surface (Figure 19a) and the surface which degenerates after applying the inverse kinematic model constraints (Figure 19b). Figure 20 illustrates a possible singular configuration for the surface presented in Figure 19b (which is an output singularity of Case 5). Figures 21 and 22 show the surfaces for the angle values $\{\psi=20, \theta=0, \varphi=0\}\left[^{\circ}\right]$ and $\{\psi=20, \theta=20, \varphi=20\}\left[{ }^{\circ}\right]$, respectively.

Following the singularity analysis for the optimized model, a conjecture was proposed: Even though there exist output singularities in the robot workspace, there are none in the operational workspace. Based on this, the factor $F$ (Equation (A1)—Appendix A) must be implemented in the robot control as an avoidance function to (i) avoid losing robot control in the positioning stage (when the robot positions the surgical instruments at the insertion points) and (ii) to avoid damaging the robot (e.g., in homing sequences or laboratory tests). Factor $F$ can be implemented in the robot Programable Logic Controller (PLC) in the motion control functions and tested during the robot motion sequences, when (ideally) $F$ becomes zero or (more often) changes its sign between two consecutive points if a singular pose is reached and the robot will stop. As these cases can appear only outside the operational workspace, when the instruments are not inserted in the body, the user can then move the robot using an alternative trajectory. When a Point to Point (PTP) algorithm is used, the entire trajectory can be checked before the actual robot motion and validated (using the $F$ factor value as discussed before).


Figure 19. Output singularity surface for $\{\psi=0, \theta=0, \varphi=0\}\left[{ }^{\circ}\right]$ : (a) without the inverse kinematic model constraints; (b) with the inverse kinematic model constraints.


Figure 20. Output singularity configuration for the angle values $\{\psi=0, \theta=0, \varphi=0\}$.


Figure 21. Output singularity surface for $\{\psi=20, \theta=0, \varphi=0\}\left[{ }^{\circ}\right]$ : (a) without the inverse kinematic model constraints; (b) with the inverse kinematic model constraints.


Figure 22. Output singularity surface for $\{\psi=20, \theta=20, \varphi=20\}\left[{ }^{\circ}\right]$ : (a) without the inverse kinematic model constraints; (b) with the inverse kinematic model constraints.

### 6.4. Numerical Simulations

The kinematic models of the 6-DOF parallel robot for SILS (the 3-R-PRR-PRS parallel robot) were derived in [27]. Considering the inverse kinematic models:

$$
\begin{align*}
& \dot{\mathbf{Q}}=-\mathbf{B}^{-1} \cdot \mathbf{A} \cdot \dot{\mathbf{X}} \\
& \ddot{\mathbf{Q}}=-\mathbf{B}^{-1} \cdot(\dot{\mathbf{A}} \cdot \dot{\mathbf{X}}+\mathbf{A} \cdot \ddot{\mathbf{X}}+\dot{\mathbf{B}} \cdot \dot{\mathbf{Q}}) \tag{40}
\end{align*}
$$

With the Jacobian matrices, $\mathbf{A}$ and $\mathbf{B}$, computed from Equation (7) and the inverse geometric model from Equation (5). An input trajectory was provided for the mobile platform coordinates and their velocity $\dot{\mathbf{Q}}$ and acceleration $\ddot{\mathbf{Q}}$ vectors, respectively. The trajectory was defined as a sequence of motions in accordance with the medical protocol:
$>\quad$ Stage 1 (align the medical instruments with the insertion points): linear motions from point $E_{1}\left[X_{1}=300, Y_{1}=400, Z_{1}=20, \psi_{1}=0, \theta_{1}=0, \psi_{1}=0\right]\left[\mathrm{mm},^{\circ}\right]$ to point $E_{2}\left[X_{2}=350, Y_{2}=410\right.$, $\left.Z_{2}=0, \psi_{2}=0, \theta_{2}=0, \psi_{2}=0\right]\left[\mathrm{mm},{ }^{\circ}\right]$, with maximum velocity $\mathrm{v}_{-} \max =10 \mathrm{~mm} / \mathrm{s}$ and maximum acceleration a_max $=5 \mathrm{~mm} / \mathrm{s}^{2}$;
$>$ Stage 2 (insert the instruments-the mobile platform positions the orientation platform RCM's at the insertion points): linear motions from point $E_{2}\left[X_{2}=340, Y_{2}=410, Z_{2}=0, \psi_{2}=0, \theta_{2}=0\right.$, $\left.\psi_{2}=0\right]\left[\mathrm{mm},{ }^{\circ}\right]$ to point $E_{3}\left[X_{3}=350, Y_{3}=410, Z_{3}=-50, \psi_{3}=0, \theta_{3}=0, \psi_{3}=0\right]\left[\mathrm{mm},{ }^{\circ}\right]$, with maximum velocity $\mathrm{v} \_$_max $=10 \mathrm{~mm} / \mathrm{s}$ and maximum acceleration $\mathrm{a}_{\text {_max }}=5 \mathrm{~mm} / \mathrm{s}^{2}$;
$>$ Stage 3 (reorient the mobile platform): orientation motions from point $E_{3}\left[X_{3}=350, Y_{3}=410\right.$, $\left.Z_{3}=-50, \psi_{3}=0, \theta_{3}=0, \psi_{3}=0\right]\left[\mathrm{mm},^{\circ}\right]$ to point $E_{4}\left[X_{4}=350, Y_{4}=410, Z_{4}=-50, \psi_{4}=0, \theta_{4}=10\right.$, $\left.\psi_{4}=20\right]\left[\mathrm{mm},{ }^{\circ}\right]$, with maximum $v$ max $=4^{\circ} / \mathrm{s}$ and maximum acceleration $\mathrm{a}_{-} \max =2^{\circ} / \mathrm{s}^{2}$.
Figure 23 shows the time-dependent diagrams for the input trajectories, whereas Figure 24 shows the time-dependent diagrams for the active joints (computed via the inverse kinematic models). The results show no spikes and large (inadequate) values in the velocity and acceleration fields (which represents advantages in the further design stages when actuators must be chosen) and no violation of the active joint boundaries shown in Table 2.


Figure 23. Time history diagrams of the input trajectory (position-green, velocity-blue, accelerations-red).


Figure 24. Time history diagrams of the active joints (position—green, velocity—blue, accelerations—red).

## 7. Conclusions

This paper presented a singularity analysis using the vanishing points of the determinants of the Jacobian matrices and the geometric optimization of a 6-DOF parallel robot for SILS. Numerical analysis for the singularities, where slices of the 6-dimensional singularity hyperspace were studied for imposed orientation angles (correlated with the SILS task), showed that no singularity surface intersects the cylindrical operational workspace. The conjecture is that there are no singularities in the operational workspace (within the boundary of the maximum orientation values for the SILS task). However, the numerical analysis of the singularities also showed that there exist singularity configurations outside the operational workspace. Consequently, the singularity factor (of det(A)) must be implemented in the robotic system control to avoid these configurations. Numerical simulations based on the optimized parallel robot for SILS were performed to validate the proposed solution for the medical task.

Further work is intended for the next development stages of the robotic system, such as designing (prototyping and CAD design), simulating (motion simulations and finite element analysis), and testing the experimental model in laboratory medically-relevant conditions.
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## Appendix A

```
\(F=24 X_{E}^{3} \mathrm{c}_{\psi}^{2} \mathrm{c}_{\varphi}^{2} \mathrm{~s}_{\theta}+12 X_{E} Y_{E}^{2} \mathrm{c}_{\psi}^{2} \mathrm{~s}_{\theta}+12 X_{E} Y_{E}^{2} \mathrm{c}_{\varphi}^{2} \mathrm{~s}_{\theta}-12 L_{H} X_{E}^{2} \mathrm{c}_{\varphi} \mathrm{s}_{\varphi}+24 X_{E}^{2} Y_{E} \mathrm{c}_{\varphi} \mathrm{s}_{\varphi}-12 X_{E}^{3} \mathrm{c}_{\psi}^{2} \mathrm{~s}_{\theta}-12 X_{E}^{3} \mathrm{c}_{\varphi}^{2} \mathrm{~s}_{\theta}+12 X_{E}^{3} \mathrm{~s}_{\theta}\)
    \(+24 X_{E}^{3} \mathrm{c}_{\varphi} \mathrm{s}_{\varphi} \mathrm{c}_{\psi} \mathrm{s}_{\psi}-12 X_{E}^{2} Y_{E} \mathrm{c}_{\theta}^{2} \mathrm{c}_{\varphi} \mathrm{s}_{\varphi}-12 L_{H} X_{E} Y_{E} \mathrm{c}_{\psi}^{2} \mathrm{~s}_{\theta}+12 L_{H} X_{E}^{2} \mathrm{c}_{\psi} \mathrm{s}_{\psi} \mathrm{s}_{\theta}-12 L_{H} X_{E} Y_{E} \mathrm{c}_{\varphi}^{2} \mathrm{~s}_{\theta}-24 X_{E}^{2} Y_{E} \mathrm{c}_{\psi} \mathrm{s}_{\psi} \mathrm{s}_{\theta}\)
    \(+2 l_{p}^{2} L_{V} \mathrm{c}_{\theta}^{3} \mathrm{c}_{\varphi}^{2} \mathrm{c}_{\psi}-2 l_{p}^{2} \mathrm{Z}_{E} \mathrm{c}_{\theta}^{3} \mathrm{c}_{\varphi}^{2} \mathrm{c}_{\psi}-24 X_{E} Y_{E}^{2} \mathrm{c}_{\psi}^{2} \mathrm{c}_{\varphi}^{2} \mathrm{~s}_{\theta}+3 l_{p} L_{H} L_{V} \mathrm{c}_{\varphi}^{3} \mathrm{c}_{\theta}+24 L_{H} X_{E}^{2} \mathrm{c}_{\psi}^{2} \mathrm{c}_{\varphi} \mathrm{s}_{\varphi}-3 l_{p} L_{H} Z_{E} \mathrm{c}_{\varphi}^{3} \mathrm{c}_{\theta}+6 L_{H} X_{E}^{2} \mathrm{c}_{\theta}^{2} \mathrm{c}_{\varphi} \mathrm{s}_{\varphi}\)
    \(-12 L_{V} X_{E}^{2} \mathrm{c}_{\varphi}^{2} \mathrm{c}_{\psi} \mathrm{c}_{\theta}-48 X_{E}^{2} Y_{E} \mathrm{c}_{\psi}^{2} \mathrm{c}_{\theta} \mathrm{s}_{\theta}+12 X_{E}^{2} \mathrm{Z}_{E} \mathrm{c}_{\varphi}^{2} \mathrm{c}_{\psi} \mathrm{c}_{\theta}+4 \sqrt{3} l_{p} L_{H} Y_{E} \mathrm{c}_{\theta}^{3} \mathrm{c}_{\psi}^{2} \mathrm{~s}_{\psi} \mathrm{c}_{\varphi}+2 \sqrt{3} l_{p} L_{H} L_{V} \mathrm{c}_{\psi}^{2} \mathrm{c}_{\theta}^{2} \mathrm{~s}_{\theta} \mathrm{s}_{\varphi}\)
    \(+8 \sqrt{3} l_{p} L_{H} X_{E} \mathrm{c}_{\psi}^{2} \mathrm{c}_{\varphi}^{2} \mathrm{~s}_{\psi} \mathrm{c}_{\theta} \mathrm{s}_{\theta}-2 \sqrt{3} l_{p} L_{H} Z_{E} \mathrm{c}_{\psi}^{2} \mathrm{c}_{\theta}^{2} \mathrm{~s}_{\theta} \mathrm{c}_{\varphi} \mathrm{s}_{\varphi}-4 \sqrt{3} l_{p} L_{V} Y_{E} \mathrm{c}_{\psi}^{2} \mathrm{c}_{\theta}^{2} \mathrm{~s}_{\theta} \mathrm{c}_{\varphi} \mathrm{s}_{\varphi}-4 \sqrt{3} l_{p} X_{E}^{2} \mathrm{c}_{\psi} \mathrm{c}_{\theta} \mathrm{s}_{\theta}-\sqrt{3} l_{p}^{2} L_{H} \mathrm{c}_{\varphi}^{3} \mathrm{c}_{\theta} \mathrm{s}_{\theta}\)
    \(+4 \sqrt{3} l_{p} X_{E}^{2} \mathrm{c}_{\psi}^{3} \mathrm{c}_{\theta} \mathrm{s}_{\theta}-4 \sqrt{3} l_{p} Y_{E}^{2} \mathrm{c}_{\psi}^{3} \mathrm{c}_{\theta} \mathrm{s}_{\theta}-2 \sqrt{3} l_{p} L_{V} X_{E} \mathrm{c}_{\varphi}^{2} \mathrm{c}_{\theta}^{2}+2 \sqrt{3} X_{E} Z_{E} \mathrm{c}_{\varphi}^{2} \mathrm{c}_{\theta}^{2}+6 \sqrt{3} L_{H} X_{E}^{2} \mathrm{c}_{\varphi} \mathrm{c}_{\theta} \mathrm{s}_{\theta}-\sqrt{3} l_{p} L_{H} X_{E} \mathrm{c}_{\varphi}^{2} \mathrm{~s}_{\psi} \mathrm{c}_{\theta} \mathrm{s}_{\theta}\)
    \(+8 \sqrt{3} l_{p} X_{E} Y_{E} \mathrm{c}_{\psi}^{2} \mathrm{~s}_{\psi} \mathrm{c}_{\theta} \mathrm{s}_{\theta}+2 \sqrt{3} l_{p} X_{E} Y_{E} \mathrm{c}_{\varphi}^{2} \mathrm{~s}_{\psi} \mathrm{c}_{\theta} \mathrm{s}_{\theta}+5 \sqrt{3} l_{p} L_{H} X_{E} \mathrm{c}_{\psi} \mathrm{c}_{\theta} \mathrm{c}_{\varphi} \mathrm{s}_{\varphi}+2 \sqrt{3} l_{p}^{2} L_{H} \mathrm{c}_{\varphi}^{2} \mathrm{~s}_{\varphi} \mathrm{c}_{\psi} \mathrm{s}_{\psi} \mathrm{c}_{\theta}-2 \sqrt{3} l_{p} L_{H} X_{E} \mathrm{c}_{\theta}^{3} \mathrm{c}_{\psi} \mathrm{c}_{\varphi} \mathrm{s}_{\varphi}\)
    \(+4 \sqrt{3} l_{p} L_{V} Y_{E} \mathrm{c}_{\varphi}^{2} \mathrm{c}_{\theta}^{2} \mathrm{c}_{\psi} \mathrm{s}_{\psi}+16 \sqrt{3} l_{p} X_{E} Y_{E} \mathrm{c}_{\psi}^{3} \mathrm{c}_{\theta} \mathrm{c}_{\varphi} \mathrm{s}_{\varphi}-8 \sqrt{3} l_{p} X_{E}^{2} \mathrm{c}_{\psi}^{2} \mathrm{c}_{\theta} \mathrm{s}_{\theta} \mathrm{c}_{\varphi} \mathrm{s}_{\psi}+8 \sqrt{3} l_{p} Y_{E}^{2} \mathrm{c}_{\psi}^{2} \mathrm{c}_{\theta} \mathrm{s}_{\theta} \mathrm{c}_{\varphi} \mathrm{s}_{\psi}-4 \sqrt{3} l_{p} X_{E} Z_{E} \mathrm{c}_{\varphi}^{2} \mathrm{c}_{\theta}^{2} \mathrm{c}_{\psi} \mathrm{s}_{\psi}\)
    \(+4 \sqrt{3} l_{p} X_{E} Y_{E} \mathrm{c}_{\theta}^{3} \mathrm{c}_{\psi} \mathrm{c}_{\varphi} \mathrm{s}_{\varphi}-4 \sqrt{3} l_{p} L_{H} X_{E} \mathrm{c}_{\psi}^{2} \mathrm{~s}_{\psi} \mathrm{c}_{\theta} \mathrm{s}_{\theta}-10 \sqrt{3} l_{p} X_{E} Y_{E} \mathrm{c}_{\psi} \mathrm{c}_{\theta} \mathrm{c}_{\varphi} \mathrm{s}_{\varphi}+4 \sqrt{3} l_{p} L_{H} X_{E} \mathrm{c}_{\psi}^{3} \mathrm{c}_{\theta}^{3} \mathrm{c}_{\varphi} \mathrm{s}_{\varphi}-\sqrt{3} l_{p}^{2} L_{H} \mathrm{c}_{\theta}^{3} \mathrm{c}_{\varphi}^{2} \mathrm{~s}_{\varphi} \mathrm{c}_{\psi} \mathrm{s}_{\psi}\)
    \(-4 \sqrt{3} l_{p} Y_{E}^{2} \mathrm{c}_{\theta}^{3} \mathrm{c}_{\psi}^{2} \mathrm{~s}_{\psi} \mathrm{c}_{\varphi} \mathrm{s}_{\varphi}-8 \sqrt{3} l_{p} L_{H} Y_{E} \mathrm{c}_{\psi}^{3} \mathrm{c}_{\varphi}^{2} \mathrm{c}_{\theta} \mathrm{s}_{\theta}-2 \sqrt{3} l_{p} L_{H} L_{V} \mathrm{c}_{\varphi}^{2} \mathrm{c}_{\theta}^{2} \mathrm{c}_{\psi} \mathrm{s}_{\psi}-8 \sqrt{3} l_{p} L_{H} X_{E} \mathrm{c}_{\psi}^{3} \mathrm{c}_{\theta} \mathrm{c}_{\varphi} \mathrm{s}_{\varphi}+2 \sqrt{3} l_{p} L_{H} Z_{E} \mathrm{c}_{\varphi}^{2} \mathrm{c}_{\theta}^{2} \mathrm{c}_{\psi} \mathrm{s}_{\psi}\)
    \(+4 \sqrt{3} l_{p} L_{H} Y_{E} \mathrm{c}_{\varphi}^{2} \mathrm{c}_{\psi} \mathrm{c}_{\theta} \mathrm{s}_{\theta}+4 \sqrt{3} l_{p} L_{V} X_{E} \mathrm{c}_{\theta}^{2} \mathrm{~s}_{\theta} \mathrm{c}_{\varphi} \mathrm{s}_{\varphi} \mathrm{c}_{\psi} \mathrm{s}_{\psi}-4 \sqrt{3} l_{p} X_{E} Z_{E} \mathrm{c}_{\theta}^{2} \mathrm{~s}_{\theta} \mathrm{c}_{\varphi} \mathrm{s}_{\varphi} \mathrm{c}_{\psi} \mathrm{s}_{\psi}+4 \sqrt{3} l_{p} L_{V} X_{E} \mathrm{c}_{\psi}^{2} \mathrm{c}_{\varphi}^{2} \mathrm{c}_{\theta}^{2}\)
    \(-4 \sqrt{3} l_{p} X_{E} Z_{E} \mathrm{c}_{\psi}^{2} \mathrm{c}_{\varphi}^{2} \mathrm{c}_{\theta}^{2}+4 \sqrt{3} l_{p} L_{H} Y_{E} \mathrm{c}_{\psi}^{3} \mathrm{c}_{\theta} \mathrm{s}_{\theta}-\sqrt{3} l_{p}^{2} L_{H} \mathrm{c}_{\psi}^{2} \mathrm{c}_{\varphi} \mathrm{c}_{\theta} \mathrm{s}_{\theta}+6 \sqrt{3} l_{p} X_{E}^{2} \mathrm{c}_{\varphi}^{2} \mathrm{c}_{\psi} \mathrm{c}_{\theta} \mathrm{s}_{\theta}-4 \sqrt{3} l_{p} Y_{E}^{2} \mathrm{c}_{\varphi}^{2} \mathrm{c}_{\psi} \mathrm{c}_{\theta} \mathrm{s}_{\theta}\)
    \(-6 \sqrt{3} L_{H} L_{V} X_{E} \mathrm{c}_{\theta}^{2} \mathrm{c}_{\psi} \mathrm{c}_{\varphi}+6 \sqrt{3} L_{H} X_{E} Z_{E} \mathrm{c}_{\theta}^{2} \mathrm{c}_{\psi} \mathrm{c}_{\varphi}+2 \sqrt{3} l_{p} X_{E}^{2} \mathrm{c}_{\psi} \mathrm{c}_{\theta} \mathrm{c}_{\varphi} \mathrm{s}_{\varphi}+2 \sqrt{3} l_{p}^{2} L_{H} \mathrm{c}_{\varphi}^{3} \mathrm{c}_{\psi}^{2} \mathrm{c}_{\theta} \mathrm{s}_{\theta}-8 \sqrt{3} l_{p} X_{E}^{2} \mathrm{c}_{\psi}^{3} \mathrm{c}_{\varphi}^{2} \mathrm{c}_{\theta} \mathrm{s}_{\theta}\)
    \(+8 \sqrt{3} l_{p} Y_{E}^{2} \mathrm{c}_{\psi}^{3} \mathrm{c}_{\varphi}^{2} \mathrm{c}_{\theta} \mathrm{s}_{\theta}-16 \sqrt{3} l_{p} X_{E} Y_{E} \mathrm{c}_{\psi}^{2} \mathrm{c}_{\varphi}^{2} \mathrm{~s}_{\psi} \mathrm{c}_{\theta} \mathrm{s}_{\theta}+4 \sqrt{3} l_{p} Y_{E} Z_{E} \mathrm{c}_{\psi}^{2} \mathrm{c}_{\theta}^{2} \mathrm{c}_{\varphi} \mathrm{s}_{\varphi} \mathrm{s}_{\theta}-8 \sqrt{3} l_{p} L_{H} Y_{E} \mathrm{c}_{\psi}^{2} \mathrm{~s}_{\psi} \mathrm{c}_{\varphi} \mathrm{c}_{\theta} \mathrm{s}_{\theta}-6 l_{p} L_{H} L_{V} \mathrm{c}_{\varphi}^{2} \mathrm{~s}_{\varphi} \mathrm{c}_{\psi} \mathrm{s}_{\psi} \mathrm{c}_{\theta} \mathrm{s}_{\theta}\)
    \(+6 l_{p} L_{H} Z_{E} \mathrm{c}_{\varphi}^{2} \mathrm{~s}_{\varphi} \mathrm{c}_{\psi} \mathrm{s}_{\psi} \mathrm{c}_{\theta} \mathrm{s}_{\theta}+3 l_{p} L_{H} L_{V} \mathrm{c}_{\varphi}^{3} \mathrm{c}_{\theta}^{3} \mathrm{c}_{\psi}^{2}-3 l_{p} L_{H} \mathrm{Z}_{E} \mathrm{c}_{\varphi}^{3} \mathrm{c}_{\theta}^{3} \mathrm{c}_{\psi}^{2}-2 l_{p}^{2} X_{E} \mathrm{c}_{\varphi}^{2} \mathrm{c}_{\theta}^{2} \mathrm{c}_{\psi}^{2} \mathrm{~s}_{\theta}-6 l_{p} L_{H} L_{V} \mathrm{c}_{\varphi}^{3} \mathrm{c}_{\psi}^{2} \mathrm{c}_{\theta}-6 l_{p} L_{H} L_{V} \mathrm{c}_{\theta}^{3} \mathrm{c}_{\psi}^{2} \mathrm{c}_{\varphi}\)
    \(+6 l_{p} L_{H} Z_{E} \mathrm{c}_{\varphi}^{3} \mathrm{c}_{\psi}^{2} \mathrm{c}_{\theta}+6 l_{p} L_{H} Z_{E} \mathrm{c}_{\theta}^{3} \mathrm{c}_{\psi}^{2} \mathrm{c}_{\varphi}-12 L_{H} X_{E}^{2} \mathrm{c}_{\psi}^{2} \mathrm{c}_{\theta}^{2} \mathrm{c}_{\varphi} \mathrm{s}_{\varphi}-l_{p}^{2} L_{H} \mathrm{c}_{\psi}^{2} \mathrm{c}_{\theta}^{2} \mathrm{c}_{\varphi} \mathrm{s}_{\varphi}+24 X_{E}^{2} Y_{E} \mathrm{c}_{\psi}^{2} \mathrm{c}_{\theta}^{2} \mathrm{c}_{\varphi} \mathrm{s}_{\varphi}+2 l_{p}^{2} Y_{E} \mathrm{c}_{\psi}^{2} \mathrm{c}_{\theta}^{2} \mathrm{c}_{\varphi} \mathrm{s}_{\varphi}\)
    \(-12 X_{E}^{3} \mathrm{c}_{\theta}^{2} \mathrm{c}_{\psi} \mathrm{s}_{\psi} \mathrm{c}_{\varphi} \mathrm{s}_{\varphi}+24 L_{H} X_{E} Y_{E} \mathrm{c}_{\psi}^{2} \mathrm{c}_{\varphi}^{2} \mathrm{~s}_{\theta}-24 L_{H} X_{E}^{2} \mathrm{c}_{\varphi}^{2} \mathrm{~s}_{\theta} \mathrm{c}_{\psi} \mathrm{s}_{\psi}+48 X_{E}^{2} Y_{E} \mathrm{c}_{\varphi}^{2} \mathrm{~s}_{\theta} \mathrm{c}_{\psi} \mathrm{s}_{\psi}+3 l_{p} L_{H} L_{V} \mathrm{c}_{\psi}^{2} \mathrm{c}_{\varphi} \mathrm{c}_{\theta}+6 L_{H} L_{V} X_{E} \mathrm{c}_{\varphi}^{2} \mathrm{~s}_{\psi} \mathrm{c}_{\theta}\)
    \(-3 l_{p} L_{H} Z_{E} \mathrm{c}_{\psi}^{2} \mathrm{c}_{\varphi} \mathrm{c}_{\theta}-6 L_{H} X_{E} \mathrm{Z}_{E} \mathrm{c}_{\varphi}^{2} \mathrm{~s}_{\psi} \mathrm{c}_{\theta}-12 L_{V} X_{E} Y_{E} \mathrm{c}_{\varphi}^{2} \mathrm{~s}_{\psi} \mathrm{c}_{\theta}-24 X_{E} Y_{E}^{2} \mathrm{c}_{\psi} \mathrm{s}_{\psi} \mathrm{c}_{\theta} \mathrm{s}_{\theta}+12 X_{E} Y_{E} \mathrm{Z}_{E} \mathrm{c}_{\varphi}^{2} \mathrm{~s}_{\psi} \mathrm{c}_{\theta}-12 L_{V} X_{E}^{2} \mathrm{~s}_{\psi} \mathrm{c}_{\varphi} \mathrm{s}_{\varphi} \mathrm{c}_{\theta} \mathrm{s}_{\theta}\)
    \(+12 X_{E}^{2} Z_{E} \mathrm{~s}_{\psi} \mathrm{c}_{\varphi} \mathrm{s}_{\varphi} \mathrm{c}_{\theta} \mathrm{s}_{\theta}+24 L_{H} X_{E} Y_{E} \mathrm{c}_{\psi} \mathrm{s}_{\psi} \mathrm{c}_{\varphi} \mathrm{s}_{\varphi}-3 l_{p} L_{H} X_{E} \mathrm{c}_{\varphi}^{3} \mathrm{c}_{\theta}^{2} \mathrm{~s}_{\theta} \mathrm{s}_{\psi}+l_{p}^{2} L_{H} \mathrm{c}_{\varphi}^{2} \mathrm{c}_{\theta}^{2} \mathrm{~s}_{\theta} \mathrm{c}_{\psi} \mathrm{s}_{\psi}-2 l_{p}^{2} Y_{E} \mathrm{c}_{\varphi}^{2} \mathrm{c}_{\theta}^{2} \mathrm{~s}_{\theta} \mathrm{c}_{\psi} \mathrm{s}_{\psi}\)
    \(-3 l_{p} L_{H} X_{E} \mathrm{c}_{\theta}^{2} \mathrm{c}_{\varphi}^{2} \mathrm{~s}_{\varphi} \mathrm{s}_{\psi}+12 X_{E} Y_{E}^{2} \mathrm{c}_{\theta}^{2} \mathrm{c}_{\psi} \mathrm{s}_{\psi} \mathrm{c}_{\varphi} \mathrm{s}_{\varphi}-2 l_{p}^{2} X_{E} \mathrm{c}_{\theta}^{2} \mathrm{c}_{\psi} \mathrm{s}_{\psi} \mathrm{c}_{\varphi} \mathrm{s}_{\varphi}+6 l_{p} L_{H} X_{E} \mathrm{c}_{\theta}^{2} \mathrm{~s}_{\theta} \mathrm{c}_{\psi} \mathrm{c}_{\varphi}-12 L_{H} X_{E} Y_{E} \mathrm{c}_{\theta}^{2} \mathrm{c}_{\psi} \mathrm{s}_{\psi} \mathrm{c}_{\varphi} \mathrm{s}_{\varphi}\)
    \(-6 L_{H} L_{V} X_{E} \mathrm{c}_{\theta} \mathrm{s}_{\theta} \mathrm{c}_{\varphi} \mathrm{s}_{\varphi} \mathrm{c}_{\psi}+6 L_{H} X_{E} \mathrm{Z}_{E} \mathrm{c}_{\theta} \mathrm{s}_{\theta} \mathrm{c}_{\varphi} \mathrm{s}_{\varphi} \mathrm{c}_{\psi}+12 L_{V} X_{E} \Upsilon_{E} \mathrm{c}_{\theta} \mathrm{s}_{\theta} \mathrm{c}_{\varphi} \mathrm{s}_{\varphi} \mathrm{c}_{\psi}-12 X_{E} Y_{E} \mathrm{Z}_{E} \mathrm{c}_{\theta} \mathrm{s}_{\theta} \mathrm{c}_{\varphi} \mathrm{s}_{\varphi} \mathrm{c}_{\psi}\)
```
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