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Abstract: Transmission line fittings have been exposed to complex environments for a long time.
Due to the interference of haze and other environmental factors, it is often difficult for the camera to
obtain high quality on-site images, and the traditional image processing technology and convolution
neural networks find it difficult to effectively deal with the dense detection task of small targets with
occlusion interference. Therefore, an image processing method based on an improved dark channel
defogging algorithm, the fusion channel spatial attention mechanism, Vision Transformer, and the
GhostNet model compression method is proposed in this paper. Based on the global receptive field
of the saliency region capture and enhancement model, a small target detection network Double-
attention YOLO for complex environments is constructed. The experimental results show that
embedding a multi-head self-attention component into a convolutional neural network can help the
model to better interpret the multi-scale global semantic information of images. In this way, the
model learns more easily the distinguishable features in the image representation. Embedding an
attention mechanism module can make the neural network pay more attention to the salient region of
image. Dual attention fusion can balance the global and local characteristics of the model, to improve
the performance of model detection.

Keywords: transmission line connection fittings; multi-scale target detection; Vision Transformer;
image defogging technology; attention mechanism; model compression and optimization

1. Introduction

The power industry is an important pillar of the national economy. With the con-
tinuous expansion of the scale of the power grid, the number of power grid equipment
units under complex environments is also increasing day by day, which requires higher
requirements for the safety maintenance of power system equipment. The connecting
fittings of transmission lines have the characteristics of complex structure, small parts, and
difficult detection, which are exposed to complex natural environment all year round and
being under the influence of haze, rain, snow, light, wind erosion and other factors, the
rust phenomenon will appear. Significant rusting of metal will lead to parts falling off or
failure, which will bring security risks to the stability of transmission line operation. It can
be difficult for UAVs and line inspection robots to capture high-quality real-time images,
which makes it difficult for feature extraction during later image processing. Therefore, it is
helpful for fault diagnosis and early warning of problems in transmission lines to adopt
appropriate detection methods to obtain real-time status information for connecting fittings.

Convolution neural networks are the most widely used method in the field of target
detection. Target detection algorithms based on deep learning can be roughly divided into
two categories. The first is the two-stage detection algorithm represented by RCNN [1]
and Faster RCNN [2]. Wu et al. [3], by constructing a multi-task area recommendation
network to constrain ROI, made ROI the focus of a feature extraction network. Faster
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RCNN can improve its small-scale target detection ability. Mai et al. [4] used a multi-
classifier fusion strategy to improve the feature learning effect of the Fast RCNN model.
The second type involves the single-stage target detection algorithms represented by
the SSD [5] and YOLO [6,7] series. This method regards the target detection task as a
regression problem. The method is slightly lower than the two-stage detection algorithm
in detection accuracy, but its real-time performance is greatly improved. Lu et al. [8],
through the fusion of the SSD algorithm with two-way attention optimization, enhanced
the representation of network features, and improved the detection performance of multi-
scale targets. Ge et al. [9] proposed a lightweight model of the UW-YOLOv3 to solve the
problem of energy consumption and storage resource limitation calculation in underwater
application scenarios.

Transformer [10] is a network architecture that was first applied to machine translation
tasks in the NLP domain. In addition, it has improved the ability of the traditional parallel
task models, such as the RNN [11] and LSTM [12], to study the complexity of multiple tasks.
Subsequent research works, such as BERT [13,14] and GPT [15], were improved on this
basis, and several advanced indicators in NLP tasks were obtained. The great achievements
in NLP also promote researchers to explore the possibility of applying Transformer to
computer vision tasks. The research shows that Transformer plays a bridging role in the
unified modeling between NLP and CV. The most significant difference between the CNN
model and the Transformer model is the difference in the size of the receptive field; CNN is
a generic term for conventional convolution modules. The structure based on Transformer
relies on self-attention, which has advantages in capturing remote pixel information. The
ViT divides the input of the image into multiple patches, each patch represents a token
as the basic element of the Transformer input sequence. Although it pays more attention
to global information, it ignores the role of local patterns in image space, which makes it
difficult for the model to capture the spatial information within each patch. Convolutional
block attention models, such as CBAM [16], SENet [17], ECA [18], and AAM [19], can
effectively enhance the expression of feature objects in a complex background, and enhance
the saliency of the target to be detected. This makes up for the spatial local information
ignored by Transformer in the patch. The combination of the two models can significantly
improve the performance of the model for multi-scale complex background target detection.

The conventional convolution operation will produce a lot of unnecessary computa-
tional redundancy, which is not desired. Model compression and optimization can alleviate
the problem of large number of parameters and redundant calculation information of
a complex model. Paoletti et al. [20] used the combination of GhostNet and the CNN
based HSI classifier to reduce the computational cost of the model and achieved a high
performance index on a small number of hyperspectral imaging classification datasets.
Yue et al. [21] proposed a lightweight object detection model YOLO-GD (GhostNet and
depth convolution), which reduced the inference time per image from 207.92 ms to 32.75 ms
after lightweight processing. In addition, Du et al. [22] proposed a disaster prevention and
safety detection model for transmission lines based on YOLOv5S, which improved the
efficiency and detection accuracy of the original network by fusing BiFPN and GhostNet
structures. Yan et al. [23] used the improved fast RCNN network to locate the target in the
infrared image of a transmission line, which had high recognition accuracy.

This paper proposes a multi-model fusion method to improve the performance of
the hybrid model. YOLOv5 was used as the baseline model for the study. In this method,
the model Vision Transformer was added to the original YOLOv5 detection network to
explore the development potential of multi-head self-attention in multi-scale target de-
tection. First, Vision Transformer and GhostNet [24] were integrated into the backbone,
then linear computational complexity was used to compress the model and improve its
computational efficiency. At the same time, the global modeling ability of self-attention in
Vision Transformer was fully utilized to increase the receptive field of the model. Although
Vision Transformer reduces the input sequence information by converting images into
multiple patches, it can be deployed in the CV field. However, it also exposes the disadvan-
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tages of Transformer, as abandoning the traditional convolution operation will cause the
model to lose the ability to capture local details, and Transformer does not have an adaptive
local pattern to obtain the details of each patch. To solve this problem, we modified the
neck and head parts of YOLOv5. First, the original FPN + PAN [25,26] structure was
replaced by a more efficient BiFPN [27] structure, to enhance the ability of multi-scale
information fusion. Then the original neck of YOLOv5 was replaced by the structure of
Vision Transformer + CBAM. The addition of CBAM can effectively enhance the saliency
of the target to be detected in complex environment, to improve the ability of the model to
capture fine-grained information of the image. The proposed model can effectively balance
the dependence between global features and local spatial information.

The main contributions of this paper are as follows:
1. A haze removal algorithm for transmission line fittings based on image processing

was designed. This method enhances the resolution of the target to be detected in the origi-
nal image through improved dark channel haze removal technology, which can improve
the quality of the image collected outdoors and facilitate the application and deployment
of the target detection algorithm.

2. A Double-attention YOLO network model was proposed as a feature extraction
network. By fusing the hierarchical extraction of feature maps, it focuses on the region of
interest, enhances the global receptive field of the model, improves the semantic recognition
ability in complex detection tasks and reduces the feature confusion of the classification
model. It also has better robustness in dealing with problems such as target occlusion, noise
interference, and region offset.

3. For the first time, the structure of Vision Transformer was integrated into the
convolution structure of YOLOv5, which improved the understanding of the semantic
information of the graphics context of the original model to distinguish the feature represen-
tation of the model and enhance the global receptive field of the model on the feature map.

4. The attention mechanism module CBAM was introduced in the head of the model
to make the neural network pay more attention to the salient details of the region to
be detected.

5. The GhostNet model compression module was used to reduce the computational
redundancy generated by the neural network in the feature extraction process and the
model inference speed of the multi-target detection task of the transmission line connection
hardware was improved through cheap linear operations.

6. Based on the proposed target detection algorithm, a condition monitoring system
for transmission line fittings was developed to facilitate the application and deployment of
the model.

The remaining sections of this paper are arranged as follows: In the second section,
the relevant methods are analyzed theoretically. Section 2.1 is the introduction of hardware
system and model deployment. Section 2.2 is the theoretical analysis of complex scene
defogging algorithm based on improved dark channel prior. Section 2.3 is the introduction
of the Double-attention YOLO model structure. Section 2.4 proposes an anchors clus-
tering method based on improved K-means. The third section is the experimental part.
Section 3.1 is the application of the improved dark channel prior defogging algorithm in
this study. Section 3.2 is the anchors clustering method based on improved K-means and
the anchors clustering experiment optimized by genetic algorithm. Section 3.3 is the per-
formance verification experiment of the proposed Double-attention YOLO model and the
comparison experiment with other advanced methods. The fourth section is the conclusion
and summary.

2. The Proposed Theory
2.1. Hardware System and Model Deployment

The field deployment process of the proposed rust detection method for transmission
line fittings under complex environmental conditions based on Vision Transformer and the
image processing technology proposed in this paper is shown in Figure 1. This system can



Machines 2022, 10, 1002 4 of 30

collect information about the equipment status of UHV transmission lines in daytime and
can resist the interference of complex external factors such as rain, snow, haze, wind, and
earthquakes. First, the image acquisition device obtains the real-time status information for
the connecting fittings of the transmission line, and then transmits the collected information
to the ground equipment health monitoring center through the 4G communication wireless
network, sorts the data into various states and the different environments into batches,
and transmits them to the server for data preprocessing and enhancement. Finally, image
analysis and data training and testing of the target detection task are carried out with
relevant algorithms.
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To better adapt to various complex environmental conditions and resist external
disturbance, the system selects three kinds of acquisition equipment for the deployment
of the image acquisition device, as shown in Figure 2. First, is the inspection robot of the
transmission line (Figure 2a), which shuttles between transmission line poles and towers
with a ground wire as a running track, and high-definition cameras are installed at the
front end and bottom to collect images. Second, is a high-definition camera fixed on the
top of the tower (Figure 2b). This camera is an online monitoring device, which has the
advantages of a wide field of vision and high capture accuracy and can transmit the status
information of the transmission line connecting fittings in different environments in real
time. Third, is a patrol UAV (Figure 2c), which has the advantage of high flexibility through
manual control, and is suitable for fine detection of transmission line equipment with
potential risks. The hardware detection equipment is connected to the ground server base
station through a wireless communication module, thus forming the whole transmission
line online monitoring system.

Example onsite images collected by the online monitoring system are shown in
Figure 3, in which Figure 3a is a real time picture of a one-stage detection task. The
targets to be detected in Figure 3b are the internal information of connecting components
in Figure 3a, and there are six types of power transmission line fittings: U-Shackle (US),
Triangular yoke plate (TYP), Adjustment plate (ADP), Tension clamp (TEC), Clamp bolt
(CLB), Insulator (In). The figure shows all the kinds of information and position information
of the two-stage detection image.
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In addition, we integrate the overall algorithm design ideas and draw the overall
algorithm structure diagram as shown in Figure 4.
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Inspection of Figure 4 shows that the overall design of the algorithm is divided
into four parts, namely image acquisition and transmission, image defogging, connected
hardware target detection, online monitoring of the deployment of the system algorithm.
The image acquisition and transmission module are mainly completed by the system
hardware. The image defogging algorithm is divided into a defogging stage and an
image post-processing stage. The image post-processing stage improves the defogging
effect through a series of segmentation and edge detection methods. The two-stage object
detection algorithm is based on our proposed Double-attention YOLO model, which is
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the core module in the four stages of the whole algorithm. The last stage will output the
test results to the transmission line online monitoring system for unified deployment and
early warning. This completes the overall design of the whole rust detection method for
connection fittings or parts on transmission lines.

2.2. Fog Removal Algorithm for Complex Scenes Based on Improved Dark Channel Prior

Due to the influence of fog and haze, it can be difficult to detect a fault in transmission
line fittings by UAV or inspection robot. Therefore, it is necessary to correct the image by
designing an auxiliary defogging method that is suitable for these complex scenes before
the implementation of target detection algorithm.

In this paper, based on the improved dark channel prior criterion defogging algorithm,
the images of outdoor transmission lines collected by the equipment on foggy days were
defogged. The flow chart of the defogging algorithm is shown in Figure 5, where Figure 5a
shows the estimation of atmospheric light and transmittance, Figure 5b calculates the
dark channel for the down sampling process and Figure 5c is the boundary condition
restriction based on the radiation cube criterion. Figure 5 shows the overall flow chart of
defogging algorithm.
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The original dark channel defogging algorithm has obvious color distortion in the
recovery effect of the sky area. Therefore, we used the color attenuation prior method
to establish the scene depth model to eliminate this phenomenon, and estimated the
transmittance based on the scene depth model. The specific implementation process
shown in Figure 5 is as follows: first, the atmospheric physical model of light scattering
by suspended particles in the air is obtained, and the maximum value of the pixel set in
each channel of the RGB image is found to estimate atmospheric light. The transmittance is
obtained by the color attenuation prior method [28] and scene depth estimation. According
to the conversion relationship between RGB and HSV, the color space model is shown in
the Formula (1):

S(x) =
G(x)

max
c∈{r,g,b}

Ic(x)
, G(x) = max

c∈{r,g,b}
Ic(x)− min

c∈{r,g,b}
Ic(x) (1)

where S(x) is the saturation channel. If D(x) represents the depth of the scene, then G(x)
is negatively correlated with it d(x) = 1− G(x), I is the three dimensional color vector
in RGB, c ∈ {r, g, b} is the color channel index, and the expression of transmittance t′ is
shown in Formula (2):

t′ = e−ηd(x) = e−η[1−G(x)] (2)
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where η is the estimate parameters, it varies with the selection of images. The Formula (3)
is given as follows:

t′ = 1−ω min
y∈Ω(x)

( min
c∈(r,g,b)

Ic(y)
Ac ) (3)

where A is ambient light, ω is the image removal rate (ω = 0.95). The original dark channel
prior knowledge algorithm calculates the dark channel value for each pixel, which increases
the computational time cost of large-scale images. We find that the dark channel image has
a low spatial frequency, so we can use the image down sampling method (using 1 × 1 patch
instead of 15 × 15 patch) to calculate the dark channel, and then use interpolation to restore
it to its original size. Therefore, Formula (3) can be refined into Formula (5) by Formula (4):

TJ(x) = 1− λ

( min
c∈{r,g,b}

(Ic(x)
Ac
−min

x∈Ω
( min

c∈{r,g,b}
(Ic(x)

Ac
)))

(max
c∈Ω

( min
c∈{r,g,b}

( Ic(x)
Ac )−min

x∈Ω
( min

c∈{r,g,b}
(Ic(x)

Ac
)))

(4)

t′ = (1−ω min
c∈{r,g,b}

(
Ic(x)

Ac ))/TJ(x) (5)

where λ is the adjustment parameters of light TJ , Ω is the entire image, 1− λ ≤ TJ(x) ≤ 1
(λ = 0.5). The original defogging algorithm has limited ability to restore edge detail in-
formation and does not smooth the edge information of the restored image. This results
in the indiscriminate mixing of the restored image edge and non-edge information, thus
affecting the image restoration effect. In the process of transmission calculation, some edge
information will be lost when using down sampling. Therefore, the image boundary is
restricted and smoothed by the boundary constraint and Gaussian homomorphic filtering.
The boundary restriction based on the radiation cube criterion can reduce the complexity of
dark channel calculation and avoid the occurrence of ladder phenomenon B0 ≤ J(x) ≤ B1.
Through the atmospheric scattering model, we can get the boundary condition of transmit-
tance image as follows B0 ≤ boundary ≤ t′ ≤ B1, boundary is the boundary constraint of
the transmittance image. The solution of the boundary constraint is shown in Formula (6):

Boundary = min{ max
c∈{r,g,b}

(
Ac − Ic(x)
Ac − Bc

0(x)
,

Ac − Ic(x)
Ac − Bc

1(x)
)} (6)

According to Formula (6), B0 and B1 are the upper and lower boundaries of the scene
image, respectively. Constraints on I(x) observation intensity and J(x) scene brightness in a
certain range by boundary. When the scene scattering problem is alleviated, the equivalent
dark channel image with the ladder effect removed is obtained. After that, the boundary
condition of the image is determined by using the improved region detection operator
and the region detection rate. Then, the edge information of the transmittance image is
enhanced by Gaussian homomorphic filtering, and the internal information is smoothed.
The expression is shown in Formula (7):

H(u, v) = (aH − aL)[1− e(−c( D(u,v)
D0

)
2n
)
] + aL (7)

where H(u, v) is the transfer function of Gaussian filter, aH, aL is the gain coefficient of
high and low frequency, c is the sharpening constant, D(u, v) represents the distance of
frequency (u, v) to the filter center, D0 is the cutoff frequency, the edge region at the abrupt
change of depth of field is obviously enhanced by Gaussian homomorphic filtering.

To solve the halo phenomenon in the area with higher brightness after dark channel
processing, the γ function is used to modify the envelope curve of the gray histogram of
the transmission image. The correction function is shown in Formula (8):

h = t× f γ (8)
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where t is the amplitude proportional coefficient, c = 1 in this paper, f is the histogram
curve to be fitted, γ is the correction index, this paper takes γ = 0.5, 1.5, 2.5. Finally, the
haze free image is restored by atmospheric scattering model Jc(x) and the dark image is
adjusted by the tone adjustment function (9):

Jpc(x) =
0.01Ldmax

lg(Jc
max(x) + 1)

× ln(Jc(x) + 1)

ln(2 + 8[ Jc(x)
Jc
max(x) ]

ln a
ln 0.5 )

, c ∈ {r, g, b} (9)

where Jpc(x) is the output function after tone adjustment, Ldmax is the maximum brightness
value, A is the bias parameter, which is used to adjust the details of the dark area, Jc

max(x)
is the maximum pixel value of Jc(x).

2.3. Model Structure of Double-Attention YOLO

The overall network structure of the Double-attention YOLO model is composed
of a backbone and a head. Before the feature extraction of the backbone part, the data
enhancement operation is first performed by Maxup [29]. As shown in Figure 6, the
backbone part of the model is composed of the GhostNet bottleneck and a convolution
structure and then outputs to the Vision Transformer block and the SPPF layer. The function
of the GhostNet module is to reduce the redundancy of model calculation information
through linear operations to achieve model compression; the detailed structure will be
described in Section 2.3.3. The function of Vision Transformer block is to enhance the global
receptive field of the model on the feature map, capture more richer and stronger semantic
information for subsequent input, and its detailed structure and working principle will be
introduced in Section 2.3.1.
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The SPPF is a spatial pyramid pooling layer, which improves the multi-scale infor-
mation fusion ability of the model by transforming input features of different sizes into
vector information of specific dimensions. The specific structure of the SPPF is given on the
right side of Figure 6. The main structure of the SPPF is convolution and concat operation
of max pooling. The head’s network structure abandons the FPN + PAN structure of the
original YOLOv5 and uses the convolution output feature map down sampling to enhance
the receptive field. The CBP structure is CONV + BN + ReLU, and then through the BiFPN
feature, fusion structure, the input information of different sizes is fully extracted for fusion
operation. The model structure and working principle of the BiFPN will be introduced
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in Section 2.3.3. Finally, the multi-scale target recognition ability of the model will be
enhanced through the CBAM channel spatial attention mechanism module and the Vision
Transformer block. The working principle of the CBAM attention mechanism unit will be
introduced in Section 2.3.2. In the prediction end of the model, we use (1− IOU) and the
improved K-Means algorithm to get nine kinds of anchors of different sizes by clustering,
in which every three anchors of similar size are classified into a group, and the prediction
of large, medium, and small size are, respectively, predicted, the improved K-Means anchor
clustering process will be introduced in Section 2.4.

2.3.1. The Architecture of Vision Transformer

Compared with CNN, which is widely used in the CV field, Vision Transformer has
the advantage that there is no sign of saturation as the depth of model deepens and the size
of datasets increase. It can process any length of sequence information within the scope
of memory. In small and medium sized image recognition tasks, convolutional neural
networks, represented by ResNet are still the most advanced. The spatial locality and
two dimensional neighborhood features run through all network sublayers, while only
the MLP layer in ViT [30] has the above characteristics, and the role of self-attention on
the feature graph is global, which results in Transformer lacking some relevant inductive
bias compared with convolutional neural network. As the amount of data increases, the
advantages of Transformer begin to show gradually. This paper uses Vision Transformer to
replace part of the network structure of YOLOv5 to obtain the best recognition performance.
The network structure diagram of Vision Transformer is shown in Figure 7.
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Figure 7 shows that Vision Transformer divides the input image into a certain number
of patches (Figure 7a) and transmits them to token embedding and positive encoding as
sequence information. The pure encoder structure based on Transformer is the 1D vector
embedded in the sequence input, which solves the problem that it is difficult to obtain
the global characteristics of the existing neural network. The image position information
can be effectively preserved by 1D position embedding, which can be learned by linear
layer n. When global self-attention is executed in entity objects, the O(n2d) computational
complexity of Transformer is significant. The encoder of Vision Transformer is composed
of two independent sub-layers: the MLP layer and the multi-head self-attention (MSA)
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network. On every floor l, the following operations are performed: input Il−1 ∈ RL×C the
resulting (Q, K, V) triples are used as the input of self-attention. Among them:

Q = Il−1, K = Il−1WK, V = Il−1WV (10)

where, WQ, WK, WV are the weights of three related linear mapping vectors, corresponding
to the yellow part of Figure 7b, d is the dimension of feature vector. The process of self-
attention (SA) can be expressed as follows:

SA (Il−1) + so f tmax(
Il−1WQ(ZWK)

T

√
d

) (Zl−1WV) (11)

where n self-attention modules are connected in series to form a multi-head mechanism
and are used as output MSA(Il−1) = [SA1(Il−1); SA2(Il−1); . . . ; SAn(Il−1)]WO, where
WO ∈ Rmd × C, and the value of d is C/m. The output of MSA module and residual
connection structure are used as the input of MLP layer.

2.3.2. Attention Mechanism Unit

The multi-head self-attention (MSA) network can search the whole region of the
feature map by global self-attention and enhance the receptive field of the model. To
enhance the saliency of the target to be detected in a complex background environment,
this paper uses the channel and spatial attention mechanism CBAM and MSA to realize the
overall perception of image size features, we add the CBAM module to the backbone and
the neck of YOLOv5 network structure to verify the importance of the attention mechanism
in different positions of the model. The working principle of the CBAM module is in a
certain input characteristic graph F = RC×W×H. We infer the attention map along the 2D
dimension (channel and space) and optimize each other with its corresponding feature
map. The calculation formula for the channel information attention mechanism is shown
in Formula (12):

MC(F) = σ(W1(W0(Fc
avg)) + W1(W0(Fc

Max))) (12)

where σ is the sigmoid nonlinear activation function, W0 ∈ Rc/r×c and W1 ∈ Rc×c/r, W0
and W1 represent the hidden weight and output weight in MLP layer, respectively, and their
input uses shared weight W0 and W1, Fc

avg and Fc
Max mean that using average pooling and

max pooling to generate feature maps on the corresponding space, r represents reduction
rate. To compensate for the deviation of channel attention on location information, the
spatial attention module is introduced, and its calculation formula is shown in Formula (13):

MS(F) = σ( f 7×7([Fs
avg; Fs

Max])) (13)

where f 7×7 is a 7 × 7 convolution operation, Fs
avg and Fs

Max represent the global average
pooling feature and the maximum pooling feature on the channel, respectively.

2.3.3. The Principle of the YOLOv5 Algorithm and BiFPN Feature Fusion

The YOLOv5 model adds the Focus module and CSPNet (cross stage partial net-
work) [31] structure based on the YOLOv4 model. Its input sample is 640 × 640. In the
pre-processing process, the samples are filled adaptively. Only simple splicing of input
features may lead to mismatching of feature mapping, and some semantics which are
helpful for context information modeling may be lost, which will lead to the degradation
of model performance. Therefore, it is very important to introduce a set of learnable weight
factors to characterize the difference of channel information, the top-up and bottom-down
bidirectional multi-scale feature fusion is repeated to enhance the communication between
the strong spatial information and semantic information of the model. The high-resolution
feature map can obtain the feature mapping with fuzzy spatial information but complete
semantic information through the up-sampling operation, and then the bidirectional path
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feature mapping with the same spatial level is connected through the horizontal connection.
The unidirectional transmission of feature information will restrict the traditional FPN
structure and cause the network to ignore some important information. Based on this, we
propose a new model called PANet, which adds a bottom-up path aggregation network to
the FPN to enhance the cross-scale fusion ability of the model. In the BiFPN structure, an
extra edge is added between the input node and the output node to ensure the cross-scale
computation without additional parameters and computation. At the same time, to avoid
the performance degradation caused by simple feature splicing, BiFPN introduces a set of
learnable weight factors to represent the weight proportion of different input features. The
PANet aggregates multi-scale feature information. The aggregation calculation process of
the N-level model is shown in Formula (14):

Pn
td = Conv(Pin

n + Resize(Ptd
n+1))

Pn
out = Conv(Ptd

n + Resize(Pout
n−1))

(14)

where Resize is the sampling operation matched with the corresponding resolution,Conv
is convolution operation for processing features, Pn represents the feature level of layer
n at a specific resolution. The n-th aggregation calculation process of BiFPN represented
by learnable weight and bidirectional cross scale normalized feature fusion is shown in
Formula (15):

Ptd
n = Conv(

w1·Pin
n +w2·Resize(Pin

n+1)
w1+w2+γ )

Pout
n = Conv(

w′1·Pin
n +w′2·Resize(Ptd

n )+w′3·Resize(Pout
n−1)

w1+w2+w3+γ )
(15)

where Each channel layer Pn is multiplied by the corresponding weight factor ωi to obtain
the optimal feature scale representation. Then divide the weighted sum of each scale
information to fit the original input, γ is the adjustment factor, the feature map is mapped
to the sampling path by convolution.

2.3.4. Ghost Net Model Compression

In the target detection task of power transmission line fittings, due to the complexity
of the color range in the discrimination information in the image, many repeated feature
maps will be generated. The model calculation redundancy generated by these data
will increase the consumption of energy and hardware resources. In terms of model
parameters, the redundant computation information is generated by model convolution. In
this paper, we used Transformer instead of the partial convolution structure and introduced
a lightweight module GhostNet to remove unnecessary model parameters and computation
in the backbone network Double-attention YOLO. The convolution process diagram of the
Ghost module is shown in Figure 8a, and the schematic diagram of the Ghost bottleneck
with different steps is shown in Figure 8b, which is like the residual connection in the
ResNet [32] network.

Further inspection of Figure 8 shows that the GhostNet module is composed of a
Ghost convolution stack. It generates a small number of feature graphs from conventional
convolution through a small filter and then generates a new feature map like it by a series
of linear operations. The combination of the two groups of feature graphs is the result of
the model output. If the size of the input feature map is H ×W × c, and the corresponding
output size is H′×W ′× n, the size of convolution kernel is k× k. By convolution PH′×W ′×m
produce H ×W × c×m× H′ ×W ′ and then through linear transformation Φi, the ghost
characteristic graph is generated, and the calculation formula is shown in Formula (16):

n = m · s ; m(s− 1) =
n

s(s− 1)
(16)

where m is the number of channels in the feature graph, s is the number of linear trans-
formations, and n is the number of generated feature graphs,(s − 1) is the number of
effective linear transformations under identity mapping. After the original feature map
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and ghost feature map are spliced, the output result will be displayed. When n >> m, the
Ghost convolution greatly reduces the computational complexity of the model compared
to the original conventional convolution through cheap linear operation, thus significantly
improving the model reasoning speed of the multi-objective detection task of transmission
line connection fittings.
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2.4. Improved K-Means Anchors Clustering

The initial anchor frame of the YOLOv5 algorithm is based on the default value
generated by K-Means clustering or automatically set according to the recall rate. The
prediction box generated by the system adaptively cannot match the diversity of the targets
in the datasets, which leads to the fluctuation of the output coordinate prediction, so the
positioning accuracy will also be reduced. The Vision Transformer–YOLOv5(ViT-YOLOv5)
model proposed in this paper firstly imposes constraints on the prediction boundary
through anchors, and the coordinate transformation relationship of the bounding box is
shown in Figure 9.
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Among them, σ( ) is the sigmoid operation, by compression tx, ty reach [0, 1] interval
to enhance the positioning accuracy of the bounding box, tw, th is the prediction scale,
to is confidence, cx, cy is the grid coordinates of the feature map, pc is the scaling factor,
pw, ph are the width and height for anchors, tx, ty, tw, th can be regarded as the learning
prediction target. The center of the boundary box is placed in the grid of the second row
and the second column. The prediction boundary box with low score is filtered out by
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confidence threshold, and the prediction box is obtained by non-maximum suppression
(NMS). To reduce the bias caused by anchors clustering, we used the (1− IOU) instead of
Euclidean distance in the original algorithm, the new distance measure function is shown
in Formula (17):

d(boxes, anchors) = 1− IOU(boxes, anchors) (17)

where boxes are labeled boxes, and anchors are formed by cluster centers,IOU(boxes, anchers)
is the intersection and merged ratio of annotation boxes and cluster centers, and the larger
the IOU between bounding box and anchor, the closer the metric distance is. Taking IOU
as the measurement standard, a more suitable boundary box can be found through nine
anchors. The anchors calculated by the K-Means clustering algorithm are then randomly
mutated by the genetic algorithm [33], the anchor results are optimized by 1000 iterations
to better adapt to the target scale.

3. Experimental Results
3.1. The Application of the Improved Dark Channel Prior Defogging Algorithm in this Study

The software environment of the experiment is Matlab R2016a, and the hardware
environment is Intel (R) Core(TM)i7-11700F@2.50 GHz 16.0 GB RAM. The experimental
details of the improved dark channel prior algorithm were as follows: the original fog
image is shown in Figure 10a, and its dark channel image in Figure 10b. The dark channel
with fog image has higher intensity in the heavy haze area, and the dark channel area
with higher intensity can be equivalent to the thick haze area. The transmittance map of
foggy images was obtained through the dark channel prior theory and atmospheric physics
model, as shown in Figure 10c. The Canny operator [34] is an effective edge detection
algorithm. Its function is to eliminate some irrelevant interference and retain the target edge
information by filtering noise reduction, differential calculation amplitude, non-maximum
suppression, and lag threshold. In this research, the Canny operator was used to detect the
edge of the transmission image, and the edge information of the transmission image was
extracted to separate the edge region and the non-edge region. The edge detection result of
the Canny operator is shown in Figure 10d. The analysis of the test results shows that the
detected edge information was infinitely close to the target edge and satisfies the single
pixel edge condition, and the edge information of insulators and connecting fittings in the
image was effectively highlighted.

Figure 10. Experimental results of improved dark channel defogging algorithms.
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Otsu [35] is an algorithm for determining the threshold of image binarization segmen-
tation. This method is not affected by the brightness and contrast of the image, because
variance is a measure of the uniformity of gray distribution. The larger the inter-class
variance between the background and the foreground, the greater the difference between
the two parts of the image. When some foreground is misclassified as background or some
background is misclassified as foreground, the difference between the two parts will be
smaller. Therefore, the segmentation that maximizes the inter-class variance means the
minimum misclassification probability. The Otsu method was used to segment the non-
edge region of the target part to realize the positioning compensation of the highlighted
area of the target. The segmentation results (Figure 10e) show that the whole transmit-
tance map was traversed through the segmented binary image. It can realize the next step
correction only in the specific target high background area (insulator string connection
fittings), and other positions are not processed. Figure 10f is the threshold result of the
binary segmentation of the connection fittings image.

The edge information of the transmittance image was enhanced by Gaussian homo-
morphic filtering. The processing results are shown in Figure 10g. The position of the red
circle in Figure 10c,g shows that the smooth edge operation makes the image as close to the
original image as possible and avoids the halo phenomenon on the basis of maintaining
edge information. The edge details of the insulator and its connecting fittings in Figure 10c
are kept intact and clear. The filtering result curve is shown in Figure 10h—the high fre-
quency part of the frequency domain curve was strengthened and the low frequency part
was weakened. To deal with the problem of edge information blur caused by uneven illu-
mination and achieve accurate compensation for the target area and improve the anti-noise
performance γ = 0.5, 1.5, 2.5 were used as correction coefficients to modify the envelope of
the fitted transmission gray histogram. The original transmittance and gamma corrected
gray image and their histogram are shown in Figure 10i–l. The modified gray envelope
curve is reflected in the histogram, as shown by the color line in Figure 10i. Analysis shows
that gamma correction can reduce the gray value of the area with larger gray value in the
transmittance image, to realize the gray correction of specific area. The γ values need to be
selected by experience based on different fog types; we found the value γ = 1.5 was the
best. Finally, the corrected transmittance image was processed by hue adjustment function
to obtain the restored image, as shown in Figure 10m. An ideal defogging effect can be
achieved in terms of color and saturation.

To verify whether the restoration effect of the defogging algorithm in this paper
was universal, six kinds of current advanced defogging algorithms were selected for
comparative experiments in five different scene environments. Four kinds of image quality
evaluation indexes: information entropy, Peak Signal to Noise Ratio (PSNR), MSE and
average gradient were used to compare the implementation effects of various algorithms in
different environments. The statistical results are shown in Figure 11a–d, where [35,36] was
the Dark channel prior algorithm, Ref. [37] was the Multiscale Retinex algorithm, Ref. [38]
was the Fuzzy method algorithm, Ref. [39] was the Color attenuation prior algorithm,
Ref. [40] was the Adaptive histogram equalization algorithm, and the last column was our
proposed method. The dominant data at the bottom of the histogram is displayed in bold
font and the visualization results of the various algorithms are shown in Figure 12.

The comparison results of information entropy shown in Figure 11a reveal that the
method proposed in this paper is effective in measuring the average information rate of
images in most scenarios. However, the information entropy of the adaptive histogram
equalization method in Scene 3 reached 7.7998, which was better than the method in this
paper, because the brightness of the grassland background in the scene made the estimation
of transmittance biased. The results show that our algorithm was still superior to the other
algorithms in reducing the amount of noise in small scenes. The MSE in Figure 11c counts
the pixel differences between different categories of images; the root mean square error
of this method was the lowest in five scenarios. The average gradient of the image was
analyzed by the change rate of the gray value. Figure 11d shows that the Multiscale Retinex
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method had a significant defogging effect on fogging in some scenes, and the gradient
value of image restoration was equivalent to that of the method in this paper. The average
gradient value of the two methods in Scene 1 reached 1.862 and 1.898, respectively, which
was much higher than the other four methods, which indicates that this method was good
at eliminating the influence of water background on the restoration image halo.
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Figure 11. Comparison of the results of each defogging algorithm in different environments. Figure 11. Comparison of the results of each defogging algorithm in different environments.
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From the analysis of the subjective visual effect of defogging restoration in Figure 12,
the brightness, detail, color, and clarity of the restored image were greatly improved.
However, this algorithm takes into account the difference of the depth of the target scene
in the near and far scenes and can effectively overcome the problems of dim foreground
and deepened shadow area. Among them, the haze removal effect by the color attenuation
prior method in Scene 1 was poor; it made the foggy area form a high color saturation to
block the target behind. In Scene 2, there is a certain degree of color distortion in the river
part of the restored image, which is because the river part belongs to the high brightness
area, because it does not meet the prior principle of dark channel. Scene 3 is a shot image
with a grass background; the last three methods had a significant defogging effect, and
the method proposed in this paper could restore a high contrast image. The Multiscale
Retinex method had a general effect in such scenes. Scene 4 is based on the surrounding
environment of an urban road; the proposed method performed well in the brightness,
overall details, and contrast of the restored image. The overall analysis of visual effects
shows that the improved dark channel prior defogging method can generate a restoration
image with rich details and one close to the natural image, which can keep the overall
structure of the image clear and highlight the edge details.

3.2. The Anchors Clustering Based on Improved K-Means and Genetic Algorithm Optimization

To get more suitable anchors for all kinds of targets in the experimental datasets,
we used the (1− IOU) measurement method and the genetic algorithm to improve the
original K-Means clustering algorithm. Nine groups of different anchors were sorted
by size and replaced by the original ones. In the clustering process, the clusters were
represented as nine color clusters. In the first stage of detection, three types of transmission
line tower, insulator, and connected components with different sizes were clustered, and
the visualization results are shown in Figure 13a. The results optimized by the (1− IOU)
metric and the Genetic Algorithm are shown in Figure 13b. Six types of fittings, U-shackle,
Triangular yoke plate, Adjustment plate, Tension clamp, Clamp bolt, and Insulator, with
different sizes were clustered in the second-order detection datasets. The results are shown
in Figure 13c, and the optimization results are shown in Figure 13d.

Figure 13 shows that each color cluster represents nine groups of anchors with differ-
ent sizes (horizontal and vertical coordinates represent the width and height of anchors,
respectively) in the clustering process. By iteratively updating the distance between each
sample point and the cluster center, the distribution of each group of anchors was obtained
as the reference value of the prediction box. After clustering optimization, the convergence
speed of subsequent model training could be accelerated, and the average accuracy of
the two optimized datasets was improved by 0.98%, which was better than the original
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detection effect. The compared results between the proposed method and the original
clustering identifies the best possible recall and fitness, as shown in Table 1.
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Table 1. Comparison of clustering results of improved (1− IOU) and Genetic algorithm.

Stage Methods Best Possible
Recall (%) Fitness Anchors

Stage one

Original
K-means 0.99287 0.78492

[27,10] [11,55] [9,11]
[62,22] [19,31] [79,39]

[53,150] [29,147] [24,101]

Our
optimization

1.00000
(+0.713)

0.78575
(+0.083)

[25,11] [11,53] [10,11]
[62,23] [19,30] [77,39]

[51,151] [29,147] [22,100]

Stage two

Original
K-means 0.99839 0.81036

[[8,7] [14,12] [21,6]
[20,41] [33,9] [18,28]

[76,50] [34,54] [45,38]

Our
optimization

0.99951
(+0.112)

0.81751
(+0.715)

[9,7] [15,13] [21,6]
[21,41] [32,8] [18,29]

[76,51] [34,55] [45,39]
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Table 1 shows that the fitness and the best possible recall index of the two-stage
datasets were optimized by the (1− IOU) metric method and Genetic Algorithm. The last
column of the table shows the size of anchors, which adaptively matches various target
sizes in the optimization process and makes correction and fine adjustment.

3.3. Model Performance Verification Experiment
3.3.1. Data Preprocessing

In this paper, a two-stage detection process was designed. Considering the dependence
of Transformer on data sample size, to obtain the optimal experimental effect, we expanded
the original datasets. The data enhancement methods included: flipping, rotation, clipping,
scaling, color adjustment, erasing, MaxUp etc. The expanded one-stage detection datasets
contained 6600 images, and the second-stage detection datasets contained 7700 images. In
the first stage, the following three types of targets were detected by using the field collected
datasets after defogging treatment: Transmission line tower, Insulator, and Connected
components. The second stage intercepted the detection frame of connected components
and detected the following six types of targets: U-shale (US), Triangular yoke plate (TYP),
Adjustment plate (ADP), Tension clamp (TEC), Clamp bolt (CLB), and insulator (In). This
experiment was carried out in the environment of the Ubuntu system, CUDA version is
10.1, GPU is NVIDIA GTX 1080TI, using Pytorch deep learning framework.

3.3.2. Two Stage Training and Testing Results

To verify the parameter performance of the Double-attention YOLO model, we con-
ducted a series of comparative experiments under the same datasets and super parameters.
We added different attention mechanism modules to the backbone part of the YOLOv5
model or replaced it with a series of lightweight pruning model networks. The comparison
results of recall, precision, train loss, and val loss, in the first stage are shown in Figure 14.

In Figure 14a–d, the four attention network structures including SENet, Coordinate
attention, Efficient channel attention and CBAM components were added to the backbone
of YOLOv5, respectively. Figure 14a shows that recall performs best among all models
with the attention mechanism, reaching 99.47%, and precision in Figure 14b was 99.89%,
which was better than other models. The performance of the curve with the CBAM module
improved slowly in the first 50 epochs, which was lower than other models, however, good
accuracy was achieved in the later stage. The CBAM components were embedded in the
backbone and neck part of YOLOv5 in our Double-attention YOLO model. The attention
deployment on the whole network fully offsets the precision performance loss caused by
the introduction of GhostNet model pruning and ViT module.

Figure 14c,d shows the training and validation loss function curves of several models.
It shows that the overall decline process of loss function obtained by our method was
smoother than other models, and the loss value reached the lowest at the 100th epoch,
which were: train loss: 0.000621, Val loss: 0.000163. We also carried out comparative
experiments on the network where the backbone of YOLOv5 was replaced by lightweight
compression models; several types of lightweight models were used, EfficientNetLite,
GhostNet, Mobilenet, PP-LCNet, and Sufflenetv2. Figure 14e,f shows that the recall and
precision of the Double-attention YOLO model were 0.18% and 0.24% higher than those of
the model whose backbone was only GhostNet, and 0.58% and 0.93% higher than other
compression models in the best recall and precision performance. This shows that the
global self-attention mechanism and channel space attention mechanism provided by
Vision Transformer can make up for the precision loss caused by model compression when
redundant parameters are eliminated. Figure 14g,h shows the compression model training
and validation loss curve. It shows that the loss value of our method at the 100th epoch
reached the global minimum, which was 0.000621 and 0.000163, respectively. Figure 14i–l
shows the comparison results of recall and precision scores of various models in the second
stage. It shows that the recall value of our method reached 0.9956, and the precision value
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was 0.9983, which had the best effect among all the attention mechanisms and model
compression backbone networks.

To further evaluate the detection accuracy of the Double-attention YOLO model and
the performance of the network classifier, we drew a confusion matrix of the two-stage
detection results (Figure 15). Figure 15a shows the classification accuracy of the three
types of targets in the first stage and Figure 15b shows the classification accuracy of the six
types of targets in the second stage. In the confusion matrix, the background region also
participates in the performance evaluation as a category.
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According to the real value and prediction value of the confusion matrix, for normal
and potential objects to be detected, the model classifier can generally reflect the high
classification accuracy, but to a certain extent, there is a phenomenon of missing detection,
which may be caused by serious target occlusion or difficult to capture small targets. In
Figure 15a, the predicted values of the Transmission line tower and Insulator reach 99%,
indicating that the network had good detection effect for such categories. Among them,
the background misjudgment rates for Insulator and connected components were high,
reaching 40% and 31%, respectively, indicating that the complex environmental background
has interference factors for small targets. Inspection of Figure 15b shows that the predictive
value for the Triangular yoke plate (TYP) was relatively low and there was a probability
that it would be misjudged as the Clamp bolt (CLB), because many Clamp bolts were
connected to the Triangular yoke plate. However, the initial annotation box of the two
categories may overlap, resulting in a small number of errors in the generation of anchors.
The prediction accuracy of other categories such as U-shackle (US), Insulator (In), Tension
clamp (TEC), and so on, were all above 99%. The detection accuracy and classification
effect in the second stage were excellent.

To verify the dual roles of the global multi-head self-attention networks proposed in
the Double-attention YOLO model in enhancing global receptive field and channel spatial
attention mechanism in capturing local information, we visualized the attention degree of
the model by thermal map. The original image is shown in Figure 16a, and the imaging
effect of the baseline model YOLOv5 is shown in Figure 16b, the effect picture of our
method is shown in Figure 16c.

Figure 16 shows that the red and some color regions in the graph are the parts of the
network model that are of particular concern. The diagram contains six categories: US, TYP,
ADP, TEC, CLB and metal rust areas. The darker the color, the higher the visual saliency.
Compared with the original baseline model, the global multi-head self-attention network
in Vision Transformer can provide more feature information for the network input, and the
global receptive field of the model is enhanced by global search of feature map, while the
saliency of the target to be detected in a complex background environment can be enhanced
by CBAM module.

Figure 17 shows that after extracting the shallow feature information, the model can
effectively segment the foreground region and background region where the defect is lo-
cated. After pruning using the GhostNet module linear transformation, the down sampling
effect of feature map is obviously enhanced. Nonetheless, the ViT module provides more
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abstract global spatial information for the feature graph, and the semantic information of
the high-level of the feature graph is fuzzy. Finally, through the CBAM module, the feature
extraction network can accurately capture the local fine-grained information. From the
visualization results of feature map, we can see that the Double-attention YOLO model can
fully extract the texture, shape, and edge information in the datasets image of transmission
line connection fittings.
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To further evaluate the classification performance of the model, the classification
accuracy rate P, R, and macro-F1 were counted, respectively. Macro-F1 combines the
harmonic average value of P and R to improve the precision and recall and reduce the
difference between them as far as possible. Macro-F1 ∈ [0, 1], and the formulae for P, R,
and macro-F1 are shown in Formulas (18) and (19):

Pi =
TPi

TPi + FPi
, Ri =

TPi
TPi + FNi

, Pmacro =

n
∑

i=1
Pi

n
, Rmacro =

n
∑

i=1
Ri

n
(18)

F1macro =
2× Pmacro × Rmacro

Pmacro + Rmacro
(19)

Among them, TPi to predict the correct number of positive samples; FPi is the number
of positive samples with prediction errors; TNi is the number of positive samples was
negative; FNi to predict the number of negative samples with errors. The classification
accuracy, recall rate, and F1macro values of each category are calculated by Formula (19). The
statistical results of F1macro and the classification evaluation index are shown in Figure 18,
in which Figure 18a shows the test results of the first stage, and Figure 18b shows the test
results of the second stage.
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The abscissa in Figure 18 is the confidence level of each category, and the dark bold
curve is the weighted statistical result for all categories. The score curve shows that F1macro
finds the optimal balance between Precision and Recall. In the first stage, the optimal
balance threshold for precision and recall is 0.661 for all categories in Figure 18a, and 0.568
for all categories in Figure 18b, and the Precision and Recall scores of the model are optimal.

To comprehensively evaluate the effect of the model, we used several different at-
tention mechanism modules and the model compression network as the replacement
components of the model backbone of YOLOv5 and verified the results obtained. As shown
in Tables 2 and 3, we compared parameters, FLOPs, AR, mAP@0.5:0.95, FPS, and the best
results are displayed in bold font. To ensure the objective fairness of the results, all the
comparative experiments were set with the same super parameters, and the training and
testing were carried out under a unified framework.
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Table 2. Verification results under different backbone components (Stage one).

Model Backbone Params FLOPs AR mAP@0.5:0.95 FPS

YOLOv5s (Baseline) CSP-Darknet53 7.0 M 15.8 G 0.991 0.9023 93
YOLOv5s-SENet CSPv5+SE block 7.2 M 16.6 G 0.994 0.9406 96

YOLOv5s-CA CSPv5+Coordinate
attention block 7.13 M 16.3 G 0.992 0.9418 91

YOLOv5s-ECA CSPv5+Efficient
channel attention 7.08 M 16.5 G 0.990 0.9113 93

YOLOv5s-CBAM_backbone CSPv5+CBAM
block 7.1 M 16.8 G 0.995 0.9425 90

YOLOv5m-Sufflenetv2_backbone ShuffleNetv2 21.2 M 40.4 G 0.988 0.8812 61
YOLOv5m-PP-LCNet_backbone PP-LCNet 21.6 M 41.5 G 0.988 0.8796 79

YOLOv5m-Mobilenetv3Small_backbone MobileNet_v3Small 20.3 M 38.2 G 0.992 0.8909 67
YOLOv5m-EfficientNetLite_backbone EfficientNet_Lite 22.9 M 43.8 G 0.990 0.9144 65

YOLOv5m-GhostNet_backbone GhostNet 24.3 M 42.3 G 0.994 0.9187 63

YOLOv5m-Swin_Transformer _backbone CSPv5+Swin
Transformer block 102.3 M 225.9 G 0.989 0.9464 19

Ours CSPv5+ViT+CBAM
block 112.9 M 270.1 G 0.996

(0.3% ↑)
0.9480

(4.6% ↑) 20

Table 3. Verification results under different backbone components (Stage two).

Model Backbone Params FLOPs AR mAP@0.5:0.95 FPS

YOLOv5m (Baseline) CSP-Darknet53 21.2 M 49.2 G 0.986 0.8241 79
YOLOv5m-SENet CSPv5+SE block 21.3 M 48.7 G 0.986 0.8241 84

YOLOv5m-CA CSPv5+Coordinate
attention block 21.3 M 48.5 G 0.987 0.8246 83

YOLOv5m-ECA CSPv5+Efficient
channel attention 21.3 M 48.6 G 0.987 0.8239 84

YOLOv5m-CBAM_backbone CSPv5+CBAM
block 21.3 M 48.7 G 0.989 0.8264 79

YOLOv5m-Sufflenetv2_backbone ShuffleNetv2 21.2 M 40.4 G 0.987 0.8432 62
YOLOv5m-PP-LCNet_backbone PP-LCNet 21.6 M 41.5 G 0.988 0.8346 80

YOLOv5m-Mobilenetv3Small_backbone MobileNet_v3Small 20.3 M 38.3 G 0.993 0.8324 65
YOLOv5m-EfficientNetLite_backbone EfficientNet_Lite 22.8 M 43.8 G 0.993 0.8432 58

YOLOv5m-GhostNet_backbone GhostNet 24.2 M 42.3 G 0.992 0.8474 53

YOLOv5m-Swin_Transformer _backbone CSPv5+Swin
Transformer block 102.3 M 225.2 G 0.982 0.8337 15

Ours CSPv5+ViT+CBAM
block 112.9 M 270.3 G 0.994

(0.8% ↑)
0.8674

(4.3% ↑) 16

In Tables 2 and 3, the first two columns list the names of the various models and
their corresponding backbone main structures, and the third to seventh columns are
the performance evaluation indexes of the various models. The two-stage independent
detection results are presented in Tables 2 and 3.

Tables 2 and 3 show that the CBAM achieves the best effect of 0.995 in the replacement
results of the attention mechanism module, and GhostNet achieves the best result of 0.994
in the model compression replacement results, while our method is the best among all the
replacement results of backbones, reaching 0.996, which is 0.3 percentage points ahead of
the baseline model.

In the second stage, the AR score of CBAM and EfficientNet in the replacement compo-
nent results achieved the best effect in their respective groups, 0.989 and 0.993, respectively.
Our method was 0.994, which was ahead of the baseline model by 0.8 percentage points.
We adopted a more rigorous approach, mAP@0.5:0.95, as the average accuracy index, the
CBAM and GhostNet replacement components obtained the best scores of 0.9425 and 0.9187,
respectively, in their groups, and our method reached 0.9480, which was 4.6 percentage
points ahead of the baseline model, which was the highest overall level. In the score of the
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second stage test, the Coordinated attention block and GhostNet achieved the best results of
0.8246 and 0.8624, respectively, in their groups, while our method still obtained the highest
overall score of 0.8674, 4.3 percentage points ahead of the baseline model. Replacement of
the GhostNet component in the mAP@0.5:0.95 had more advantages in the comprehensive
effect, and the floating-point computation per second was 42.3 G, which was better than
the baseline model and other lightweight models. Our model had the same parameters
and FLOPs as the YOLO framework with backbone as the Swin Transformer, reaching
112.9 M and 270 G. The model reasoning speed was also above that for the YOLOv5m-
Swin_Transformer_backbone, and the FPS was 20 and 16 in the two phases. Although the
introduction of the Transformer block results in too much calculation and too many model
parameters, the method improved the performance of various precision parameters, and
the potential application value of Vision Transformer in visual tasks such as target detection
was verified, which may be better than the traditional mainstream CNN model. This fully
demonstrated that the Double-attention YOLO network can not only enhance the global
receptive field of the model, but also capture the local salient features. It can fully integrate
the advantages of the dual attention mechanism, to solve the problem of detecting small
targets with large scene depth and overlapping targets in a complex environment.

To evaluate the ability of our proposed method to deal with a complex detection
environment more objectively, six kinds of current advanced target detection networks
were selected for further comparison. The selected detection networks were ATSS, Faster
RCNN+FPN, FCOS, SSD, RetinaNet, and Deformable DETR. The Deformable DETR pro-
cesses the feature map through multi-scale attention module, for the current more advanced
target detection Transformer framework. We also added the three baseline improvement
models of YOLOv5m-CBAM_backbone, YOLOv5m-GhostNet_ backbone, and YOLOv5m-
Swin Transformer _ backbone to the comparative experiment. In particular, we applied the
current advanced Swin Transformer module based on the sliding window detection to the
backbone of the YOLOv5 baseline model, and further explored the potential advantages of
Transformer in visual tasks. To ensure objective fairness, we conducted unified training on
7700 second stage target detection datasets, and used the same index to verify the results
mAP@0.5, mAP@0.75, mAP@0.5:0.95 (Table 4).

Table 4. Comparison of test performance of various algorithms.

Framework Backbone mAP@0.5 mAP@0.75 mAP@0.5:0.95

ATSS ResNet50 0.988 0.945 0.846
Faster RCNN+FPN ResNet50 0.949 0.767 0.672

FCOS ResNet50 0.970 0.795 0.685
SSD VGG16 0.969 0.826 0.699

RetinaNet ResNet50 0.885 0.566 0.531
Deformable DETR ResNet50 0.976 0.767 0.661

YOLOv5m-CBAM_backbone CSPv5+CBAM block 0.9941 0.904 0.8264
YOLOv5m-GhostNet_backbone GhostNet 0.9937 0.9108 0.8374

YOLOv5m-Swin Transformer _backbone CSPv5+Swin Transformer block 0.9940 0.9177 0.8337
Ours CSPv5+ViT +CBAM block 0.9948 0.9302 0.8674

Table 4 shows that our Double-attention YOLO model achieved high scores in three
performance metrics, among them, the average precision of mAP@0.5:0.95 was 3.37 percent-
age points higher than the advanced YOLOv5m-Swin Transformer _ backbone, reaching
86.74%, while the ATSS achieved an average accuracy of 94.5% on mAP@0.75 through adap-
tive sample training, leading our approach. However, the score of the Double-attention
YOLO on mAP@0.5 was also ahead of all algorithms, reaching 99.48%. This also showed
that our method effectively combined the global self-attention function of Vision Trans-
former based on GhostNet model pruning and the local feature saliency capture function
of CBAM and has great advantages in three kinds of average accuracy evaluation indexes.

To further verify the effect of our proposed Double-attention YOLO model in deal-
ing with large scene depth, small target detection, and target occlusion, three kinds of
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new images without network training were selected to verify the model detection effect.
The selected test data had the following characteristics: the background conditions were
complex and diverse, there were mixed multi-scale targets to be detected, as shown in
Figure 19. Figure 19a–e shows the detection result of the first stage, Figure 19f–k shows the
detection result of the second stage, and Figure 19k shows the rust fault detection results of
metal parts in the second stage. In this test, CBAM and GhostNet were used to replace the
backbone of the YOLOv5 baseline model, and the detection results of the Double-attention
YOLO model were compared. Therefore, it reflects the detection advantages of this paper
after integrating the above model structures. The following three types of models were
called model 1, model 2, and model 3, where the first line of each phase enters the origi-
nal image of the test, the second line manually marks the ground truth, followed by the
test result.
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The results show that the first stage is the detection of complex environment targets
in a large scene depth. There are three types of detection objects. Because the target to be
tested was confused with the background and the color was similar, model 1 (Figure 19c)
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missed an insulator string under a paddy field and land background, while the recognition
rate of model 2 (Figure 19d) was only 0.33. The proposed method (Figure 19e) had a
recognition rate of 0.73, and in the recognition accuracy of the Transmission line tower
and Connected components, our method (Figure 19e) had higher recognition accuracy,
which shows that the neural network can capture more useful features by global self-
attention enhancement. The second stage was the detection of small targets and dense
targets and there was a certain degree of object occlusion, as shown in Figure 19f–k. The
prediction box and the ground truth of the output for the detection results in the three
models were very high and there were only individual missed cases, indicating that our
method can capture the key information to be detected in a complex scene and has a
strong feature extraction capability adapted to this dataset. Model 1 (Figure 19h) and
model 2 (Figure 19i) missed detection of the Tension clamp (TEC), Clamp bolt (CLB), and
Adjustment plate (ADP), respectively. These missed targets had the characteristics of small
size and occlusion interference. At the same time, our method (Figure 19j), had more
advantages in the recognition accuracy of other types of connecting fittings. This fully
shows that the combination of the ViT module and the CBAM module can consider the
global and local saliency of the image, so that the detection network can better cope with
various complex environmental conditions. This shows that the recognition accuracy of
the corrosion part is about 90%. In addition, in Figure 19k, we performed routine rust
detection on the connecting fittings with different degrees of rust faults. The analysis of
the detection results shows that the proposed algorithm can achieve good results in the
case of identifying some rust faults. The average detection accuracy in the example was
maintained at about 80% and the highest score was 95%.

We introduced the CBAM attention mechanism into the network structure of the
Double-attention YOLO to enhance the saliency of rusty regions in complex backgrounds,
which was used to improve the recognition accuracy of the model for variable rusty regions.
Figure 20a,b shows two images with rust defects that were randomly selected and the local
attention heat map after introducing the attention mechanism was visualized. Figure 20a is
the original image and Figure 20b is the thermal region map that the attention mechanism
focused on.
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Figure 20 shows that the darker the heat map area in the attention map, the greater is
the probability of rust defects. The CBAM attention mechanism can effectively locate the
rust area to be detected, further reducing the focus of model feature extraction. The part,
and the CBAM module can focus on the rust area with high uncertainty of area, shape, and
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color in a complex environment, thereby helping the model to improve the efficiency of
feature extraction.

3.3.3. Design of Condition Monitoring System for Transmission Line Connection Fittings

In the process of the algorithm design, we also deployed the hardware equipment and
the detection algorithm and developed the condition monitoring system of transmission
line connecting fittings based on mobile terminal application. The software interface for
the application system is shown in Figure 21. Its functions include calling the camera for
real-time state monitoring, outputting the algorithm identification results of each stage,
judging the fault type and warning. Users can adjust the state parameters of the UHV
transmission line according to the actual situation to adapt to different application scenarios.
The data acquisition sources of this software interface were the tower end HD camera and
the line inspection robot, as shown in Figure 2a,b. Therefore, the installation location of
the equipment, the acquisition angle of the image, the construction of the data analysis
platform, and the connection of the LAN need to be properly adjusted according to the
field environment.
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4. Conclusions

In this paper, an improved dark channel prior defogging algorithm is proposed to
preprocess the images of transmission line fittings taken in complex environments to obtain
high quality available data. Based on the YOLOv5 model, through the integration of
Vision Transformer, a channel and spatial attention mechanism, and the GhostNet model
compression module, we built a new model with global image perception and local saliency
capture ability: the Double-attention YOLO. The model detects small targets in large scene
depth through a hybrid mechanism of dual attention and can deal with dense prediction
tasks with occlusion interference. The experimental results showed that our proposed
method is superior to all the advanced baseline improved YOLOv5 models, which are
replaced by attention mechanisms and model compression units and is superior to the
current advanced one-stage, two-stage and the Vision Transformer target detection methods
in terms of map index determined by IOU threshold in three ranges. The main contributions
of this paper are as follows:

1. An improved dark channel prior defogging algorithm is proposed to solve the pre-
processing problem of transmission line fittings in complex environments.

2. The potential advantages and application value of the multi-head self-attention mech-
anism in Vision Transformer for dense target prediction tasks are verified.

3. In the data preprocessing stage, the advanced MixUp data enhancement strategy is
adopted, and the feature fusion of multi-scale targets is realized through the BiFPN
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structure. The optimal anchors are generated by improved the K-Means clustering
algorithm and the genetic algorithm to match the diversity of target information in
the datasets.

4. In YOLOv5, Vision Transformer, channel and spatial attention mechanism, and the
GhostNet model compression unit are integrated. Compared with the original baseline
model and the improved baseline model, the performance of YOLOv5 is greatly
improved, and it is better than several current advanced target detection algorithms.
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