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Abstract: The gas turbine cooling system is a complex MIMO system with a strong coupling, nonlin-
ear, time-varying and large disturbance amplitude. In order to automatically control the target flow,
target temperature and pipeline pressure, in this paper, the decoupler and regulator of a gas turbine
cooling system are designed. Firstly, the working principle of a gas turbine cooling system and the
coupling between the controlled variables of the system are analyzed. The decoupler of the system
is designed by using the diagonal matrix decoupling method. The transfer function models of the
coupling system are built through system identification, and the decoupling matrix of the system is
calculated according to the diagonal matrix decoupling method and transfer function models. Then,
the engine cooling control system simulation model is constructed and an improved jumping spider
optimization algorithm is proposed. The parameters of the controller are optimized by the improved
jumping spider optimization algorithm. Finally, the control system simulation is done and compared
with the jumping spider optimization algorithm and the particle swarm optimization algorithm. The
simulation results show that the improved jumping spider optimization algorithm is more suitable
for the multivariable strong coupling nonlinear engine cooling system. For the flow and pressure
control, the transient time and overshoot are reduced, and the steady-state error is less than 1%.
For the temperature control, the result of the improved jumping spider optimization algorithm is
more smooth, without overshoot, and almost does not exceed the set inlet water temperature. The
overshoot, steady-state errors and transient time of the system have been improved, which proves
the feasibility and significance of the improved jumping spider optimization algorithm by comparing
the control performance and optimization time.

Keywords: engine cooling system; swarm intelligence; MIMO system; bio-inspired algorithm;
decoupling control

1. Introduction

The gas turbine cooling system is an important industrial process control problem
which is widely studied by scholars [1,2]. Most gas turbine cooling system in steamships
rely on secondary water circulation and a heat exchanger. The control accuracy of the gas
turbine cooling system studied in this paper mostly depends on the on-site staff who adjust
the opening of valves and rotation speed of the motor according to experience. There are
problems such as a low working efficiency, low control accuracy, long adjustment time,
unstable output variables, etc. The system has certain shortcomings in rapidity, accuracy
and safety. In order to solve these problems caused by the manual operation of the gas
turbine cooling system, it is necessary to adopt the automatic control system to realize
the accuracy control of the load inlet flow, load inlet temperature and main pipe pressure.
The gas turbine cooling system is an MIMO complex system. Due to the large number of
controlled variables in an MIMO system, it is necessary to add multiple control loops to
control it, which leads to a certain coupling phenomenon among variables [3,4] which will
reduce the performance of the system, making the gas turbine cooling system complex
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and even difficult to control. Variables have nonlinear strong coupling characteristics,
and need to be decoupled. Traditional decoupling methods are mainly divided into static
decoupling and dynamic decoupling. The design of the static decoupler requires some
harsh conditions, such as ensuring the system is closed-loop stable, the closed-loop transfer
function matrix is nonsingular and the diagonal constant matrix is in a steady state. Once
the complex industrial system has a strong nonlinearity or the model has a relatively large
error, it is often difficult to obtain a good control performance [5,6]. A dynamic decoupler
provides model information to the decoupling process and the decoupling compensator
acts directly on the controlled object, which can obtain a better control performance and
meet the design requirements of a nonlinear MIMO system controller [7,8]. The controllers
of the gas turbine cooling system are proportional–integral–derivative (PID) controllers.
Since there are three controlled variables of the gas turbine cooling system and three
corresponding PID controllers, it is a challenge for the parameters setting of the PID
controllers. It is a good method to introduce the optimization algorithm to optimize the
parameters of the PID controller. Optimization algorithms have developed rapidly. The
common optimization algorithms have particle swarm optimization (PSO) [9], genetic
algorithm (GA) [10], simulated annealing (SA) [11], etc. Reference [12] pointed out that
when solving complex problems, particle swarm optimization shows a poor local search
ability and a slow convergence speed. Reference [13] pointed out that when the controller
needs to set a large number of parameters (five), the complexity of the genetic algorithm is
too high and the performance is relatively ill-behaved. References [14–16] improved the
particle swarm optimization algorithm to speed up the convergence speed of the algorithm
and improve the accuracy of the convergence results. Reference [17] proposed an improved
genetic algorithm PID control aiming at the problem that PID tuning methods cannot deal
with the complex process of non-linearity, time-varying, coupling and the uncertainty of the
parameters and structure in time. Reference [18] improved the passive web optimization,
which is more applied to the PID controller parameters setting for a DC motor. The physics
based multi-verse optimizer (MVO) has emerged in recent years [19]. Black hole, white
hole, wormhole exchange and expansion are similar to the cross operation of the genetic
algorithm, and the best universe is obtained by updating. It was originally used to deal with
the single objective and continuous optimization problems. Although the MVO has been
improved, there are still some limitations for the gas turbine cooling system. The dingo
optimization algorithm (DOA) [20] simulated four behaviors of African wild dog hunting:
the siege, chase, scavenging and survival. When applied to the parameters optimization of
the PID controller, it performs well in overshoot and transient time, but its performance in
peak time is not as good as that of the artificial bee colony (ABC) [21].

The jumping spider optimization algorithm (JSOA) [22] is a new intelligent optimiza-
tion algorithm which was proposed in 2021. It has the characteristics of fast convergence
and a strong optimization ability. The objective function selected in the literature is the
reference function, and it is proved that in the unimodal function, the jumping spider
optimization algorithm performs better than other optimization algorithms such as the
chaos game optimization (CGO) and Archimedes optimization algorithm (AOA). However,
when applied to the gas turbine cooling system, the performance and overshoot of the
jumping spider optimization algorithm are unacceptable. This is unfavorable to the stability
and service life of the gas turbine cooling system, and is not applicable to the MIMO control
system represented by the gas turbine cooling system. The genetic algorithm within the
DTC shows a very good robustness in speed and torque by reducing torque ripples and
suppressing overshoots [23]. Reference [24] proposed an optimized genetic algorithm to
automatically tune the PI regulator in the model reference adaptive system based on several
execution sequences. The results prove that this strategy can enhance speed and tracking
performance while guaranteeing an excellent behavior of the overshoot and rejection time.
The parallel mechanism potential of the genetic algorithm is not fully utilized, which is
also a potential research direction. In Reference [25], the central chord architecture was
considered, and the performance characteristics were obtained by using gray wolf opti-
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mization (GWO) and the flower pollination algorithm (FPA). Reference [26] proposed a
new maximum power point tracking (MPPT) framework for photovoltaic (PV) systems,
which was based on the remora optimization algorithm (ROA) under standard and partial
shadow conditions. In view of the limitations of the application of the above optimization
algorithm in the gas turbine cooling system, in this paper the pheromone model of the
JSOA and jumping cycle strategy are improved. An intelligent PID controller based on the
improved jumping spider optimization algorithm is proposed. The gas turbine cooling
system is developed through the improved jumping spider optimization algorithm to solve
the temperature, flow and pressure real-time control.

In the second section, the working principle of the gas turbine cooling system is
introduced and the decoupling device is designed. In Sections 2.2 and 2.3, the coupling
relationship of the gas turbine cooling system is analyzed and the system mathematical
model is obtained through system identification; the simulation block diagram of the three
input and three output decoupling control system is established by the diagonal matrix
decoupling method. In the third section, the principle of the JSOA and IJSOA are introduced.
Section 3.2 improves the pheromone model of the JSOA to overcome the limitations of the
JSOA in an MIMO system. Due to the complexity of the JSOA optimization strategy, a
jumping out of the loop strategy is designed to speed up the algorithm running time. In
the fourth section, PSO, the JSOA and IJSOA are applied to the controller parameter tuning
of the gas turbine cooling system, respectively, and the simulation results are obtained.

2. Gas Turbine Cooling System

The gas turbine cooling system [27,28] is a multivariable, strongly coupled and non-
linear complex system. From the perspective of the safety of production, the gas turbine
cooling automatic control system can avoid the injury of operators caused by manual
control, improve the working environment and ensure a smooth production. From the
perspective of economics, the automatic control system for gas turbine cooling can reduce
the number and intensity of operators and improve the system efficiency.

2.1. System Structure

The gas turbine cooling system consists of a temperature sensor Tx, flowmeter, pres-
sure sensor p, heat exchanger, solenoid valve Mx, manual control valve, check valve,
booster pump and other equipment, as shown in Figure 1.
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Cold water flows into the DN400 pipe and passes through the temperature sensor
T1 and pressure sensor p. When the pressure sensor p detects that the pressure in the
main pipe of the system is too high, in order to maintain the constant pressure in the
main pipe, the opening of the solenoid valve M2 increases, a part of the cold water is



Machines 2022, 10, 909 4 of 18

drained for pressure relief and the relief valve M2 is connected with a one-way valve to
prevent backflow. The other part of the cold water flows into the main pipeline through an
electromagnetic valve M1, which is detected by the flow meter and temperature sensor
T2, and then enters the heat exchanger. Heat and cold media are exchanged to cool down
the gas turbine. As heat exchanges, a part of the hot water passes through the solenoid
valve M4, connecting the one-way valve to drain through the ditch, and the other part of
the hot water is mixed with cold water through the solenoid valve M3. This cycle ensures
that the cold water flowing into the heat exchanger has a constant temperature, which is
conducive to the stability and safety of the system, increases the life of the heat exchanger,
makes a small part of the secondary water heat be recycled after the heat exchange of the
heat exchanger, and drains most of the heat away to complete the cooling of the burner.
The secondary water circulation temperature control is implemented.

2.2. Coupling Relationship

There are three controlled target variables of the gas turbine cooling system, namely
target water flow, target load inlet water temperature and target main pressure. The target
main pressure is controlled by the valves M1 and M2. The target water flow (SP in
Figure 1) is controlled by valves M1 and M3. The control outputs of M1 , M2 and M3
are U1 , U2 and U3, respectively. The load inlet temperature ( T2 in Figure 1) is mainly
controlled by the inlet temperature T0, loop temperature Tr and temperature loss ∆T1
effect. The coupling relationship of each variable is as follows:

P = f (U1 + U2) (1)

Sp = g(U1 + U2) (2)

T2 =
(T0 − ∆T1) + Tr

2
(3)

The loop temperature Tr is affected by the output temperature of the heat exchanger
(Tout in Figure 1) and loop temperature loss (∆T2, ∆T3 in Figure 1):

Tr = h(Tout, ∆T2, ∆T3, U1, U3) (4)

The functions f, g and h of the constraint conditions are difficult to express accurately.
P , SP and T2 are coupled to the input quantities U1, U2 and U3 and can be expressed
as follows:

[P, Sp, T2] = φ(U1, U2, U3) (5)

The system objective function is:

min
u

J(t) =
∫ T

0
||Sp(t)− Sp∗||2 + ||T2(t)− T2

∗||2 + ||p(t)− p∗||2dt (6)

Sp∗, T2
∗ and P∗ represent the target set value. According to the analysis of system

coupling characteristics, the gas turbine cooling system can be regarded as a multi-coupling,
nonlinear and time-varying complex MIMO system. Common control methods are difficult
to achieve the ideal effect. Before designing the controller, the decoupler should be designed
to weaken the correlation between the variables.

2.3. Decoupling for Gas Turbine Cooling System

According to above control process of the gas turbine cooling system, mathematical
modeling is performed in combination with the traditional MIMO system [4,6]. The general
structure of the decoupling system is shown in Figure 2.
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C(s) is the controller matrix, D(s) is the decoupling matrix and G(s) is the coupling
system transfer function matrix. For an n-dimensional MIMO system, it is generally
expressed as:

C(s) =


C11

C22
. . .

Cnn


n×n

(7)

D(s) =


D11(s) D12(s) . . . D1n(s)
D21(s) D22(s) . . . D2n(s)

...
...

. . .
...

Dn1(s) . . . . . . Dnn(s)


n×n

(8)

G(s) =


G11(s) G12(s) . . . G1n(s)
G21(s) G22(s) . . . G2n(s)

...
...

. . .
...

Gn1(s) . . . . . . Gnn(s)


n×n

(9)

According to the different decoupling methods, the expressions of the designed
decoupler matrix D(s) are also different. The method used in this paper is the diagonal
matrix decoupling method. The product of the control object characteristic matrix and
decoupling link matrix is equal to the diagonal matrix:


G11(s) G12(s) . . . G1n(s)
G21(s) G22(s) . . . G2n(s)

...
...

. . .
...

Gn1(s) Gn2(s) . . . Gnn(s)




D11(s) D12(s) . . . D1n(s)
D21(s) D22(s) . . . D2n(s)

...
...

. . .
...

Dn1(s) Dn2(s) . . . Dnn(s)

 =


G11(s)

G22(s)
. . .

Gnn(s)


n×n

(10)

Therefore, the output and input variables of the controlled object should conform to
the following matrix equation:

Y1(s)
Y2(s)

...
Yn(s)

 =


G11(s)

G22(s)
. . .

Gnn(s)




U1(s)
U2(s)

...
Un(s)

 (11)

The inputs of the three input and three output model are inlet flow regulation, pressure
regulation of relief valve and the return water flow regulation. The outputs are flow F, inlet
pressure P and inlet temperature T of the heat exchanger. The mathematical description of
the input and output is as follows:F

P
T

 =

G11 G12 G13
G21 G22 G23
G31 G32 G33

U1
U2
U3

 (12)
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Each loop is independently controlled by the decoupling algorithm. The PID controller
is selected as the controller. Due to the complexity of the actual gas turbine cooling system,
the diagonal matrix decoupling method cannot achieve complete decoupling. There must
be coupling when there are dependencies between modules. Absolute zero coupling of the
industrial systems cannot be achieved. In addition, complete decoupling is very sensitive
to the changes of system parameters. The inaccuracy of system parameters or some which
drift in operation will destroy complete decoupling. The block diagram of the decoupling
control system is shown in Figure 3.
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3. Parameter Optimization of Controller

The model of the gas turbine cooling system control system has been built and the
decoupling device has been designed according to diagonal matrix decoupling. In this
section, the controller parameter is optimized through the optimization algorithm, so as to
obtain a good control effect and be used for the gas turbine cooling control system.

3.1. Jumping Spider Optimization Algorithm

The jumping spider optimization algorithm is a new intelligent optimization algorithm
which was proposed in 2021 [22]. The algorithm achieves the goal of optimization by
simulating the hunting behavior of jumping spiders, including the persecution behavior,
jumping behavior, searching prey and pheromone. For the benchmark function, the average
value, the best value and the standard value of the JSOA perform well, which proves that
the algorithm has certain advantages. Persecution means that when a jumping spider is
not within the range of jumping to catch prey, it will approach it by doing some secret
actions until it reaches the range of jumping to catch prey. The persecution strategy can be
expressed by a uniformly accelerated rectilinear motion:

xi =
1
2

at2 + V0t (13)
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As the iteration progresses, Equation (13) can be expressed as:

xi(g + 1) =
1
2

(→
x i(g)−→x r(g)

)
(14)

where xi(g + 1) represents the new position of the individual after iteration,
→
x i(g) rep-

resents the current position of the individual and
→
x r(g) is the position of a randomly

selected individual. The jumping behavior of jumping spiders can be expressed as the
parabolic motion:

→
x i(g + 1) =

→
x i(g)tan(α)− g

→
x i

2
(g)

2V2
0 cos2(α)

(15)

α =
ϕπ

180
(16)

V0 is the initial speed with 100 mm/seg. G is the gravitational acceleration with 9.80665 m/s2,
ϕ is a random number between 0 and 1.

The jumping spider searches for its prey in two ways: local searches and global searches:

→
x i(g + 1) =

→
x best(g) + walk

(
1
2
− ε

)
(17)

→
x best(g) is the best individual found from the previous iteration, walk is a uniform random
number between −2 and 2 and ε is a random number between 0 and 1. Equation (17)
represents the local searches.

→
x i(g + 1) =

→
x best(g) +

(→
x best(g)−→x worst(g)

)
λ (18)

→
x worst(g) is the worst individual found from the previous iteration, λ is a Cauchy random
number between 0 and 1. Equation (18) represents the global searches.

Pheromone is secreted by an individual to the outside of the body and it is detected by
other individuals of the same species through the olfactory organ, so that the latter shows
some behavior and has a communication function. The pheromone model of the jumping
spider optimization algorithm is:

pheromone(i) =
f itnessmax − f itness(i)
f itnessmax − f itnessmin

(19)

When the pheromone of an individual is less than or equal to 0.3, the following
equation is used for updating:

→
x i(g) =

→
x best(g) +

1
2
(
→
x r1(g)−

(
−1)σ→x r2(g)

)
, (20)

→
x r1(g) and

→
x r2(g) are two different individuals randomly selected, and σ ∈ {0, 1}.

The pheromone concentration update of the jumping spider optimization algorithm is
similar to the black widow optimization algorithm (BWOA) model [29]. In intelligent
bionics, the pheromone mechanism is easy to cause the optimization result to fall into local
optimization. When the JSOA is applied to the gas turbine cooling system, a relatively large
overshoot occurs, which means that the obtained PID parameters are not ideal enough and
are not suitable for the MIMO system represented by the gas turbine cooling system. Based
on the jumping spider optimization algorithm, the pheromone model is improved and an
improved jumping spider optimization algorithm (IJSOA) is proposed.
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3.2. Improved Jumping Spider Optimization Algorithm

Bio-inspired computer modelling brings solutions from the living phenomena or
biological systems to engineering domains [30]. Pheromone is an important way of commu-
nication between jumping spiders. The pheromone model of the jumping spider optimiza-
tion algorithm is derived from the chemical substances that communicate between male
and female spiders, parents and children, and between spiders and prey in nature [31].
Pheromones can attract other spiders. By continuously sensing the high concentration of
pheromones, more and more spiders will move to places with a high pheromone intensity,
resulting in a gradual increase in the probability of spiders selecting the optimal solution.
This positive feedback mechanism will also optimize the solution of the problem with the
increase in iteration times.

In Equation (19), f itnessmax and f itnessmin, respectively, represent the worst and the
best fitness values: f itness(i) is the current fitness value of the ith jumping spider, and
the fitness value is normalized within the interval (0,1), where 0 is the worst pheromone
concentration and 1 is the best. If pheromone concentration is very low, it means that
the performance of the jumping spider is poor, so it is necessary to update the current
position of the jumping spider according to Equation (20). This method can greatly improve
search efficiency and has a strong optimization ability. When applied to the MIMO system
represented by the gas turbine cooling system, the “optimal solution” searched is actually
a local optimal solution. The controller cannot achieve a good control performance and
has an unacceptable overshoot. The pheromone update equation is improved in this paper
and this paper also introduces the pheromone volatilization mechanism, which is more
in line with the basic laws of nature. The pheromone concentration is updated with the
iteration. The volatilization of pheromone is time-dependent and it iterate with the passage
of time. Each iteration will pass for a period of time, which means that the pheromone will
volatilize. The pheromone update equation is:

ρ× pheromone(t) = pheromone(t)− pheromone(t + τ) (21)

where t is time, τ is time interval of each iteration and ρ is pheromone volatilization
coefficient. Equation (21) is only based on time. The meaning of time can be understood as
that after the iteration time; the volatilization amount of pheromone concentration is equal
to the difference between the actual pheromone concentration and the original pheromone
concentration. Before judging whether the individual pheromone concentration is less
than or equal to 0.3, the pheromone has volatilized with this iteration. As the iteration
progresses, when the number of iterations is i, Equation (21) is converted into Equation (22).

pheromone(i∗) = (1− ρ)pheromone(i) (22)

pheromone(i∗) is the pheromone concentration after updating. “Updating” means the ac-
tion process of the jumping spider, and it is also the process of this iteration. pheromone(i)
is the current individual pheromone concentration. When the scale of the problem is rela-
tively large, the existence of ρ will reduce the pheromones of the solutions that have never
been searched to almost zero, thus the global search ability of the algorithm is reduced.
If ρ is too large, the probability that the previously searched solution will be reselected
is too large, which will also affect the randomness and global search ability of the algo-
rithm. Conversely, it can improve the random performance and global search ability of
the algorithm by decreasing ρ, which will reduce the convergence speed of the algorithm.
The pheromone volatilization coefficient is set to 0.1 in this paper. The pseudo code of the
pheromone model is shown in Algorithm 1.
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Algorithm 1 Pheromone model

1. Generate initial population randomly
2. Computing pheromone concentration for all jumping spiders by Equation (19)
3. Computing pheromone concentration after update by Equation (22)
4. for i = 1 to Size Jumping Spiders do
5. if pheronome(i∗) ≤ 0.3 then
6. Jumping spiders updated by Equation (20)
7. end if
8. end for
9. return →

xi

10. Ending procedure

Due to the volatilization mechanism of pheromones, it is more likely that current
spiders update their positions to a certain extent according to Equation (20), which means
that more spiders have updated their positions than before. This mechanism will increase
the global search ability of the jumping spider optimization algorithm, but it will also
reduce the convergence speed and increase the operation time of the algorithm. In order to
balance the convergence speed and search ability of the algorithm, in this paper a jumping
out of the loop strategy is designed. The tolerance of the function change (usually a very
small positive number) is defined. The overall flow is shown in Figure 4.
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During the iteration process, after calculating the best fitness, the change between
the fitness and the current individual fitness (to take the absolute value) is calculated, and
the relative size of this change and the tolerance of the function change are judged. In
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improving the spider jumping optimization algorithm, the position of the best individual
in each generation is compared with the position of the current individual. If the “distance”
is short, or even less than the tolerance of the function change, the current individual is
defaulted as the optimal solution, and the current solution is jumped out, so the jumping
spider position is reinitialized, and the next iteration is directly entered. The pseudo code
of the jumping out of the loop strategy is shown in Algorithm 2.

Algorithm 2 Strategy for jumping out of the loop

1. Starting procedure
2. Generate initial population randomly
3. Defining tolerance of function variation

4. Computing the distance from
→
x i to

→
x best

5. For i = 1 to size jumping spiders do
6. if distance < tolerance then

7. return
→
x i

8. Randomly initializing the position of jumping spider
9. end if
10. end for
11. Iteration = Iteration + 1
12. Ending procedure

Noticing that:

(1) When initializing the spider jumping position, the upper and lower bounds of the
PID controller parameters are set according to the prior knowledge, which can not only
improve the search efficiency, but also prevent the jumping spider from being confused.

(2) When judging which prey or search strategy the jumping spider adopts, a random
number of 0–1 is generated in the program. If the random number is greater than or
equal to 0.5, the jumping spider is far from the prey, and the corresponding strategy
is taken.

(3) When updating the pheromone concentration, if the pheromone concentration of the
current individual is low (less than 0.3), the current individual will be reinitialized,
which is not shown in the flowchart to make the flowchart more concise.

(4) When comparing the individual fitness and the best fitness, no individual in this
iteration satisfies the defined tolerance of the functional variables. The process shown
in Figure 4 is not a dead cycle. If no individual satisfies the tolerance in this iteration,
the next iteration is carried.

Now, IJSOA, JSOA and PSO were used to adjust the PID controller parameters of the
complex MIMO system represented by the gas turbine cooling system, demonstrating the
feasibility of the IJSOA.

4. Simulation Results

According to the commissioning test of the gas turbine cooling system, the input-
output characteristic curves are obtained through the electric control valve position feed-
back signal and the measurement data of the sensor, as shown in Figures 5–7. u1, u2 and u3
is the opening of the valve and the change of each step opening is almost 5%. The opening
of the valve is from 0% to 100%, the converted current signal is 4–20 ma and the converted
voltage signal is 0–5 V.
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It can be seen from the commissioning test that the gas turbine cooling system is
a MIMO system with a strong coupling, nonlinear, time-varying and large disturbance
amplitude. It is difficult to manually adjust the opening of the solenoid valve, with a low
control accuracy and unstable output variables.

When we use the optimization algorithm to adjust the parameters of the PID con-
trollers, we call the Simulink model by the Sim function firstly, as shown in Figure 8. As
described in Figure 3, the model in Figure 8 includes a regulator design, decoupler design
and system transfer function model from left to right.
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PSO, JSOA and IJSOA are, respectively, used to optimize the parameters of the PID
controllers. There are three PID controllers of the gas turbine cooling system, and the
controlled variables are the flow, pressure and temperature. The simulation results are as
follows: green curve represents PSO, orange curve represents JSOA, and blue curve repre-
sents IJSOA, as shown in Figures 9–11. All computations were carried out on a standard
PC (Win10, Intel(R) core(TM) i5-6300 HQ CPU@ 2.30 GHz, 8 GB) in MATLAB R2018b.
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For the flow control, the horizontal axis represents the time and the vertical axis
represents the flow value in pipe DN400. The PID controller parameters given by the
IJSOA have almost no oscillation, and the transient time, steady-state error and maximum
overshoot are better than those of the JSOA and PSO, which shows that the parameters
obtained by the IJSOA are the best for the first PID controller. The result of PSO has a
large overshoot, which does not mean it is a bad algorithm. In the original data, the flow
measured by the flowmeter also fluctuates greatly, and there are many influencing factors,
even on-site voltage problems. Compared with PSO and the JSOA, the IJSOA still performs
well in the gas turbine cooling system with a large disturbance amplitude.

For the pressure control, the curve of the IJSOA is smoother, and there is also no large
overshoot. The horizontal axis represents the time and the vertical axis represents the
pressure in the main pipe. The steady-state error is small. The adjustment time is almost
within 40 s, which is much faster than that of the JSOA and PSO, which shows that the
parameters obtained by the IJSOA are the best for the second PID controller.
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For the temperature control, the optimization result of PSO produces oscillation and
the JSOA generates an overshoot. The horizontal axis represents the time and the vertical
axis represents the temperature in pipe DN400. Although the adjustment time of the IJSOA
is relatively slow, the temperature control is inherently a time-delay. For the gas turbine
cooling system, safety and stability are also very important, and the performance of the
IJSOA is also acceptable.

Noting that the decoupler designed in Section 2 is not completely decoupled, in fact,
for complex MIMO systems, it is almost impossible to achieve complete decoupling. There
is still some weak coupling between the controlled variables, which is also different from
the single loop PID controller. For the gas turbine cooling system, the IJSOA is better than
PSO in terms of control performance. In this paper, a MATLAB profiler is used to record the
running time of the three optimization algorithms applied to the PID controller parameter
optimization of the gas turbine cooling system, as shown in Table 1.

Table 1. Table caption Profiler results.

Algorithms Run Time

IJSOA 187 s
JSOA 232 s
PSO 167 s

It can be found from Equations (19) and (20) that if the pheromone concentration
is high, jumping spiders will continue to optimize along the current path without re
initialization, which can be understood as jumping spiders tend to move in the direction
of a high pheromone concentration. Affected by the fitness value, the number of jumping
spiders on the good optimization path will increase, and the number of jumping spiders
on the bad optimization path will decrease. This positive feedback mechanism enables
jumping spiders to gradually search for the optimal result. The volatilization mechanism
of pheromones will bring a benefit and if the current fitness value is large, it can be
concluded that this jumping spider is almost impossible to be the optimal individual, and
the volatilization mechanism of the pheromone will speed up its initialization process.
The operation speed of the IJSOA is faster than the JSOA, but slower than PSO. Although
a small amount of operation time is sacrificed, which has better performance than PSO.
PSO is relatively simple and does not involve many parameters and formulas. The main
parameters are position (fitness value) and speed.
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The PID controller parameters obtained by the three optimization algorithms are
shown in Table 2.

Table 2. PID parameters.

IJSOA JSOA PSO

KP1 0.1592 0.0827 0.0332
Ki1 0.1409 0.1360 0.1423
Kd1 5.8471 × 10−6 1.5369 × 10−5 3.6027 × 10−5

KP2 0.0262 0.0874 0.0257
Ki2 0.0099 0.0199 0.0013
Kd2 1.5607 × 10−5 2.1097 × 10−5 5.6253 × 10−6

KP3 2.8095 2.9191 2.1691
Ki3 0.8900 0.8909 0.9214
Kd3 4.9470 × 10−5 2.1286 × 10−5 8.6424 × 10−6

The transient time, steady-state errors and overshoot of the three optimization algo-
rithms are shown in Tables 3–5.

Table 3. Transient time.

IJSOA JSOA PSO

Flow 5.98 s 22.35 s 30.32 s
Pressure 40.58 s 124.6 s 118.2 s

Temperature 167.3 s 87.4 s 133.5 s

Table 4. Steady-State errors.

IJSOA JSOA PSO

Flow 0.46% 0.83% 0.88%
Pressure 1.1% 1.2% 1.1%

Temperature 0.09% 0.27% 0.45%

Table 5. Overshoot.

IJSOA JSOA PSO

Flow 12.8% 26.8% 41.7%
Pressure 3.87% 36.1% 24.2%

Temperature 0% 3% 14.1%

5. Conclusions

The gas turbine cooling system is an important part of the long-term stable operation
of the whole gas turbine system, and its control quality is directly related to the safety of the
engine system. In order to avoid the risks and difficulties caused by the manual operation
of the system, an automatic control system of the gas turbine cooling system is designed
in this paper, which includes a regulator and decoupler. The diagonal matrix decoupling
method is used in the design of the decoupler and the diagonal matrix decoupling method
is used to weaken the correlation between variables. The PID controller is selected. When
comparing the optimization algorithms of the PID controller parameter optimization, many
optimization algorithms have certain limitations for the MIMO system of the gas turbine
cooling system and do not perform well for the gas turbine cooling system. In this paper, an
improved jumping spider optimization algorithm is proposed, which improves the update
of the pheromone model, improves the global search ability and prevents falling into the
local optimal solution. However, this improvement will reduce the original running speed
of the algorithm. Therefore, on this basis, a jumping out of the loop strategy is designed to
speed up the running speed of the algorithm, so as to balance the global search ability and



Machines 2022, 10, 909 16 of 18

the convergence speed. For flow control, the transient time reduces by 16.37 s, steady-state
errors reduce by 0.37% and overshoot reduces by 14%. For pressure control, the transient
time reduces by 84.02 s, steady-state errors reduce by 0.1% and overshoot reduces by 32.23%.
For temperature control, steady-state errors reduce by 0.18% and overshoot reduces by 3%.
For the controller parameter optimization of the gas turbine cooling system, the simulation
results prove that the IJSOA is more suitable for an MIMO gas turbine cooling system with
a strong coupling, nonlinear and large disturbance amplitude. Other mathematical forms
of the JSOA predation strategies have not been developed, including mixing with other
optimization algorithms, such as the sine and cosine algorithm (SCA) and a chaotic map.
In addition, the decoupling matrix of the gas turbine cooling system may be complex. The
adaptive control of the system by other bionic optimization algorithms or neural networks
is currently under development for future work.
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Abbreviations

Symbols
a acceleration
C controller matrix
D decoupling matrix
f itness fitness value
F flow
g gravitational acceleration
G coupling system transfer function matrix
J objective function
Mx solenoid valve
p pressure sensor
P pressure
SP target water flow
t time
T temperature
T0 inlet temperature
Tout heat exchanger temperature
Tr loop temperature
Tx temperature sensor
Ux opening of valve
V0 initial speed
walk uniform random number
x position of the individual
∆Tx temperature loss
ϕ random number
ε random number
σ random number
ρ pheromone volatilization coefficient
τ time interval
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Acronyms
IJSOA Improved jumping spider optimization algorithm
JSOA Jumping spider optimization algorithm
PSO Particle swarm optimization
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