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Abstract: One of the most used algorithms to solve the fuzzy clustering problem is Fuzzy C-Means;
however, one of its main limitations is its high computational complexity. It is known that the
efficiency of an algorithm depends, among other factors, on the strategies for its initialization and
convergence. In this research, a new convergence strategy is proposed, which is based on the
difference of the objective function values, in two consecutive iterations, expressed as a percentage of
its value in the next to the last one. Additionally, a new method is proposed to optimize the selection
of values of the convergence or stop threshold of the algorithm, which is based on the Pareto principle.
To validate our approach, a collection of real datasets was solved, and a significant reduction in the
number of iterations was observed, without affecting significantly the solution quality. Based on the
proposed method and the experiments carried out, we found it is convenient to use threshold values
equal to 0.73 and 0.35 if a decrease in the number of iterations of approximately 75.2% and 64.56%,
respectively, is wanted, at the expense of a reduction in solution quality of 2% and 1%, respectively.
It is worth mentioning that, as the size of the datasets is increased, the proposed approach tends
to obtain better results, and therefore, its use is suggested for datasets found in Big Data and Data
Science.

Keywords: big data; clustering algorithm; convergence; data science; Fuzzy C-Means
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1. Introduction

Technological development has generated an exponential increase in the generation
and storage of data at public and private institutions. It is known that, in those large data
repositories, potentially useful information for institutions might be distilled. Therefore,
there exists a well justified interest in the extraction of that useful knowledge from those
large volumes of data. The knowledge obtained in this way could help make better
decisions or improve our comprehension of the environment. Some disciplines that deal
with this problem are Data Science, Data Mining, and Data Analytics [1,2]. In turn, these
disciplines rely on several techniques; one of them is clustering algorithms.

Data clustering algorithms have been used in different areas. Some of them are the
following: pattern recognition, image segmentation, data mining, medicine, taxonomy, and
business, among others [3,4]. However, one of the limitations of data clustering is its high
computational cost [5,6].
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Traditionally, clustering algorithms are divided into hierarchical and partitional [7]. In
turn, partitional algorithms are divided into two: hard and soft [8–10]; their main exponents
are K-Means [11] and Fuzzy C-Means (FCM) [12], respectively. For the rest of this paper,
when we speak of the FCM algorithm, we mean the Bezdek algorithm proposed in [13].

The main characteristic of K-Means is that it generates hard partitions (i.e., each object
belongs to a single cluster); in contrast, FCM generates a fuzzy partition, where objects
have some degree of membership in each cluster. For this reason, one of the advantages
of FCM over K-Means is the quality of results when the interpretation of the results has
a gradated interpretation, which is related to the fuzzy partition concept. However, the
computational complexity of FCM is higher than that of K-Means. Article [14] mentions
that the time complexity of FCM is O(ndc2t), where n is the number of objects, d is the
number of dimensions or objects attributes, c is the number of clusters, and t is the number
of iterations. The clustering problem can be described as follows: let X = {x1, . . ., xn} be the
dataset of n objects to be partitioned, where xi ∈ Rd for i = 1, . . . , n, and c is the number of
clusters where 2 ≤ c ≤ n.

The fuzzy clustering problem was formulated initially as an optimization problem
that consisted of the minimization of an objective function [15,16]. Later, this formulation
was improved by Dunn and Bezdek. Next, the formulation by Bezdek [12] is presented.
Expression (1) shows the objective function. The decision variables are the matrix of
membership degrees U and the set of centroids V.

P : minimize Jm (U ,V) = ∑n

i=1 ∑c
j=1 uij

m (
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m: weighting exponent or fuzzy factor, m > 1; 
c: number of clusters in X; 
n: number of objects in X; 
ε: threshold value; 
i: index of objects; 
j: index of cluster; 
t: iteration count; 
T: maximum number of iterations; 
X = {x1, …, xn}: set of n objects to be partitioned according to a similarity criterion; 
U = {uij}: membership degree of object i to cluster j; 
V = {v1,…,vc}: set of centroids, where vj is the centroid of cluster j; ∥ − ∥ : distance from object xi to centroid vj using the Euclidean distance; 
ΔU: convergence criterion (the difference of the membership degrees values in two con-
secutive iterations); 
ΔV: convergence criterion (the difference of the centroids values in two consecutive itera-
tions); 
ΔoldJm: convergence criterion (the difference of the objective function values in two consec-
utive iterations); 
ΔnewJm: new convergence criterion (the difference of the objective function values, in two 
consecutive iterations, expressed as a percentage of its value in the next to the last one). 
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subject to
Uij ∈ [0, 1]; 1 ≤ i ≤ n, 1 ≤ j ≤ c, (2)

∑c
j=1 Uij = 1, 1 ≤ i ≤ n, (3)

Uij = 1 i f
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U = {uij}: membership degree of object i to cluster j;
V = {v1,. . .,vc}: set of centroids, where vj is the centroid of cluster j;
∥ xi − vj ∥2: distance from object xi to centroid vj using the Euclidean distance;
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utive iterations);
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Expression (2) indicates that the membership degree of object i to cluster j must be
between 0 and 1. Expression (3) declares that the sum of the membership degrees of any
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object i to all the clusters must equal 1. Expression (4) states that the membership degree
of an object i to a cluster j must equal 1 if the object xi lies at the same position of centroid
vj. Expression (5) declares that for each cluster j, the sum of the membership degrees of
all the objects to cluster j must be greater than 0 and less than n (i.e., there may not be any
centroid vj such that the sum of the membership degrees of all the objects to vj equals 0).

The solution method mentioned by Bezdek in [12] consists of performing the calcula-
tion of Expressions (6) and (7) alternately, until a convergence criterion is satisfied.

vj =
∑n

i=1
(
uij

)mxi

∑n
i=1

(
uij

)m , 1 ≤ j ≤ c, (6)

uij =
1

∑c
k=1

(
(xi−vj)

2

(xi−vk)
2

)2/(m−1)
, 1 ≤ i ≤ n, 1 ≤ j ≤ c. (7)

Expressions (8) and (9) show two convergence criteria [12,13], whose values are used
to stop the algorithm when a stop condition is met. Usually, the threshold values are
denoted by symbol ε.

∆U(t) = max
(

abs
(

uij
(t−1) − uij

(t)
))

(8)

∆V(t) = max
(

abs
(

vij
(t−1) − vij

(t)
))

(9)

The pseudocode of the FCM Algorithm 1 described next is based on article [13].

Algorithm 1: FCM

Input: dataset X, c, m, ε, T
Output: V, U
1 Initialization:
2 t: = 0;
3 ε: = 0.01;
4 U(t): = {u11, . . ., uij} is randomly generated;
5 Calculate centroids:
6 Calculate the centroids using Equation (6);
7 Calculate membership matrix:
8 Update and calculate the membership matrix using Equation (7);
9 Convergence:
10 If ∆U(t) < ε or t = T:
11 Stop the algorithm;
12 Otherwise:
13 U(t): = U(t + 1) and t: = t + 1;
14 Go to Calculate centroids
15 End of algorithm

According to Algorithm 1, the input parameters are five: dataset X, the number of
clusters c, the weighting exponent m, the threshold value ε, and the maximum number of
iterations T. The output parameters or decision variables are the matrix of membership
degrees U and the set of centroids V. In the initialization phase, the iteration count t is
set to 0, the threshold value ε is set to 0.01, and the initial matrix of membership degrees
is randomly generated. The cycle starts at line 5, where centroids are calculated, and at
line 7, the calculation of the membership matrix is performed. Notice that line 10 defines
a convergence criterion constituted of two stop conditions, such that the algorithm stops
when any one is met.

It is known that the efficiency of the FCM algorithm depends, among other factors, on
the initialization and convergence strategies. In this research, a new convergence strategy
is proposed, which is based on a new indicator defined by the difference of the objective
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function values, in two consecutive iterations, expressed as a percentage of its value in the
next to the last one. Additionally, a new method is proposed to optimize the selection of
values for the stop threshold based on the Pareto principle.

This paper is organized as follows: Section 2 presents related work. Section 3 shows
the improvement proposal. Section 4 reports the results obtained. Finally, conclusions are
presented in Section 5.

2. Related Work

The FCM algorithm consists of four phases: initialization, centroids calculation, mem-
bership matrix calculation, and convergence [13]. In this article, we will focus on the
last phase.

2.1. Convergence

In the convergence phase of the FCM algorithm, the stop criterion may include one or
two stop conditions. Four stop conditions have been considered: (i) a maximum number
of iterations (T); (ii) the value of indicator ∆U is smaller than a threshold ε; (iii) the value
of indicator ∆V is smaller than a threshold ε; and (iv) the value of indicator ∆oldJm (see
Expression (10)) is smaller than a threshold ε. In those cases where the convergence criterion
consists of two conditions, the algorithm stops when one of them is met.

∆old Jm
(t) = (Jm

(t−1) − Jm
(t)) < ε (10)

Next, on a timeline, the main projects on the convergence phase are briefly described.
In its origins, in 1969–1970, Ruspini used ∆U as convergence indicator [15,16]. However,
he did not propose a value for threshold ε. It is important to mention that Ruspini was the
first to formulate the fuzzy clustering problem as an optimization problem including an
objective function. The solution method that he used was the gradient method. Later, in
1973, Dunn improved the Ruspini model with some changes in the objective function [17].
The solution method used by Dunn was the Lagrange multipliers, and the convergence
indicator was ∆V. The value for the threshold was 0.00001. Following this timeline, Bezdek,
in his PhD dissertation, continued Dunn’s research [12]. In particular, he incorporated
variable m in the term (uij)m, where m is the m-th power of the membership degree of the
i-th object to cluster j.

Table 1 shows the different stop criteria proposed by Ruspini, Dunn, and Bezdek.
The structure of Table 1 is the following: column one indicates the reference to the related
publication, column two presents the author name, column three shows the publication
year, column four presents the threshold values used, column five indicates if a maximum
number of iterations (T) was utilized as a stop condition, column six specifies if the indicator
∆U was used, and column seven indicates if the convergence indicator ∆V was utilized.

Table 1. Threshold values proposed by Ruspini, Dunn, and Bezdek.

Ref. Author Year ε
Convergence Criterion

T ∆U ∆V

[15,16] Ruspini 1969–1970 — ✓
[17] Dunn 1973 0.00001 ✓
[12] Bezdek 1973 0.0001 ✓ ✓

[18,19] Bezdek 1974 0.0001 ✓
[20] Bezdek 1975 0.001 ✓ ✓
[21] Bezdek 1976 0.01 ✓
[22] Bezdek 1981 0.01 ✓
[13] Bezdek 1984 0.01 ✓ ✓
[23] Bezdek 1986 0.001 ✓ ✓
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In subsequent years and according to the specialized literature, several threshold
values were proposed: for example, 0.1 [24], 0.01 [13,22,23], 0.001 [5,10,23,25,26], 0.0001 [27],
0.00001 [28–30], 0.000001 [31,32], 0.000000001 [33], 0.03 [34]. In some publications, the
authors mention that they obtained good results with the proposed threshold values.
However, to the knowledge of the authors of this article, none of the proposals for threshold
values presents quantitative arguments that relate the quality of the solution obtained to
the threshold values. In this sense, this research proposes a new approach to quantitatively
choose the best threshold values to obtain a good-quality solution.

2.2. Improvements of the FCM Algorithm That Modify the Objective Function

In the specialized literature, there exist several publications that propose FCM variants
of the objective function. A generalization of the objective function is shown in [35]. Other
changes in the objective function are oriented to assign importance weights or weighting
factors, for example, to the Euclidean distance [36,37], objects and clusters [30,38,39], and
attributes [30,40]. These variants include as the convergence indicator the difference of
the objective function values in two consecutive iterations, which is denoted by ∆oldJm; see
Expression (10). It is important to mention that, in the aforesaid variants, the stop criterion
consists of two conditions: one is when a maximum number of iterations is reached, and
the other is when ∆oldJm is smaller than a threshold. Table 2 shows the improvements to
the FCM algorithm that include the convergence indicator ∆oldJm. The structure of Table 2
is the following: column one indicates the reference to the publication, column two shows
the publication year, and column three presents the threshold value ε.

Table 2. Improvements to the FCM algorithm that include the convergence indicator ∆oldJm.

Ref. Year ε

[36] 2004 —
[38] 2008 —
[37] 2008 —
[39] 2016 —
[30] 2019 0.00001
[40] 2023 0.00001

Notice that in Table 2, for publications [36–39], the value of parameter ε is not explicitly
mentioned.

It is important to mention that, in our proposed convergence indicator ∆newJm (see
Expression (11)), as well as for indicator ∆oldJm, the objective values for consecutive it-
erations are used. However, an important limitation of indicator ∆oldJm is the difficulty
selecting the adequate threshold values. Basically, to define an efficient threshold value, it
is necessary to know the range of values of the objective function prior to the conclusion
of the algorithm. In this sense, our proposal for indicator ∆newJm is independent of the
range of values that the objective function may have, since the threshold value is defined
as a percentage of the objective function value. A detailed description of our indicator is
presented in the next section.

3. Proposal

Our improvement proposal for FCM consists of two parts: a new convergence in-
dicator and an improved selection of the stop thresholds for the algorithm through the
Pareto principle.

3.1. Proposal for a New Convergence Indicator

The FCM algorithm uses ∆U as convergence indicator, in particular, the largest change
in the value of elements uij in two iterations. One of the limitations of this approach
is that the indicator value is detached from the values of the objective function. This
hinders the selection of threshold values that allow for providing a balance between the
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number of iterations and the solution quality. In this sense, a new convergence indicator
is proposed, which is based on the difference of the objective function values, in two
consecutive iterations, expressed as a percentage of its value in the next to the last one; see
Expression (11).

∆new Jm
(t) = 100 ∗

(
Jm

(t−1) − Jm
(t)
)

Jm
(t−1)

(11)

In order to compare the values of indicators ∆newJm
(t) and ∆U(t), a dataset was

solved and, in general, we noticed that they were highly correlated, and in every case,
the correlation was larger than 0.9. The correlation calculation was carried out using
Expressions (12) and (13), which are related to the Pearson correlation. In particular, when
solving the real Abalone dataset [41], a correlation of 0.94 was found. Such a dataset consists
of 4177 objects with seven dimensions.

p(∆Jm, ∆U) =
∑T

t=2

[(
∆Jm

(t) − Y
)(

∆U(t) − ν
)]

√
∑T

t=2

(
∆Jm

(t) − Y
)2√

∑T
t=2

(
∆U(t) − ν

)2
= 0.94, (12)

where:
Y =

1
t ∑T

t=2 ∆Jm
(t) and υ =

1
t ∑T

t=2 ∆U(t). (13)

3.2. Method to Determine Threshold Values

It is known that the Pareto principle [42–45] allows for determining the optimal
relation between effort and benefit when solving a dataset [46,47]. In this case, the effort is
measured by the number of iterations or computer time, and the benefit is the value of the
objective function when the algorithm stops. To apply the Pareto principle, it is necessary
to solve at least one dataset with the same characteristics as those of the dataset that it is
intended to be solved. Once we have the intermediate results of each iteration, the final
value of the objective function and the number of iterations, a series of steps are applied
to obtain the optimal relation between the number of iterations and the solution quality.
In particular, the selection of the optimal relationship is guided by the minimum distance
between the current solution and the ideal solution (0 iterations, 100% efficiency). From
the determination of the optimal relation, the threshold values are established. A detailed
description on the use of the Pareto principle can be found in [46].

In order to illustrate the process we followed to calculate thresholds, the rest of this
section shows the results from applying the Pareto principle to the results obtained from
solving the real Abalone dataset, using FCM and 0.01 as the threshold. It is important
to remark that we chose the value for ε = 0.01 because it is the least restrictive of the
values proposed in Tables 1 and 2. More restrictive threshold values cause the algorithm to
generate more iterations.

Table 3 shows the relation that exists between computational effort and solution
quality effort and solution quality. Column one indicates the iteration count; column
two shows the number of iterations carried out At (expressed as a percentage of the total
number of iterations), where At = 100 ∗ (t/T); column three presents the reduction of
the objective function value in two consecutive iterations, Bt, expressed as a percentage
of the decrease of the objective function from the 1st iteration to the final one, where
Bt = 100 ∗ (Jm

(t−1) − Jm
(t))/(Jm

1 − Jm
T); column four shows the value of the Euclidean dis-

tance Dt between points (At, Ct) and (0, 100), where Dt =
√
(0 − At)2 + (100 − Ct)2;

column five presents the cumulative value of the reduction percentages of the objective
function values, where Ct = Ct−1 + Bt; and column six shows the value of the convergence
indicator ∆newJm for each iteration.
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Table 3. Some intermediate and final results from FCM when solving Abalone.

Iteration (t) At Bt Dt Ct ∆newJm
(t)

13 4.45 0.59 5.81 96.25 2.36
14 4.79 0.66 5.69 96.92 2.71
15 5.13 0.56 5.72 97.48 2.34
. . . . . . . . . . . . . . . . . .
17 5.82 0.21 6.14 98.03 0.90
. . . . . . . . . . . . . . . . . .
29 9.93 0.03 9.98 99.01 0.15
. . . . . . . . . . . . . . . . . .
292 100 0.00 100 100 0.0024

Figure 1 shows the Pareto diagram for points (At, Ct); see columns two and five of
Table 3. The A-axis indicates the percentages of the total number of iterations, and the
C-axis indicates the cumulative value of the reduction percentages of the objective function.
Therefore, point G with coordinates (4.79, 96.92) means that, with 4.79% of iterations, 96.92%
of the cumulative value of reductions of the objective function was attained. In case the
algorithm is stopped at this point, there will only be a quality decrease of 3.08% of the
objective function.
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Notice that point G is the one with the smallest distance Dt to point (0, 100), located
in the upper left corner of the diagram. According to the Pareto principle, the aforesaid
point is the one with an optimal relation between effort and benefit. As can be seen in row
two of Table 3, the coordinates of point G correspond to iteration 14 at the intersection with
columns two and five. To determine the optimal value of the threshold, it is necessary to
look at the crossing of row two and column six of the said table, and it is found that the
value of ∆newJm

(t) is 2.71%. This means that, when the difference of the objective function
in two consecutive iterations is less than 2.71% of the value of the objective function in
the preceding iteration, the algorithm stops. It is worth mentioning that, if the algorithm
stopped at this iteration, 95.21% of the iterations could be avoided, and 96.92% of the
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cumulative value of the reduction percentages of the objective function would be obtained
(see the intersection of row two and column five). The quality decrease of the objective
function would only be 3.08%.

Notice that points F, G, H, I, and J have cumulative values of the reduction percentages
of the objective function equal to 96.25, 96.92, 97.48, 98.03, and 99.01, respectively, and they
correspond to iterations 13, 14, 15, 17, and 29, respectively. As can be observed in Figure 1,
the relation between computational effort and solution quality is not linear. See also that,
as one aims to increase the solution quality, the number of iterations required grows in a
larger proportion.

Table 4 shows some intermediate results when solving the Abalone dataset using
FCM in order to compare values of the solution quality and the computational effort
required. The values in each row correspond to the iteration indicated in column one.
Column one indicates the iteration number, column two shows the percentage of the total
number of iterations that would be reduced if the algorithm stops in the current iteration,
column three presents the cumulative value of the reduction percentages of the objective
function up to this iteration, column four shows the percentage of quality decrease of the
objective function in case the algorithm stops in this iteration, column five presents the
value of the objective function calculated in the iteration, column six shows the value of the
proposed convergence indicator for the iteration, and column seven presents the value of
the traditional convergence indicator of FCM.

Table 4. Results of interest from FCM when solving Abalone.

Iteration % Reduction
Iterations Ct % Reduction

Quality Jm ∆newJm ∆U

1 99.65 -- -- 28.20 -- 0.99
-- -- -- -- -- -- --
14 95.20 96.92 3.08 5.56 2.71 0.44
15 94.86 97.48 2.52 5.43 2.34 0.42
-- -- -- -- -- -- --
17 94.18 98.03 1.96 5.30 0.90 0.22
-- -- -- -- -- -- --
29 90.07 99.01 0.99 5.07 0.15 0.06
-- -- -- -- -- -- --

292 0 100 0 4.84 0.0024 0.0094

The rows of Table 4 show the values for some iterations of interest. Notice that the
values in column three are approximately 96, 97, 98, 99, and 100 percent and correspond to
iterations 14, 15, 17, 29, and 292, respectively. As can be observed, for improving quality
from 96 to 97 percent, only 1 iteration was needed; however, for improving from 99 to
100 percent, 263 iterations were required. The last case shows a possible inefficiency of the
algorithm because a minimal improvement was obtained at the cost of a high computational
cost. In contrast, according to the Pareto principle, the optimal relation between effort
and benefit occurs in iteration 14. Therefore, the value 2.71 is suggested as the stop
threshold using our proposed indicator (column six) instead of the value 0.44 when using
the traditional convergence indicator of FCM (column seven). It is remarkable that the
values of our indicator are more intuitive because they are defined as a percentage of the
objective function value, which does not happen with the traditional indicator of FCM.

It is predictable that each application requires different degrees of solution quality
and, therefore, different convergence thresholds. Thus, for example, if some user needs
a solution quality of 97.5%, a value of 2.34% for the stop threshold is suggested for our
indicator. With this value, there would be reductions of 94.86% in the number of iterations
and only 2.52% in the solution quality.

Algorithm 2, shown next, integrates our proposed improvement to the FCM algorithm,
which we call Pareto Fuzzy C-Means (P-FCM). In particular, we want to call attention to
line 9, where the new convergence indicator is integrated.
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Algorithm 2: P-FCM

Input: Dataset X, V, c, m, ε
Output: V, U
1 Initialization:
2 t: = 0;
3 U(t): = {u11, . . ., uij} is randomly generated;
4 Calculate centroids:
5 Calculate the centroids using Equation (6);
6 Calculate membership matrix:
7 Update and calculate the membership matrix using Equation (7);
8 Convergence:
9 If ∆newJm

(t) ≤ ε:
10 Stop the algorithm;
11 Otherwise:
12 U(t): = U(t + 1) and t: = t + 1;
13 Go to Classification
14 End of algorithm

As a summary, this section shows the steps of the proposed method to obtain the
thresholds for the FCM algorithm:

Figure 2 shows a diagram of the method to obtain the threshold.
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Step 1: Solve a dataset with parameter values similar to those of the types of datasets
that will be solved.

Step 2: Apply the Pareto principle to the solution results to determine the effort–
quality relationship. It is necessary to store the intermediate and final data of the algorithm
execution.

Step 3: Determine threshold values for dataset type. If necessary, select those thresh-
olds that meet the required solution quality.

Step 4: Incorporate the convergence criterion in the FCM algorithm and solve the
datasets of the selected dataset type.

4. Results

For evaluating our proposed approach, three experiments were conducted, where
three real datasets obtained from the UCI repository were used [41]. In the implementation
of FCM, the computation and storage of the values of indicators ∆newJm and ∆U for each
iteration were included in order to report their values at each iteration.
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4.1. Experimental Environment

Algorithm FCM was implemented in the C language and compiled using GCC 7.4.0.
The experiments were carried out on an Acer Nitro 5 computer with the Windows 11
operating system, an Intel® Core™ i7-11800H processor at 2.30 GHz, 16 GB of RAM, a
512 GB SSD, and a 1 TB HDD.

4.2. Description of the Datasets

The datasets were obtained from the UCI Machine Learning Repository [41]. Table 5
shows the characteristics of the datasets. The structure of Table 5 is the following: column
one presents the name of the dataset; columns two and three show the quantity of data and
dimensions, respectively; and column four shows the dataset size, which is the product of
columns two and three.

Table 5. Real datasets.

Name n d n × d

Abalone 4177 7 29,239
Wine 4898 11 53,878
Urban 360,177 2 720,354

4.3. Test Cases

Test cases are designed for showing how different threshold values can generate
different reductions in the number of iterations and solution quality.

The parameters used for executing the FCM algorithm were the same in all experi-
ments. In particular, the values of m = 2 and ε = 0.01 were selected based on article [13],
which mentions that they are reasonable values. The value of c = 50 was chosen because it
is the highest reported in the literature [48]. Furthermore, because the focus of this research
is aimed at solving large datasets, it is foreseeable that a larger number of clusters will also
be required.

4.3.1. Description of Experiment I

The first experiment consisted of solving Abalone five times using FCM. Table 4 shows
the execution from which the best efficiency was obtained.

In Table 4, notice that the optimal result, with respect to effort and solution quality,
occurs in iteration 14 with a threshold value of 2.71%. With this value, a decrease of 95.20%
in the number of iterations and a quality reduction of 3.08% were obtained.

4.3.2. Description of Experiment II

The second experiment consisted of solving Wine five times using FCM. Table 6 shows
the execution from which the best efficiency was obtained.

Table 6 shows that the optimal result with respect to effort and solution quality occurs
in iteration 15 with a threshold value of 1.77%. Notice that, for this value, a decrease of
89.78% in the number of iterations and a reduction of 5.98% of the solution quality were
obtained.

4.3.3. Description of Experiment III

The third experiment consisted of solving Urban five times using FCM. Table 7 shows
the execution from which the best efficiency was obtained.

Table 7 shows that the optimal result with respect to effort and solution quality occurs
in iteration 17, where an 83% reduction in iterations and a 9.32% loss of quality were
obtained. The value obtained for the threshold in this iteration was 5.51.
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Table 6. Results of interest from FCM when solving Wine.

Iteration % Reduction
Iterations Ct % Reduction

Quality Jm ∆newJm ∆U

1 99.27 -- -- 207,288.90 -- 0.15
-- -- -- -- -- -- --
15 89.78 94.02 5.98 82,439.54 1.77 0.33
-- -- -- -- -- -- --
16 88.33 95.77 4.23 80,114.034 1.31 0.34
17 87.59 96.44 3.55 79,223.43 1.11 0.29
-- -- -- -- -- -- --
19 86.13 97.36 2.64 77,997.14 0.67 0.27
-- -- -- -- -- -- --
22 83.94 98.17 1.83 76,925.08 0.39 0.16
-- -- -- -- -- -- --
27 80.29 99.01 0.99 75,819.27 0.26 0.12
-- -- -- -- -- -- --

137 0 100 0 74,500.37 0.0007 0.0098

Table 7. Results of interest from FCM when solving Urban.

Iteration % Reduction
Iterations Ct % Reduction

Quality Jm ∆newJm ∆U

1 99 -- -- 26,283.06 -- 0.56
-- -- -- -- -- -- --
17 83 90.69 9.32 7637.21 5.51 0.97
18 82 91.49 8.51 7473.50 2.14 0.54
-- -- -- -- -- -- --
20 80 92.16 7.84 7335.26 0.66 0.23
-- -- -- -- -- -- --
22 78 93.01 6.99 7161.84 1.57 0.33
-- -- -- -- -- -- --
24 76 94.32 5.68 6891.88 1.33 0.28
-- -- -- -- -- -- --
26 74 95.50 4.49 6648.03 2.01 0.42
-- -- -- -- -- -- --
28 72 96.30 3.69 6483.56 1.1688 0.39
-- -- -- -- -- -- --
31 69 97.27 2.72 6284.52 1.0735 0.29
-- -- -- -- -- -- --
43 67 98.04 1.96 6127.57 0.15 0.32
-- -- -- -- -- -- --
73 27 99.26 0.73 5876.32 1.04 0.32
-- -- -- -- -- -- --

100 0 100 0 5724.92 0.0001 0.0087

4.4. Experiment Analysis

In this section, we analyze two types of threshold values. The first is the optimal
threshold that is obtained by applying the Pareto principle. Tables 8–10 present the results
obtained by solving five times the Abalone, Wine, and Urban datasets, respectively. Column
one indicates the execution number, column two indicates the iteration number, column
three shows the percentage of the total number of iterations that would be reduced if the
algorithm stops in the current iteration, column four presents the cumulative value of the
reduction percentages of the objective function up to this iteration, column five shows
the percentage of quality decrease of the objective function in case the algorithm stops
in this iteration, column six presents the value of the objective function calculated in the
iteration, column seven shows the value of the proposed convergence indicator for the
iteration, and column eight presents the value of the traditional convergence indicator of
FCM. The second type of threshold is the one whose values generate a solution quality of
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99%. Tables 11–13 show the results from solving s times the Abalone, Wine, and Urban
datasets, respectively.

Table 8. Optimal threshold values from Abalone.

Execution Iteration % Reduction
Iterations Ct % Reduction

Quality Jm ∆newJm ∆U

1 11 93.03 96.18 3.82 5.70 4.46 0.73
2 14 95.21 96.92 3.08 5.56 2.71 0.44
3 15 95.57 96.52 3.48 5.61 2.03 0.48
4 14 95.64 97.04 2.96 5.52 2.33 0.67
5 16 95.69 96.98 3.02 5.54 1.90 0.62

Average 5.58 2.68 0.58

Table 9. Optimal threshold values from Wine.

Execution Iteration % Reduction
Iterations Ct % Reduction

Quality Jm ∆newJm ∆U

1 14 89.79 94.02 5.98 82,439.54 1.77 0.33
2 13 89.17 92.75 7.25 84,076.47 2.33 0.38
3 10 87.35 88.94 11.06 89,294.37 2.57 0.43
4 10 86.31 89.22 10.78 88,774.58 2.73 0.44
5 13 88.89 93.31 6.69 83,474.63 2.04 0.35

Average 85,611.91 2.28 0.38

Table 10. Optimal threshold values from Urban.

Execution Iteration % Reduction
Iterations Ct % Reduction

Quality Jm ∆newJm ∆U

1 17 83.00 90.69 9.31 7637.21 5.51 0.97
2 15 83.15 88.81 11.19 8518.01 8.66 0.77
3 14 77.05 84.30 15.70 9100.69 10.29 0.79
4 15 77.28 87.70 12.30 8421.65 8.40 0.81
5 16 80.25 90.79 9.21 7598.11 6.30 0.51

Average 8255.13 7.83 0.77

Table 11. Threshold values from Abalone for a quality of 99%.

Execution Iteration % Reduction
Iterations Ct % Reduction

Quality Jm ∆newJm ∆U

1 17 89.25 99.06 0.94 5.04 0.82 0.15
2 29 90.07 99.01 0.99 5.07 0.15 0.06
3 52 84.62 99.01 0.99 5.06 0.13 0.08
4 31 90.35 99.01 0.99 5.06 0.16 0.11
5 51 86.29 99.02 0.98 5.06 0.14 0.09

Average 5.05 0.28 0.09
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Table 12. Threshold values from Wine for a quality of 99%.

Execution Iteration % Reduction
Iterations Ct % Reduction

Quality Jm ∆newJm ∆U

1 27 80.29 99.01 0.99 75,819.27 0.25 0.12
2 29 75.84 99.01 0.99 75,739.98 0.21 0.12
3 24 69.63 99.04 0.96 75,860.19 0.44 0.16
4 26 64.39 99.03 0.97 75,734.01 0.34 0.13
5 25 78.64 99.01 0.99 75,903.72 0.26 0.12

Average 75,811.43 0.30 0.13

Table 13. Threshold values from Urban for a quality of 99%.

Execution Iteration % Reduction
Iterations Ct % Reduction

Quality Jm ∆newJm ∆U

1 73 27.00 99.26 0.74 5876.32 1.04 0.32
2 63 29.22 99.04 0.96 6472.90 0.14 0.24
3 39 36.07 99.12 0.88 6079.84 0.48 0.52
4 51 22.73 99.13 0.87 6094.44 0.60 0.33
5 50 38.28 99.01 0.99 5906.22 0.23 0.09

Average 6085.94 0.49 0.30

As can be observed in Tables 8 and 9, ∆newJm has similar average values. The average
for dataset Abalone is 2.68 and for dataset Wine is 2.28. However, this value is very different
for Urban, which has an average of 7.83.

The values of ∆newJm are a good indicator for stopping the algorithm because its
behavior with the Pareto principle shows that it is convenient to stop the algorithm in the
first iterations. This reduces the computational effort, and additionally, it obtains a good
result for the objective function. In the best case, a quality decrease of 2.96% was obtained,
and in the worst case, the quality reduction was 15.70%. Furthermore, a decrease of up
to 95.69% of the iterations was observed in the best case and a reduction of 77.05% in the
worst case.

Column seven of Tables 11–13 shows the threshold values that deliver more than 99%
of the solution quality. Notice that the largest reduction in the number of iterations was
90.35% in the fourth execution for Abalone, and the smallest decease was 22.73% in the
fourth execution for Urban.

5. Conclusions

In this article, the problem addressed is how to increase the efficiency of the FCM
algorithm by modifying the convergence phase. The novel contributions of the proposed
approach is described in the following three paragraphs.

The first is a new convergence indicator based on the values of the objective function
in two consecutive iterations. It is known that, since the pioneering works on FCM, a
convergence indicator has been used that is based on differences of the membership matrix
in two consecutive iterations. We carried out numerous correlation calculations between
the values of both indicators, and the correlation turned out to be very high in every case;
therefore, it is possible to substitute the original indicator with the one we propose without
affecting the algorithm behavior. Obviously, the threshold values of our indicator are
different, though equivalent to those of the original indicator. In this way, we suggest using
a threshold of 0.90 to obtain an approximate value of 98% of the solution quality and a
94.18% reduction in iterations, or a threshold of 0.15 for an approximate value of 99% of
the solution quality and a 90.07% decrease in iterations. Though it is possible to use any of
the two indicators (new or traditional) in FCM, our proposal has two advantages. The first
one is that it relates the value of the indicator to the values of the objective function, thus
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intuitively allowing for performing adjustments of the threshold values. The second one is
that, because the indicator is expressed as a percentage of change, it is independent of the
value scale that the objective function may have during the executions of the algorithm.

The second is an innovative method to select stop threshold values that allows relating
the solution quality to the computational effort. Virtually since the origin of the Fuzzy
C-Means algorithm, 0.00001 and 0.01 were proposed as threshold values; however, no
quantitative arguments were presented on the efficiency of the algorithm with these values.
For understanding the behavior of the FCM algorithm, three datasets were solved using a
threshold of 0.01. In general, we found that the algorithm has inefficient behavior in more
than half of the iterations: for reducing the value of the objective function, each time it
needs a larger number of iterations. Thus, for example, in some executions of the algorithm,
it achieved 96.92% of the solution quality in iteration 14, 99% of the quality in iteration 29,
and 100% of the quality in iteration 292. In this example, if the algorithm would have been
stopped in iteration 29, the quality would have been reduced by 1%; however, the iterations
would have been reduced by 90.07%. As an aspect of the analysis of the experimental
results, it was observed that, generally, the value 0.01 is over-dimensioned and negatively
affects the algorithm efficiency. In this sense, we propose new general-purpose threshold
values. We suggest using a threshold value of 0.22 if a value of approximately 98% of
the solution quality and an approximately 94.18% reduction in iterations are wanted, or a
threshold value of 0.06 if a quality of 99% and a 90.07% decrease in iterations are needed.

Another contribution worth mentioning is the method for obtaining the threshold
values based on the Pareto principle. This approach quantitatively allows for relating the
computational effort to the solution quality in such a way that their optimal relation can
be obtained.

To continue the line of research of this article, the authors consider the use of variants
of the weighted Euclidean distance for different values of parameter weights as a direction
for future research.

Finally, we consider that our proposal contributes to the convergence phase of FCM
and has no conflict with improvements in its other phases, which allows its integration in
other variants of the algorithm.
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