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Abstract: In this work, a perturbed Milne’s quadrature rule for n-times differentiable functions with
LP-error estimates is derived. One of the most important advantages of our result is that it is verified
for p-variation and Lipschitz functions. Several error estimates involving LP-bounds are proven.
These estimates are useful if the fourth derivative is unbounded in L*-norm or the LF-error estimate
is less than the L*-error estimate. Furthermore, since the classical Milne’s quadrature rule cannot be
applied either when the fourth derivative is unbounded or does not exist, the proposed quadrature
could be used alternatively. Numerical experiments showing that our proposed quadrature rule is
better than the classical Milne rule for certain types of functions are also provided. The numerical
experiments compare the accuracy of the proposed quadrature rule to the classical Milne rule when
approximating different types of functions. The results show that, for certain types of functions, the
proposed quadrature rule is more accurate than the classical Milne rule.

Keywords: Milne’s rule; Simpson’s rule; quadrature rule; Newton—Cotes formulae; numerical
integration; error estimation
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1. Introduction

There are many attractive methods that are used to approximate real integrals. One of
the oldest and most well known is the Newton—Cotes closed and open formulas. Particu-
larly, among other famous formulas; Simpson’s rule and Milen’s rule are very interesting
and close to each other. Each formula involves a bounded error of the fourth degree.
However, it is well known that Simpson’s rule is of closed Newton-type formula, while
Milne’s formula is of open type. Accordingly, it is very interesting to test both quadrature
rules in many situations. In recent decades, the modern theory of inequalities are used at
large to verify these quadrature rules (and others) using the Peano-kernel approach.

In terms of Newton—Cotes formulas, Milne’s open-type formula is parallel to Simpson’s
closed-type formula, since they are held under the same conditions. Suppose g € C*([c,d]),
and

Hg(‘l) H = sup ’g(4) (s)‘ < oo.
* )

se(cd

In terms of inequalities Simpson and Milne’s inequalities are read, respectively, [1]:

‘dgc{g(c);rg(d) +2g<ﬁ;dﬂ _/Cdg(s)ds

e —
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and

d—c 3c+d c+d c+3d d
(S0 () (=) s

Our study indicates that attempting to apply Simpson and Milne’s quadrature rules
using lower-order derivations can prove highly promising (especially for certain types of
functions). In the past few years, Simpson’s formula has already taken a serious place in
many published works, see, for example, [2-13]. On the other hand, Milne’s rule is less
popular than Simpson’s for a number of reasons. Milne’s quadrature rule, however, has not
attracted many experimenters. This is because Milne’s rule is more difficult to implement
and can be more prone to numerical errors. Additionally, Simpson’s rule tends to be more
accurate and efficient, meaning that Milne’s rule is often not seen as the best option.

Because of this, we concentrate this work on studying the error of Milne’s quadrature
rule for n-times differentiable functions by carrying several L” bounds of this quadrature.

Furthermore, the considered approach allows us to see how adding derivations of
the bumps of this rule oscillate its error term. In other words, how Milne’s quadrature
rule behaves as a predictor for advanced or lower derivations. In fact, the oscillation
of the proposed quadrature rule rises in general. This indicates that Milne’s quadrature
rule is more accurate for higher-order derivations, making it a better predictor of more
complicated functions. This is because the rule is able to more accurately capture the
behaviour of the underlying function.

On the other hand, it is shown numerically and virtually that, for certain types of
functions, the error descends rapidly, meaning our approach could be practical for certain
types of functions. Furthermore, one of the most significant advantages of our result is that
it is validated for p-variation and Lipschitz functions. Moreover, since the classical Milne’s
quadrature rule (2) cannot be applied when the fourth derivative is unbounded or absent,
the proposed quadrature could be used alternately. This could significantly expand our
understanding of Milne’s quadrature rule and its applications. It could also provide new
insights into the mathematical analysis of problems involving unbounded or absent fourth
derivatives. This could ultimately lead to the development of more efficient numerical
algorithms for solving such problems.

Quadrature rules involving L norms are less popular than existing ones involving
L* norms. This is because the L¥ norms are more difficult to work with due to their non-
uniformity. Furthermore, it is not straightforward to construct quadrature rules that are
exact for high-degree polynomials in these cases. As a result, it is often preferable to use the
L* norm. However, the L? norms are more effective when dealing with functions that are
not smooth. This is because the L” norms are more sensitive to small changes in the function,
which allows for more accurate approximations of non-smooth functions. Moreover, the L?
norms can be used to construct quadrature rules that are exact for polynomials of any
degree, whereas the L norm is limited to low-degree polynomials. As such, they can be a
useful method for approximating certain classes of functions. For example, the L? norm is
especially useful for approximating functions with discontinuities. In addition, it can be
more efficient than the L norm in cases where the function is not well-behaved. The L
norms can also be used to approximate functions that are not continuous, such as functions
with sharp edges. In such cases, the L” norm can provide a more accurate approximation
than the L® norm. The L! norm can also be used to approximate discontinuous functions,
but it tends to be less accurate than the L2 and L? norms. This is because the L? norm looks
at the average of the values of the function over a region and the L* norm looks at the
maximum value of the function over a region. This means that the L” norm can capture
local features in the function that the L norm cannot. Additionally, the L! norm is more
sensitive to outliers than the L? and L” norms, leading to inaccurate approximations in
certain cases.

For more about similar quadrature rules and other related results, the reader is referred
to [14-37]. For other closely related results using another approach see [38-48] and the
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references therein. For classical methods of integral approximations see [32,49]. The
book [50], is also recommended for recent and classical methods of numerical integration.

In light of the foregoing, Milne’s recommendation of using the three-point Newton—
Cotes open formula as a predictor rule and the three-point Newton—Cotes closed formula
(Simpson’s rule) as a corrector rule for fourth differentiable functions with bounded deriva-
tives. In this work, a perturbed Milne’s quadrature rule for n-times differentiable functions
with LP-error estimates is derived.

One of the most important advantages of our result is that it is verified for p-variation
and Lipschitz functions. Several error estimates involving LP-bounds are proven. These
estimates are useful if the fourth derivative is unbounded in L*-norm or the LP-error esti-
mate is less than the L*-error estimate. Furthermore, since the classical Milne’s quadrature
rule cannot be applied either when the fourth derivative is unbounded or does not exist,
the proposed quadrature could be used alternatively. By extending these formulas to other
L? spaces, we can increase the accuracy of the numerical analysis even further. Often,
we need to approximate real integrals under the assumptions of the function involved.
Because of this, this work is focused on introducing several L? error estimates for the pro-
posed perturbed Milne’s quadrature rule. Furthermore, we can obtain better approximate
integrals that involve functions with more complex structures, and a better understanding
of how the function behaves in different spaces with more accurate predictions about the
integral’s value.

Additionally, by accounting for the structure of the function, we can create more
accurate estimates for the error of the quadrature rule. For instance, the error of the
quadrature rule when calculating an integral in an L? space is typically smaller than when
calculating an integral in an L! space, due to the L? space being better suited to represent
the structure of the function being integrated. Furthermore, the structure of the function
influences the integration accuracy. For example, functions with higher-order derivatives
require more accurate quadrature rules in order to achieve the same level of accuracy.
Additionally, the function’s smoothness also plays a role in the integration accuracy. This
provides a more precise approximation of the integral, leading to more accurate numerical
analysis. Numerical experiments showing that our proposed quadrature rule is better than
the classical Milne’s rule for certain types of functions are also provided. Moreover, the
demonstration of the examples reflects the effectiveness of the proposed quadrature rule
for certain types of functions. The numerical experiments compare the accuracy of the
proposed quadrature rule to the classical Milne’s rule when approximating different types
of functions. The results show that, for certain types of functions, the proposed quadrature
rule is more accurate than the classical Milne’s rule. This suggests that the proposed
quadrature rule could be an effective tool for approximating integrals with high accuracy,
and the results could also be used to inform future research on perturbed quadrature rules.

2. Perturbed Milne’s Quadrature Formula

In order to establish our results we need to recall the following two lemmas.

Lemma 1 ([16]). Fix 1 < p < oo. Assume that g is a continuous function on [c,d| and w is of
bounded p—variation on [c,d). Then | Cd g(s)dw(s), exists and the inequality:

d

< 8lleo - V (w; p), ®)

c

[ sttt

holds, where \/ (w, p) denotes the total p-variation of w over [c, d).
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Lemma 2 ([16]). Let 1 < p < oo. Assume that ¢ € LP[c,d] and w has a Lipschitz property on
[c,d]. Then

[ s5)s)| < Lipw(e)(d -5 - gl @

holds.

From now on I is a real interval and ¢,d € R with ¢,d € I° is the interior of I with
c < d. The set SUS") is defined to be the set of all m-times continuously differentiable

functions ¢ whose m-derivative (m > 1) is absolutely continuous with ¢(") € LP[c,d]
(1<p< o).

In what follows, we present a primary result involving the expansion of Milne’s rule
for higher-order derivatives using the Peano-kernel approach.

Lemma 3. Ifg € mg’"), then we have

[ s

B[ ) (o)

(-1 +1 c+d d
| E )g“)( . ) " [ Kn(s)g™ (s)ds 5)
where
Ls—o), if se {c, 361’1}
L(s—=)", i se (34 ]
Kon(s) =
%(s— 2C§rd) L se <%, c+43d}
%(s—d)m, if se€ (Cff’d,d}
forallm > 1.

Proof. We carry out our proof using mathematical induction. For m = 1 we have

s—c, s € {c, 304“@

5 c+32d, s ¢ (30:11,#}
Ki(t) = :

5 ZCé‘rd, s ¢ (#, ct}3d:|

s—d, s € (“fd,d}

By applying the integration by parts, we obtain
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_(ct+d c+2d\ (c+d\ (3c+d c+2d\ (3c+d /E"’ ()ds
“\ 2 3 )3\ 2 4 3 )8\ 4 sy 81745

c+3d

|t Kalhdg(s) =

2
c+3d 2c+d c+3d c+d 2c+d a+b e P
s 3 )8 ) 2 s )8\ 2 /;d $(s)ds,

/C;d K1(s)dg(s) = (d4c)g<c+43d> - /Cifd g(s)ds.

By adding the above equalities and arranging the resulting terms, simple calculations
yield that

[ sters = 5 o (31 - (57) wae( ) | - [ atrste

Now, we assume that (5) holds for m = I. We need to show that it holds form =1+ 1,

and

ie.,
d
| s(eis ©
_(d—¢) 3c+d c+3d
=3 |®( 2 4
! )[Jr1 5\t 1 3c+d , c+3d
> _1of o
+ 2 {[(12) (4) (5 ) 0 (S5
(71) +1 c+
_( T )g(f)( 5 ) + m+1/ Kl l+1 ( ) s,
where
(H}l)!(s —C)l+1, if se |: 3C+d:|
’(S c+2d)l+1 i sc (3czrd’%d}
Kiza(s) =
'<S 2c+d)l+1/ i se (#/c—iﬁd}
1 o+l . c+3d
(l+1)!(s )y, if se( 2 ,d}

forall ] > 1. Again, using integration by parts, we have



Axioms 2023, 12, 803 6 of 21

RN acrd
B (ljl)i (d4 C) g(l)(sczd> —a [ =0V,

ctd
2

3c+d
4

d— C)lJrl

Ki1(s)g ) (s)ds
_ (
_ (_1)1+1W

1\ c+d 5\ /1 3c+d
(&) «(F)-(%) (%)
1 4° a+2b\"
ll /3:11 (S_ 3 ) g(l)(s)ds,

c+3d

Ki1(s)g ) (s)ds

ctd
2

U (8) () - (2) ()
[mnt A 1

and

d
o Kra (91340 (s)ds
4

(=0 A=\ e384\ 1 e "

By adding the above identities, we obtain

/Cd Kiri1(s)g" (s)ds
[g(,) (3c: d) 4 (10 (cZBdﬂ

- [@M )
[ ] o)t lg <C+d) /’Cz () (s)ds.

6l+1<l + 1

Using the mathematical induction hypothesis, we obtain
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[ sts)as
_ W [<152)1+1 + <i)l+l] [g(l) <3C4+d> 4 (~1)lg® (c+43d>}
EE{[G) @l () o ()]

- ((—1)f+1) o0 (C+d> } B [(—1)1 +1} g (C+d>

6l+1 2 6I1(1+1)! 2
/IC[ 1 l+1 )dS
1 {+1 {41 {41
) i 1 (0) 3c+d 1V, (0 c+3d
;) (C+1)! 12) T\a 8 ;)T 4

-~ ((—;);r 1) gu)(c;d>} 1+1/ Kpaa (5)g0) (s)ds

which gives the representation (6). Hence, by mathematical induction (5) holds for all
I>1. O

For convenient representation, we may rewrite (5) as

d
JRCL @)

) (5 ()

Therefore, we can compute |’ Cd g(s)ds using a perturbed Milne’s quadrature formula
d
| 8()ds = Mun(g) +Enls) ®

for all m > 1, where M,,(g) is the perturbed Milne’s rule given by

Mo (g) )
_ dgc {Zg(BC:d) _g(c—;—d) —|—2g(c—23d)]
m— 41 41 +1
AT 6

o) o (] o)
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and &,(g) is the error term given by

n(z) = [ 8(6)ds — Ma(g) = ()" [ Knfo)g™ () (10
forallm > 1.

Theorem 1. If g™ (m > 1) is continuous on [c,d], such that §(>™)(s) does not change sign on
[c, d]. Then there exists n € (c,d) such that

2(d—c)* /1 52m+1 1 )
Em(g) = 2m+1)! (42m+1 + 102m+1 62m+1)g( " (). (11)

Proof. Since g(?)(s) does not change sign on [c, d], then there exists 7 € (c,d)

2(d—c)*™tt /1 52m+1 1
' 42m+1 + 122m+1 ~ g2Zm+1 )’

which completes this proof of the result. [J

3. Error Estimation(s)

We begin with the following result:

Theorem 2. If g™V (I > 1) is a function of bounded p-variation on 1. Then, we have the
inequality

TP KL= VP ) 1)

Cc
where \/* (g(l -1, p) denotes the total p-variation of g1 over [c,d).

Proof. From (7), we obtain

€1(8)]
[ (-1
<|(-1) i K (s)dg =1 (s)
Ve - s 20+d\', o
< ﬁl (S—c)ldg(l 1)(s) +ﬁ Jacsa (53) dg(l 1)(5)
1 C#fd C+2d 1 B 1 p _
+ﬁ /# (s— 3 >dg(l 1)(5) +E /ﬂ (S_d)ldg(l 1)(5)
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ctd
1 PG _
<5 osup fs—cf'- \/ (s"7V,p)
SE[C,B‘CId] c
o
1 2c + _
e b e
Pee[id o] sepd
I Hfd
1 c+2d -
5 SUPfs———|- \V4 (g(l 1 p)

1 4.
+—  sup |s—d|l~ \/ (g(l D,p)

Poelepta) e

< 117 {5(011; c) ]l . \d/(g(zl)/ p),

c

thus proving (12). O

Theorem 3. If g € ’1];’71) (1> 1), then

€1(8)]
2(d—c) 1 I+1 . 0o
B [4,1? Easi 6[1?} ‘ g(l)Hoo,[c,d]’ if g1 € L*[c,d],
<
N 2l/q(4_ l*% Ig+1 L .
2R=0, Ty S — ] ngHp oy eV eled,

11(lg+1)7

where q = %, p>1L

Proof. From (7), we obtain

its) = |1 [ i) ()
< [M1ki6) |5 )|
< s [ its)ias

1 % 1 % c+2d)
_ o0l .2 _ - _
ol [ L et [

ds

1 c-ifd
AT /m
2

2@—c) 1 st 0
< - :
= (1) |4t + 120+1 ~ gl+1 Hg ‘

2c+d|t, 1 4 ;
e ds+E/C+3d ls — d|'ds

7
(o)

and this proves the first inequality in (13).

(13)
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The second inequality in (13) can be obtained since g(!) € LP[a,b] (1 < p < o), then

&) < [ 1Ki6)1|s0 )|

< ([ o) % (f'[" (s)]pds):’

1| St e+ 2d lq
O .= —c)a —
Hg Hp T l/c (s —c)"ds + 354+d< 3 s) ds

1

c+3d 1 q

i 2c+d\" d Iq 1
+/c-¢2—d (s— 3 ) ds+/ﬂfd (d—s)"ds

1
B 21/q(d _ C)IJF% 1 N 5lg+1 1 q 0
= nig+ 1)% g1 T Polgtl T glgl Hg

IN

p’
which proves the last inequality in (13), and thus the proof is established. [

Theorem 4. Let 1 < p < co. If U=V (I > 1) has a Lipschitz property with constant
Lipy, (g(l_1)>, then

1
47 Lip, (g1
Ei(g)| < A;_(“)m—c)l“

1 51p+1 1 %
+ — :
drap 1) \12P0p 1) 67 (Ip 1)

Proof. Applying Lemma 2, by setting w(s) = K;(s), then we have by the triangle inequality
from (7), that

1 [ Kot

<1
- I

3c+d

c+d 1

'y N (1-1) v _ c+ 2d (1-1)

[T Gt g o (s- S5 a5t

c+3d 1

4 _2C+d (I-1)

Lo (5= 55) ast 00|+ g [

. _ 1

i ($) ca ey f (. V(e
i ( 1 ) /C (s—c)"ds o /37‘1 s

1( 5
2LipM(g(l*1)> (d_c)l_;

Il 4

1
I

+

1
T

1| 4 _
51| [ 6= )18 s)

B c+2d

1

Ip ?
ds)
p O\ 7 d )
r 11/ P

ds) +(d—c)¥ 7 (/Hfd (d— s)l”ds> }

1
[Z
7

_Zc+d

(d*C)H_% 51p+1(dic)lp+l (d*C)lp+1
draprryy | 2P Ip+1) 6PT(Ip+1)

and this proves the desired result. [
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4. Other Estimations Involving Norms

In this section, we improve some of the previous inequalities, e.g., the f1rst mequahty
in (13) involving L* can be improved by replacing this assumption with Sl < gW(s) < T,

where S) := 1?f . g (s)and T; := sup g()(s). In this case, % < H H , which means
selcd] o
the bounds 1nv01v1ng TSt i better than H g H If 7; = —&; then both assumptions

are equivalent.
To see how this is efficient, let us consider the following result(s):

Theorem 5. If g € ‘I]gl), then

2d—-c)* (1 5% 1 21-1
E211(2)] <@ \@tm @ Hg( )7C’oo’ (14)
and
2d—c)?*t [ 1 52 1
&xu(g)—C- (21 +1)! 421+1 + 122141 gRI+1

Z(d o C)Zl-i-l 1 521+1 21
S T@rn \@e g 621+1 Hg CH (15

foralll > 1 and any constant C € R.

Proof. Since

d (d—c)*! nN( 1 5t
| Kit)as = “Tror () (g g
0, if | = odd
— . (16)

2= (1 s g o
iy \aet i g ) if I =even

We assume | is odd and set | = 2v —1, v > 1. If C € R is any constant then from
(7) and (16) we obtain

4 2v-1
[ Ko (9)[s2 7 (s) ~ Cds = £2,-1(g):
c
Applying the triangle integral inequality, we obtain
d
’/ Kay-1(s) [g(z"_l)(s) - C} ds

d
< sup ‘g (2v=1) )—C‘ /C |KCov—1(s)|ds

se(c,d]
S 2d-o* /1 5% 1 (20-1)
T (w)! (421 T 62V> ' Hg h CHOO

for all v > 1, where

d 2d@—c)® (1 5 1
[ e (o)lds = = (42 o T 62)

which gives the desired result (14). The proof of the second inequality in (15) follows
similarly by considering I = 2v (v > 1) and omitting the details. [
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Next, we improve the first inequality in (13) in the case where g has odd derivatives.

Corollary 1. Let g € %gm)' Then there exists constants Sy, Ty > 0 such that S, < g(’”) (s) <
Tm (m >1),Vs € [c,d], such that

@-o?(1 5 1
1E21-1(8)] < oy = + o (Ta1-1 — S21-1), (17)

ifmisodd;m =21—1(1>1),

@d—c)? [ 1 52+1 1
Eaulf) - 20+ 1)1 |\ 4241 - 122I+1 g2+l | (T — Su)

@d—c)? [ 1 52+1 1
= ey \ @ g T g (T = &21), (18)

and if m is even; m = 20 (¢ > 1).

Proof. We give the proof when m is odd. In the proof of Theorem 5, we set

_ T =S

I>1
C 2 7 \v/_

then
d _ Toi—1 — Sy
/C Kai—1(s) {8(21 U(s) - 2112211} ds = &y_1(8).

Taking the modulus and applying the triangle inequality, we have

d _ To1—1— Soj—
’/C Kar_1(5) {g(zz 1)(s) — 121 . 21 1}%’

T =S

d
g (x) 72 [ K (9)lds

< sup
s€(c,d]

(d— C)Zl 1 52! 1
=y \@ e )T S,

which holds for all I > 1, since

~ Ta1—Su

2@ () . < Ti1 =S

- 2

sup
selc,d|

and

d Z(d—C)ZI 1 52[ 1
. Waratits = T @t i )

and this proves (17). The inequality in (18) holds trivially in a similar fashion. [

Remark 1. Clearly, the estimation in (14) improves the first estimation in (13) by % when m is odd
and thus (14) is better than (13).

5. More on LP-Bounds

In this section we introduce more LP-bounds of the perturbed Milne’s quadrature rule.
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5.1. Bounds in L?[c, d]
Theorem 6. If g2~ is absolutely continuous on I and g*=1) € L2[c,d] (I > 1). Then,

21-1 _ 1
1E21-1(8)] < 2(12/12)(!‘24—1?1); [4411_1 + 15;;_11 - 6411—11 /T(g@D), (19)
where 2
)= - )
foralll > 1.

Proof. Using the identity

[ i[5 - 7 [ s tar]a

: / "Ky(s)ds, @)

and since ! is odd, i.e., I = 2v — 1, Vv > 1, then by (16) we have fcd Koy—1(s)ds = 0, such
that (20) reduces to

d 1 d
[ Kearma ) [s2000) = o [ s V0| as = [ a0 V01

Employing the triangle inequality, we obtain

d 1 d
[ a6l [0 - 51 [ Do

d
(20-1) _ _1 [? (20-1)
g T /C g (bt

< |[K2o-1ll

2
where
1/2 _ 27;7% 4v—1 %
||]C2071H2 = 2o 1 [ 41—1 + 54 -1 41—1] ’
(20)!(4v — 1)z L4771 12870 6%
and
5 1/2
(20-2) d) — (20-2)
1 2 (g2 2(d) - g®2(0))
(20-1) _ (20—-1) — (20-1)
- gt v = | e

2 2 d—c
= /T(g®Y),

which gives the required result. [J
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5.2. Bounds in LP|c, d]
Theorem 7. If ¢?!) is absolutely continuous on I and g2 € LP[c,d] (I > 1). Then,
21/4(d — c)zl+%p sin( Z
1Ea41(8)] < T <p) (21)
Q=D -1)g+1)ing/p—1
1
1 5(21-1)g+1 1 q o
A1 T @ Ngrt | g@-nart | Hg Hp
forall p,q such that % + % =1p>1
Proof. Repeating the proof of Theorem 6, from (20) we can conclude
‘ ek (22)
< Mol 5@ — - [ gD (spas
Now,
d P
@-1_ 1 / 21-1)
[ = [ s
d d P
_ / 221 (y) — 1 / 2@+ (5)ds| ds
c d—cJe
| 1 d P
_ @1-1) [y 5 (21-1)
/C d—c/c [g (x)—g (s)}ds dx
d pd
< [ s ) - @) s
c c
d
< sup gV (x) — g(ﬂ_l)(s)‘pdx.
s€led] V€

Applying Theorem 4 in [17] to g#~1), we then have

/

g ppsinp(%) [d_c—i—‘s— c+d

_ _ P
g(Zl 1)(x)_g(2l 1)(5)‘ dx

" [ (¢ e

= nP(p-1) | 2 2
Therefore,
dy P
sup [ [g@ N (x) =@ N(s)|
s€lcd] 7€
prsin? (1)

< =or- ()
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which from (22) gives
4 @1-1) 1 (@1-1)
[ Ko @) - r/g (s)ds | dx
< [IKaall, g / g
- psin(%) . 21/q(d_c)21+%
=1 @ —1)g+ 1)
1 N 5(21-1)g+1 1 % H (21)’
4(21-1)q+1 12(2I-1)g+1  g(21-1)g+1 g 'y
where
21/q(d _ C)ZI*1+% 1 5(21-1)g+1 1 %
H’CZHHq - (21— 1)1(21—1)g + 1)% 42—1)g+1 + 12 D)g+1 — gD+t |

and this proves (21). O

Example 1. In the following numerical experiment (Table 1), we apply our quadrature rule (9)
with m = 4 and the error term E4(g) given in (11) for the listed functions on the interval [0, 1].

Table 1. A compare between the classical Milne’s rule (2) and by the quadrature rule (9) with the
exact value (E.V), and the absolute errors of the quadrature rule (11) and the classical Milne’s rule (2)
relative to the exact value for different functions..

g(t) Milne Rule (2) M (g) (9) E. V. A.E. (11) A.E.(2)
5{1; 0.81286 0.81517 0.81533 0.00015 0.00246
Hi\% 3.25485 3.21786 3.21744 0.00041 0.03740
11424;_:_14 93.68507 92.67250 92.59549 0.07700 1.08957

E. V.—the exact value of jo t)dt. A. E. (11)-the absolute error of our proposed quadrature rule (9) relative to the
exact value. A. E. (2)-the absolute error of the classical Milne’s quadrature rule (2) relative to the exact value.

We can see that the quadrature rule (9) gives better approximations than the classical Milne’s
rule (2). Moreover, comparing the absolute error of these quadrature rules relative to the exact value
shows that (9) is much better than (2). For instance, for the first given function, (9) has an absolute
error of 0.00015, whereas (2) has an absolute error of 0.00246. Similarly, for the second and third
functions, (9) has an absolute error of 0.00041 and 0.07700, respectively. In contrast, (2) has an
absolute error of 0.03740 and 1.089957, respectively. This shows that the quadrature rule (9) is
much more precise than Milne’s rule (2) for this type of function. Therefore, we can conclude that
(9) is a much better option for this integral approximation. Hence, (9) can be used as an alternative
to Milne’s rule for obtaining more accurate values for an integral. This can be especially useful in
cases where precision is paramount.

5-+4127
(in red), the proposed quadrature (9) (in blue), and the classical Milne’s rule (in green). Clearly,

the area under the blue colour coincides with the area under the g(t) graph (in red). However,
the area under the green colour ((1)) slightly differs from the area under the red and blue colours,
meaning our approximation is better than the classical Milne’s quadrature rule . A similar analysis

For further investigation, Figure 1 shows the area under the graph of g(t) = \/‘Hit7 t € [0,1]

forg(t) = 1+§’2t:t4 (Figure 2) and g(t) = 1i4§ﬁ6t4 (Figure 3), could be stated by comparing the

area under each graph (colour). The results demonstrate that our approximation is more accurate.
Furthermore, it is computationally more efficient.
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Figure 1. The area under g(t) in red, The area under g(#) using (9) in blue, and the area under g(t)
using Milne rule (1) in green.

X~

Figure 2. The area under g(t) in red, The area under ¢(#) using (9) in blue, and the area under g(t)
using Milne rule (1) in green.
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Figure 3. The area under g(t) in red, The area under g(#) using (9) in blue, and the area under g(t)
using Milne rule (1) in green.

On the other hand, if f does not have a bounded fourth derivative we cannot apply
the classical Milne’s formula (2). Instead of that, we can use Formula (9) with m = 1 and
any appropriate norm; i.e., any norm that gives a small error estimate. Thus, we can still
apply the rule

froms SR () () @

even f does not have a bounded fourth derivative. Hence, our approach continues to use
Milne’s rule (23), advantageous to Formula (9) with m = 1. The following example shows
several error estimates for (9).

Example 2. Consider g(t) = 3 sin(%), t € [0,1]. Therefore, the exact value of f01 g(t)dt is

0.223848. However, by applying (23), we obtain fol g(t)dt = 0.227586, with absolute error
=0.003738. This difference shows that (23) can be an effective approximation for the integral of
Q(t). Furthermore, it is an improvement over the exact value in terms of accuracy. In addition,
only the first derivative is necessary to obtain the approximated value. There is no need for further
bounded derivatives as they may not exist or be unbounded as in this example. Moreover, (23) is
a computationally efficient solution as it eliminates the need to compute integrals of unbounded
functions. This makes the approximation more convenient and efficient in terms of the computation
time. Furthermore, the (23) approximation is more accurate than other numerical schemes, such as
the midpoint rule, the trapezoid rule, Milne’s rule, or Simpson’s rule. These schemes require more
evaluation and calculation. It is also more accurate than analytical methods, which may be difficult
to implement in some cases. Additionally, it is more efficient than analytical methods in terms of the
computation time. Hence, it is easier to calculate the first derivative than higher derivatives. This
is significant as a higher order of accuracy can be achieved in a shorter amount of time. The more
accurate the approximation, the less time is needed to solve the integral. This makes (23) a suitable
choice for solving integrals that are difficult to calculate exactly. Using the (23) approximation also
reduces the complexity of the integral. Since only the first derivative is needed, there is no need to
calculate higher-order derivatives, which can be computationally expensive. Moreover, comparing
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the error estimates given by (13) with | =1 and p = q = 2, we obtain Hg/”m,[o,l] — 1.98411 and
18112,j0,1) = 1.18946; hence,

8’| o0,[0,1] if ¢’ € L*[0,1]

a@l<y -
53 l8 oy, ifg € LP[0,],
{ 0413356,  if ¢’ € L®c,d]

0.280359, if ¢ € LP[0,1].

Since the error estimate given by the L?>-norm is less than the L®-norm, the error given by the
L2-norm is better than the L®-norm. Therefore, the L2-norm can be used to estimate the error more
accurately. We can confirm our approximated value by looking at Figure 4, which shows that the

area under the green graph is close to the area under the red colour graph of g(t) = 3 sin(%),

t € [0,1]. By comparing the two graphs we can confidently conclude that the approximated value is
close to the exact value. This is because both the green and red graphs have a similar shape and the
green graph appears to be slightly higher than the red graph, indicating that the approximated value
is slightly larger than the actual value.

0.20
0.15
0.10

0.054

Figure 4. The area under g(t) in red and (9) in blue.

6. Conclusions

In this work, a perturbed Milne’s quadrature formula was established. Namely, we
have

[ 865)d = Ma(z) + Ens)
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for all m > 1, where M,;,(g) is the perturbed Milne’s rule given by

m(g)

M

_dgc{zg(?)c—zdl) g(c—:d) (;—}361)]
m—1 + + +
RSB 0)

) o) )

and &, (g) is the error term given by

n(z) = [ 8(6)s — Ma(g) = ()" [ Kn(o)g" ()

for all m > 1. Furthermore, several error estimates involving LP-bounds were proven. One
of the most important advantages of our result is that it is verified for p-variation and
Lipschitz functions (non-differentiable functions). Furthermore, since the classical Milne’s
quadrature rule (2) cannot be applied either when the fourth derivative is unbounded
or does not exist; therefore, the proposed quadrature in (13) with m = 1 could be used
alternatively. This is a very powerful indication that ensures that our result from (13) with
m = 1is better than (2). It is not easy to determine the type of functions when (13) is better
than (2)

Finally, it is convenient to note that other LP-error estimates have been established.
These estimates are useful if the fourth derivative is unbounded in the L*-norm or the
LP-error estimate is less than the L*-error estimate. This is especially worthwhile for
certain classes of functions, such as those with singularities or discontinuities. Moreover,
these error estimates allow us to compare the error between the L*- and LP-norms, and to
determine which is more suitable for a particular problem. This case, however, gives
very valuable and strong results that can be obtained using other LP-norms, as shown in
Example 2. This means that the error estimates can be applied to other LP-norms and not
just to L*-norms, which increases the strength of our results since we can now apply the
same estimates to a wider range of norms. This also gives us the advantage of being able to
use different LP-norms in our analysis, giving us more accurate results.
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