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#### Abstract

A new subclass of bi-univalent functions associated with the Hohlov operator is introduced. Certain properties such as the coefficient bounds, Fekete-Szegö inequality and the second Hankel determinant for functions in the subclass are obtained. In particular, several known results are generalized.
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## 1. Introduction

Let $A$ denote the class of analytic functions in $U=\{z \in C:|z|<1\}$ of the form:

$$
\begin{equation*}
f(z)=z+\sum_{n=2}^{\infty} a_{n} z^{n} \quad(z \in U) \tag{1}
\end{equation*}
$$

Furthermore, let $S \subset A$ denote the class of functions that are univalent in $U$.
Let $f$ and $g$ be two analytic functions in $U$. We say that the function $f$ is subordinate to the function $g$ and is written as follows:

$$
f(z) \prec g(z) \quad(z \in U)
$$

if there is a Schwarz function $w$ such that

$$
f(z)=g(w(z))
$$

Further, if the function $g$ is univalent in $U$, then it follows that

$$
f(z) \prec g(z)(z \in U) \Leftrightarrow f(0)=g(0) \text { and } f(U) \subset g(U)
$$

Denoted by $P$ is the class of analytic functions $\varphi$ having the form:

$$
\varphi(z)=1+B_{1} z+B_{2} z^{2}+B_{3} z^{3}+\cdots \quad\left(B_{1}>0\right)
$$

and $\operatorname{Re} \varphi(z)>0(z \in U)$.
For functions $f \in A$ and $u \in A$ given by

$$
u(z)=z+\sum_{n=2}^{\infty} u_{n} z^{n} \quad(z \in U)
$$

the Hadamard product (or convolution) of $f$ and $u$ is defined by

$$
(f * u)(z)=z+\sum_{n=2}^{\infty} a_{n} u_{n} z^{n}=(u * f)(z) \quad(z \in U) .
$$

For $a, b, c \in C$ and $c \neq 0,-1,-2,-3 \cdots$, the Gauss hypergeometric function ${ }_{2} F_{1}(a, b ; c ; z)$ is defined as:

$$
\begin{align*}
{ }_{2} F_{1}(a, b ; c ; z) & =\sum_{n=0}^{\infty} \frac{(a)_{n}(b)_{n}}{(c)_{n}} \frac{z^{n}}{n!} \\
& =1+\sum_{n=2}^{\infty} \frac{(a)_{n-1}(b)_{n-1}}{(c)_{n-1}} \frac{z^{n-1}}{(n-1)!} \quad(z \in U), \tag{2}
\end{align*}
$$

where $(\alpha)_{n}$ is the Pochhammer symbol, written in terms of the Gamma function $\Gamma$, by

$$
(\alpha)_{n}=\frac{\Gamma(\alpha+n)}{\Gamma(\alpha)}= \begin{cases}1 & (n=0) \\ \alpha(\alpha+1)(\alpha+2) \cdots(\alpha+n-1) & (n=1,2,3, \cdots)\end{cases}
$$

For positive real values $a, b, c$, using the Hadamard product and Gauss hypergeometric function, Hohlov (see [1,2]) proposed and studied a linear operator $J_{a, b ; c} f: A \rightarrow A$ defined by

$$
\begin{align*}
J_{a, b ; c} f(z) & =z_{2} F_{1}(a, b ; c ; z) * f(z) \\
& =z+\sum_{n=2}^{\infty} \psi_{n} a_{n} z^{n} \quad(z \in U) \tag{3}
\end{align*}
$$

where

$$
\psi_{n}=\frac{(a)_{n-1}(b)_{n-1}}{(c)_{n-1}(n-1)!}
$$

It is well known that every univalent function $f \in S$ has an inverse $f^{-1}$ which satisfies

$$
f^{-1}(f(z))=z \quad(z \in U)
$$

and

$$
f\left(f^{-1}(\omega)\right)=\omega \quad\left(|\omega|<r_{0}(f) ; r_{0}(f) \geq \frac{1}{4}\right)
$$

where

$$
\begin{align*}
g(\omega) & :=f^{-1}(\omega)=\omega-a_{2} \omega^{2}+\left(2 a_{2}^{2}-a_{3}\right) \omega^{3}-\left(5 a_{2}^{3}-5 a_{2} a_{3}+a_{4}\right)+\cdots \\
& =\omega+\sum_{n=2}^{\infty} b_{n} \omega^{n} \tag{4}
\end{align*}
$$

We say that a function $f \in A$ is bi-univalent in $U$ if both $f$ and $f^{-1}$ are univalent in $U$ and denote a class of normalized analytic and bi-univalent functions by $\Sigma(\subset S)$. Some elements of functions in $\Sigma$ are presented below:

$$
f_{1}(z)=\frac{z}{1-z}, f_{2}(z)=-\log (1-z) \text { and } f_{3}(z)=\frac{1}{2} \log \left(\frac{1+z}{1-z}\right)
$$

and their corresponding inverses given by:

$$
f_{1}^{-1}(\omega)=\frac{\omega}{1+\omega}, f_{2}^{-1}(\omega)=\frac{e^{\omega}-1}{e^{\omega}} \text { and } f_{3}^{-1}(\omega)=\frac{e^{2 \omega}-1}{e^{2 \omega}+1}
$$

Certain subclasses $S_{\Sigma}^{*}(\alpha)$ and $C_{\Sigma}(\alpha)$ of $\Sigma$ introduced by Brannan and Taha [3] are similar to the subclasses $S^{*}(\alpha)$ and $C(\alpha)$ of starlike and convex functions of order $\alpha(0 \leq \alpha<1)$, respectively. In [3], Brannan and Taha obtained the non-sharp estimates on the first two Taylor-Maclaurin coefficients $\left|a_{2}\right|$ and $\left|a_{3}\right|$ of $S_{\Sigma}^{*}(\alpha)$ and $C_{\Sigma}(\alpha)$. Recently, many scholars have defined various subclasses of bi-univalent functions (see [4-12]) and investigated the non-sharp estimates of the first two coefficients of the Taylor-Maclaurin series expansion.

The Hankel determinant is one of the important tools in the study of the theory of univalent functions. Noonan and Thomas [13] defined the $q$-th Hankel determinant of $f \in A$ as:

$$
H_{q}(n)=\left|\begin{array}{lccr}
a_{n} & a_{n+1} & \cdots & a_{n+q-1} \\
a_{n+1} & a_{n+2} & \cdots & a_{n+q} \\
\vdots & \vdots & \vdots & \vdots \\
a_{n+q-1} & a_{n+q} & \cdots & a_{n+2 q-2}
\end{array}\right| \quad\left(a_{1}=1, n \geq 0, q \geq 1\right) .
$$

The Hankel determinants

$$
H_{2}(1)=\left|\begin{array}{ll}
a_{1} & a_{2} \\
a_{2} & a_{3}
\end{array}\right|=a_{3}-a_{2}^{2}
$$

and

$$
H_{2}(2)=\left|\begin{array}{ll}
a_{2} & a_{3} \\
a_{3} & a_{4}
\end{array}\right|=a_{2} a_{4}-a_{3}^{2}
$$

are called the Fekete-Szegö functional and the second Hankel determinant functional, respectively. Further, Fekete and Szegö [14] considered the generalized functional $a_{3}-\mu a_{2}^{2}$, where $\mu$ is a real number. Recently, several authors (see [15-19]) proved the upper bounds for the Hankel determinant for functions in various subclasses of the bi-univalent functions. On the other hand, Zaprawa [20] extended the study of the Fekete-Szegö inequality to several classes of bi-univalent functions. Deniz et al. [21] discussed the upper bounds of $H_{2}(2)$.

Now we introduce a new subclass of bi-univalent functions associated with the Hohlov operator.

Definition 1. For $0 \leq \lambda \leq 1$ and $J_{a, b ; c}$ given by (3), a function $f \in \Sigma$ given by (1) is said to be in the class $M_{\Sigma}^{a, b ; c}(\lambda, \varphi)$ if it satisfies the following subordination conditions:

$$
\lambda\left\{1+\frac{z\left(J_{a, b ; c} f(z)\right)^{\prime \prime}}{\left(J_{a, b ; c} f(z)\right)^{\prime}}\right\}+(1-\lambda)\left\{\frac{z\left(J_{a, b ; c} f(z)\right)^{\prime}}{J_{a, b ; c} f(z)}\right\} \prec \varphi(z) \quad(z \in U)
$$

and

$$
\lambda\left\{1+\frac{\omega\left(J_{a, b ; c} g(\omega)\right)^{\prime \prime}}{\left(J_{a, b ; c} g(\omega)\right)^{\prime}}\right\}+(1-\lambda)\left\{\frac{\omega\left(J_{a, b ; c} g(\omega)\right)^{\prime}}{J_{a, b ; c} g(\omega)}\right\} \prec \varphi(\omega) \quad(\omega \in U)
$$

where $\varphi \in P$ and the function $g$ is the inverse of $f$ given by (4).
Remark 1. For $a=c$ and $b=1$ in the above definition, we have $M_{\Sigma}^{a, 1 ; a}(\lambda, \varphi)=M_{\Sigma}(\lambda, \varphi)$, introduced and studied by Ali et al. [22].

To prove our main results, the following lemmas are needed.
Lemma 1 ([23]). Let a function $v(z)=v_{1} z+v_{2} z^{2}+v_{3} z^{3}+\cdots$ be analytic in $U, v(0)=0$ and $|v(z)|<1$, then $\left|v_{n}\right| \leq 1(n \in N)$.

Lemma 2 ([24]). Let $u(z)=\sum_{n=1}^{\infty} u_{n} z^{n}(z \in U)$ be a Schwarz function, then

$$
u_{2}=x\left(1-u_{1}^{2}\right)
$$

and

$$
u_{3}=\left(1-u_{1}^{2}\right)\left(1-|x|^{2}\right) s-u_{1}\left(1-u_{1}^{2}\right) x^{2}
$$

for some complex number $x$ and s satisfying $|x| \leq 1$ and $|s| \leq 1$.
In this paper, we investigate some properties such as the coefficient bounds, FeketeSzegö inequality and the second Hankel determinant for functions in the class $M_{\Sigma}^{a, b ; c}(\lambda, \varphi)$. In particular, several previous results are generalized.

## 2. Main Results

In this section, we find estimates for the general Taylor-Maclaurin coefficients of the functions in the class $M_{\Sigma}^{a, b ; c}(\lambda, \varphi)$.

Theorem 1. Let $0 \leq \lambda \leq 1$ and the function $f \in \Sigma$ given by (1) belong to the class $M_{\Sigma}^{a, b ; c}(\lambda, \varphi)$. Then

$$
\left|a_{2}\right| \leq \min \left\{\begin{array}{l}
\frac{B_{1}}{(1+\lambda) \psi_{2}} \\
\frac{B_{1} \sqrt{B_{1}}}{\sqrt{\left|\left[2(1+2 \lambda) \psi_{3}-(1+3 \lambda) \psi_{2}^{2}\right] B_{1}^{2}-(1+\lambda)^{2} B_{2}\right|}}
\end{array}\right.
$$

and

$$
\left|a_{3}\right| \leq \min \left\{\begin{array}{l}
\frac{B_{1}}{2(1+2 \lambda) \psi_{3}}+\frac{B_{1}^{2}}{(1+\lambda)^{2} \psi_{2}^{2}} \\
\frac{B_{1}}{2(1+2 \lambda) \psi_{3}}+\frac{B_{1}^{3}}{\left|\left[2(1+2 \lambda) \psi_{3}-(1+3 \lambda) \psi_{2}^{2}\right] B_{1}^{2}-(1+\lambda)^{2} B_{2}\right|}
\end{array}\right.
$$

Proof. Let $f \in \Sigma$ given by (1) belong to the class $M_{\Sigma}^{a, b ; c}(\lambda, \varphi)$. There exist two Schwarz functions:

$$
u(z)=u_{1} z+u_{2} z^{2}+u_{3} z^{3}+\cdots
$$

and

$$
v(\omega)=v_{1} \omega+v_{2} \omega^{2}+v_{3} \omega^{3}+\cdots
$$

such that

$$
\begin{equation*}
\lambda\left\{1+\frac{z\left(J_{a, b ; c} f(z)\right)^{\prime \prime}}{\left(J_{a, b ; c} f(z)\right)^{\prime}}\right\}+(1-\lambda)\left\{\frac{z\left(J_{a, b ; c} f(z)\right)^{\prime}}{J_{a, b ; c} f(z)}\right\}=\varphi(u(z)) \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
\lambda\left\{1+\frac{\omega\left(J_{a, b ; c} g(\omega)\right)^{\prime \prime}}{\left(J_{a, b ; c} g(\omega)\right)^{\prime}}\right\}+(1-\lambda)\left\{\frac{\omega\left(J_{a, b ; c} g(\omega)\right)^{\prime}}{J_{a, b ; c} g(\omega)}\right\}=\varphi(v(\omega)) \tag{6}
\end{equation*}
$$

where

$$
\begin{equation*}
\varphi(u(z))=1+B_{1} u_{1} z+\left(B_{1} u_{2}+B_{2} u_{1}^{2}\right) z^{2}+\left(B_{1} u_{3}+2 B_{2} u_{1} u_{2}+B_{3} u_{1}^{3}\right) z^{3}+\cdots \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
\varphi(v(\omega))=1+B_{1} v_{1} \omega+\left(B_{1} v_{2}+B_{2} v_{1}^{2}\right) \omega^{2}+\left(B_{1} v_{3}+2 B_{2} v_{1} v_{2}+B_{3} v_{1}^{3}\right) \omega^{3}+\cdots \tag{8}
\end{equation*}
$$

Since $f$ and $g=f^{-1}$ have the Taylor series expansion (1) and (4), respectively, we obtain

$$
\begin{align*}
& \lambda\left\{1+\frac{z\left(J_{a, b ; c} f(z)\right)^{\prime \prime}}{\left(J_{a, b ; c} f(z)\right)^{\prime}}\right\}+(1-\lambda)\left\{\frac{z\left(J_{a, b ; c} f(z)\right)^{\prime}}{J_{a, b ; c} f(z)}\right\} \\
& =1+(1+\lambda) \psi_{2} a_{2} z+\left[2(1+2 \lambda) \psi_{3} a_{3}-(1+3 \lambda) \psi_{2}^{2} a_{2}^{2}\right] z^{2} \\
& +\left[3(1+3 \lambda) \psi_{4} a_{4}-3(1+5 \lambda) \psi_{2} \psi_{3} a_{2} a_{3}+(1+7 \lambda) \psi_{2}^{3} a_{2}^{3}\right] z^{3}+\cdots \tag{9}
\end{align*}
$$

and

$$
\begin{align*}
& \lambda\left\{1+\frac{\omega\left(J_{a, b ;} g(\omega)\right)^{\prime \prime}}{\left(J_{a, b ;} g(\omega)\right)^{\prime}}\right\}+(1-\lambda)\left\{\frac{\omega\left(J_{a, b ; c} g(\omega)\right)^{\prime}}{J_{a, b ; c} g(\omega)}\right\} \\
& =1+(1+\lambda) \psi_{2} b_{2} \omega+\left[2(1+2 \lambda) \psi_{3} b_{3}-(1+3 \lambda) \psi_{2}^{2} b_{2}^{2}\right] \omega^{2} \\
& +\left[3(1+3 \lambda) \psi_{4} b_{4}-3(1+5 \lambda) \psi_{2} \psi_{3} b_{2} b_{3}+(1+7 \lambda) \psi_{2}^{3} b_{2}^{3}\right] \omega^{3}+\cdots . \tag{10}
\end{align*}
$$

Now, from (5), (7) and (9), we obtain

$$
\begin{equation*}
(1+\lambda) \psi_{2} a_{2}=B_{1} u_{1} \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
2(1+2 \lambda) \psi_{3} a_{3}-(1+3 \lambda) \psi_{2}^{2} a_{2}^{2}=B_{1} u_{2}+B_{2} u_{1}^{2} \tag{12}
\end{equation*}
$$

Similarly, from (6), (8) and (10), we obtain

$$
\begin{equation*}
-(1+\lambda) \psi_{2} a_{2}=B_{1} v_{1} \tag{13}
\end{equation*}
$$

and

$$
\begin{equation*}
2(1+2 \lambda) \psi_{3}\left(2 a_{2}^{2}-a_{3}\right)-(1+3 \lambda) \psi_{2}^{2} a_{2}^{2}=B_{1} v_{2}+B_{2} v_{1}^{2} . \tag{14}
\end{equation*}
$$

It follows from (11) and (13) that

$$
\begin{equation*}
a_{2}=\frac{B_{1} u_{1}}{(1+\lambda) \psi_{2}}=\frac{-B_{1} v_{1}}{(1+\lambda) \psi_{2}} . \tag{15}
\end{equation*}
$$

Thus, we have

$$
\begin{equation*}
u_{1}=-v_{1} \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
2(1+\lambda)^{2} \psi_{2}^{2} a_{2}^{2}=B_{1}^{2}\left(u_{1}^{2}+v_{1}^{2}\right) \tag{17}
\end{equation*}
$$

From (15) and Lemma 1, we obtain

$$
\begin{equation*}
\left|a_{2}\right| \leq \frac{B_{1}}{(1+\lambda) \psi_{2}} \tag{18}
\end{equation*}
$$

Adding (12) to (14), we obtain

$$
\begin{equation*}
a_{2}^{2}=\frac{B_{1}^{3}\left(u_{2}+v_{2}\right)}{\left[4(1+2 \lambda) \psi_{3}-2(1+3 \lambda) \psi_{2}^{2}\right] B_{1}^{2}-2(1+\lambda)^{2} B_{2}} . \tag{19}
\end{equation*}
$$

Therefore, by using Lemma 1, we have

$$
\begin{equation*}
\left|a_{2}\right|^{2} \leq \frac{B_{1}^{3}}{\left|\left[2(1+2 \lambda) \psi_{3}-(1+3 \lambda) \psi_{2}^{2}\right] B_{1}^{2}-(1+\lambda)^{2} B_{2}\right|} \tag{20}
\end{equation*}
$$

It follows that

$$
\left|a_{2}\right| \leq \frac{B_{1} \sqrt{B_{1}}}{\sqrt{\left|\left[2(1+2 \lambda) \psi_{3}-(1+3 \lambda) \psi_{2}^{2}\right] B_{1}^{2}-(1+\lambda)^{2} B_{2}\right|}}
$$

Subtracting (14) from (12) and with some calculations, we obtain

$$
\begin{equation*}
a_{3}=\frac{B_{1}\left(u_{2}-v_{2}\right)}{4(1+2 \lambda) \psi_{3}}+a_{2}^{2} \tag{21}
\end{equation*}
$$

By using Lemma 1, we obtain

$$
\begin{equation*}
\left|a_{3}\right| \leq \frac{B_{1}}{2(1+2 \lambda) \psi_{3}}+\left|a_{2}\right|^{2} \tag{22}
\end{equation*}
$$

Putting (18) into (22), we have

$$
\left|a_{3}\right| \leq \frac{B_{1}}{2(1+2 \lambda) \psi_{3}}+\frac{B_{1}^{2}}{(1+\lambda)^{2} \psi_{2}^{2}}
$$

Similarly, putting (20) into (22), we obtain

$$
\left|a_{3}\right| \leq \frac{B_{1}}{2(1+2 \lambda) \psi_{3}}+\frac{B_{1}^{3}}{\left|\left[2(1+2 \lambda) \psi_{3}-(1+3 \lambda) \psi_{2}^{2}\right] B_{1}^{2}-(1+\lambda)^{2} B_{2}\right|}
$$

This completes the proof of Theorem 1.
For $a=c$ and $b=1$ in Theorem 1, we obtain a result of the class $M_{\Sigma}(\lambda, \varphi)$, considered by Ali et al. [22].

Corollary 1. Let $0 \leq \lambda \leq 1$ and the function $f \in \Sigma$ given by (1) belong to the class $M_{\Sigma}(\lambda, \varphi)$. Then

$$
\left|a_{2}\right| \leq \min \left\{\begin{array}{l}
\frac{B_{1}}{1+\lambda} \quad B_{1} \sqrt{B_{1}} \\
\sqrt{(1+\lambda)\left|B_{1}^{2}-(1+\lambda) B_{2}\right|}
\end{array}\right.
$$

and

$$
\left|a_{3}\right| \leq \min \left\{\begin{array}{l}
\frac{B_{1}}{2(1+2 \lambda)}+\frac{B_{1}^{2}}{(1+\lambda)^{2}} \\
\frac{B_{1}}{2(1+2 \lambda)}+\frac{B_{1}^{3}}{(1+\lambda)\left|B_{1}^{2}-(1+\lambda) B_{2}\right|}
\end{array}\right.
$$

Theorem 2. Let $0 \leq \lambda \leq 1, \sigma \in C$ and the function $f \in \Sigma$ given by (1) belong to the class $M_{\Sigma}^{a, b ; c}(\lambda, \varphi)$. Then

$$
\left|a_{3}-\sigma a_{2}^{2}\right| \leq \begin{cases}\frac{B_{1}}{2(1+2 \lambda) \psi_{3}} & \left(0 \leq|h(\sigma)| \leq \frac{B_{1}}{4(1+2 \lambda) \psi_{3}}\right) \\ 2|h(\sigma)| & \left(|h(\sigma)|>\frac{B_{1}}{4(1+2 \lambda) \psi_{3}}\right),\end{cases}
$$

where

$$
\begin{equation*}
h(\sigma)=\frac{(1-\sigma) B_{1}^{3}}{\left[4(1+2 \lambda) \psi_{3}-2(1+3 \lambda) \psi_{2}^{2}\right] B_{1}^{2}-2(1+\lambda)^{2} B_{2}} \tag{23}
\end{equation*}
$$

Proof. From (21), we get

$$
\begin{equation*}
a_{3}-\sigma a_{2}^{2}=\frac{B_{1}\left(u_{2}-v_{2}\right)}{4(1+2 \lambda) \psi_{3}}+(1-\sigma) a_{2}^{2} \tag{24}
\end{equation*}
$$

Putting (19) into (24), we have

$$
\begin{align*}
a_{3}-\sigma a_{2}^{2} & =\frac{B_{1}\left(u_{2}-v_{2}\right)}{4(1+2 \lambda) \psi_{3}}+\frac{B_{1}^{3}(1-\sigma)\left(u_{2}+v_{2}\right)}{\left[4(1+2 \lambda) \psi_{3}-2(1+3 \lambda) \psi_{2}^{2}\right] B_{1}^{2}-2(1+\lambda)^{2} B_{2}} \\
& =\left(h(\sigma)+\frac{B_{1}}{4(1+2 \lambda) \psi_{3}}\right) u_{2}+\left(h(\sigma)-\frac{B_{1}}{4(1+2 \lambda) \psi_{3}}\right) v_{2} \tag{25}
\end{align*}
$$

where $h(\sigma)$ is given by (23).

From (25) and Lemma 1, we derive

$$
\left|a_{3}-\sigma a_{2}^{2}\right| \leq \begin{cases}\frac{B_{1}}{2(1+2 \lambda) \psi_{3}} & \left(0 \leq|h(\sigma)| \leq \frac{B_{1}}{4(1+2 \lambda) \psi_{3}}\right) \\ 2|h(\sigma)| & \left(|h(\sigma)|>\frac{B_{1}}{4(1+2 \lambda) \psi_{3}}\right) .\end{cases}
$$

This completes the proof of Theorem 2.
For $a=c$ and $b=1$ in Theorem 2, we obtain a result of the class $M_{\Sigma}(\lambda, \varphi)$, introduced by Ali et al. [22].

Corollary 2. Let $0 \leq \lambda \leq 1, \sigma \in C$ and the function $f \in \Sigma$ given by (1) be in the class $M_{\Sigma}(\lambda, \varphi)$. Then

$$
\left|a_{3}-\sigma a_{2}^{2}\right| \leq \begin{cases}\frac{B_{1}}{2(1+2 \lambda)} & \left(0 \leq|h(\sigma)| \leq \frac{B_{1}}{4(1+2 \lambda)}\right) \\ 2|h(\sigma)| & \left(|h(\sigma)|>\frac{B_{1}}{4(1+2 \lambda)}\right),\end{cases}
$$

where

$$
h(\sigma)=\frac{(1-\sigma) B_{1}^{3}}{2(1+\lambda)\left(B_{1}^{2}-(1+\lambda) B_{2}\right)}
$$

Theorem 3. Let $0 \leq \lambda \leq 1$ and the function $f \in \Sigma$ given by (1) belong to the class $M_{\Sigma}^{a, b ; c}(\lambda, \varphi)$. Then

$$
\left|a_{2} a_{4}-a_{3}^{2}\right| \leq B_{1} \begin{cases}Q_{3} & \left(Q_{2} \leq 0, Q_{1} \leq-Q_{2}\right) \\ Q_{1}+Q_{2}+Q_{3} & \left(Q_{2}>0, Q_{1}>-\frac{Q_{2}}{2}\right) \text { or }\left(Q_{2} \leq 0, Q_{1}>-Q_{2}\right) \\ \frac{4 Q_{1} Q_{3}-Q_{2}^{2}}{4 Q_{1}} & \left(Q_{2}>0, Q_{1} \leq-\frac{Q_{2}}{2}\right)\end{cases}
$$

where

$$
\begin{aligned}
& Q_{1}=\left|\frac{B_{3}}{3(1+\lambda)(1+3 \lambda) \psi_{2} \psi_{4}}+\frac{\left[3(1+5 \lambda) \psi_{2} \psi_{3}-(1+7 \lambda) \psi_{2}^{3}-3(1+3 \lambda) \psi_{4}\right] B_{1}^{3}}{3(1+\lambda)^{4}(1+3 \lambda) \psi_{2}^{4} \psi_{4}}\right| \\
& \quad-\frac{B_{1}^{2}}{4(1+\lambda)^{2}(1+2 \lambda) \psi_{2}^{2} \psi_{3}}-\frac{2\left|B_{2}\right|+B_{1}}{3(1+\lambda)(1+3 \lambda) \psi_{2} \psi_{4}}+\frac{B_{1}}{4(1+2 \lambda)^{2} \psi_{3}^{2}}, \\
& Q_{2}=\frac{B_{1}^{2}}{4(1+\lambda)^{2}(1+2 \lambda) \psi_{2}^{2} \psi_{3}}+\frac{2\left|B_{2}\right|+B_{1}}{3(1+\lambda)(1+3 \lambda) \psi_{2} \psi_{4}}-\frac{B_{1}}{2(1+2 \lambda)^{2} \psi_{3}^{2}} \\
& \text { and } \\
& Q_{3}=\frac{B_{1}}{4(1+2 \lambda)^{2} \psi_{3}^{2}} .
\end{aligned}
$$

Proof. From (5), (7) and (9), we have

$$
\begin{align*}
& 3(1+3 \lambda) \psi_{4} a_{4}-3(1+5 \lambda) \psi_{2} \psi_{3} a_{2} a_{3}+(1+7 \lambda) \psi_{2}^{3} a_{2}^{3} \\
& =B_{1} u_{3}+2 B_{2} u_{1} u_{2}+B_{3} u_{1}^{3} \tag{26}
\end{align*}
$$

Similarly, from (6), (8) and (10), we obtain

$$
\begin{align*}
& -3(1+3 \lambda) \psi_{4}\left(5 a_{2}^{3}-5 a_{2} a_{3}+a_{4}\right)+3(1+5 \lambda) \psi_{2} \psi_{3} a_{2}\left(2 a_{2}^{2}-a_{3}\right)-(1+7 \lambda) \psi_{2}^{3} a_{2}^{3} \\
& =B_{1} v_{3}+2 B_{2} v_{1} v_{2}+B_{3} v_{1}^{3} \tag{27}
\end{align*}
$$

Subtracting (27) from (26) and with some calculations, we have

$$
\begin{align*}
a_{4} & =\frac{B_{1}\left(u_{3}-v_{3}\right)}{6(1+3 \lambda) \psi_{4}}+\frac{B_{2} u_{1}\left(u_{2}+v_{2}\right)}{3(1+3 \lambda) \psi_{4}}+\frac{B_{3} u_{1}^{3}}{3(1+3 \lambda) \psi_{4}} \\
& +\frac{5}{2} a_{2} a_{3}+\frac{\left[6(1+5 \lambda) \psi_{2} \psi_{3}-15(1+3 \lambda) \psi_{4}-2(1+7 \lambda) \psi_{2}^{3}\right]}{6(1+3 \lambda) \psi_{4}} a_{2}^{3} . \tag{28}
\end{align*}
$$

From (15) and (21), we obtain

$$
\begin{align*}
a_{4} & =\frac{B_{1}\left(u_{3}-v_{3}\right)}{6(1+3 \lambda) \psi_{4}}+\frac{B_{2} u_{1}\left(u_{2}+v_{2}\right)}{3(1+3 \lambda) \psi_{4}}+\frac{B_{3} u_{1}^{3}}{3(1+3 \lambda) \psi_{4}} \\
& +\frac{5 B_{1}^{2} u_{1}\left(u_{2}-v_{2}\right)}{8(1+\lambda)(1+2 \lambda) \psi_{2} \psi_{3}}+\frac{\left[3(1+5 \lambda) \psi_{3}-(1+7 \lambda) \psi_{2}^{2}\right] B_{1}^{3} u_{1}^{3}}{3(1+\lambda)^{3}(1+3 \lambda) \psi_{2}^{2} \psi_{4}} . \tag{29}
\end{align*}
$$

Thus, we obtain

$$
\begin{align*}
a_{2} a_{4}-a_{3}^{2} & =\left\{\frac{\left[3(1+5 \lambda) \psi_{2} \psi_{3}-(1+7 \lambda) \psi_{2}^{3}-3(1+3 \lambda) \psi_{4}\right] B_{1}^{4}}{3(1+\lambda)^{4}(1+3 \lambda) \psi_{2}^{4} \psi_{4}}\right. \\
& \left.+\frac{B_{1} B_{3}}{3(1+\lambda)(1+3 \lambda) \psi_{2} \psi_{4}}\right\} u_{1}^{4} \\
& +\frac{B_{1}^{3} u_{1}^{2}\left(u_{2}-v_{2}\right)}{8(1+\lambda)^{2}(1+2 \lambda) \psi_{2}^{2} \psi_{3}}+\frac{B_{1} B_{2} u_{1}^{2}\left(u_{2}+v_{2}\right)}{3(1+\lambda)(1+3 \lambda) \psi_{2} \psi_{4}} \\
& +\frac{B_{1}^{2} u_{1}\left(u_{3}-v_{3}\right)}{6(1+\lambda)(1+3 \lambda) \psi_{2} \psi_{4}}-\frac{B_{1}^{2}\left(u_{2}-v_{2}\right)^{2}}{16(1+2 \lambda)^{2} \psi_{3}^{2}} . \tag{30}
\end{align*}
$$

By using Lemma 2, we derive

$$
\begin{gathered}
u_{2}=x\left(1-u_{1}^{2}\right), \quad v_{2}=y\left(1-v_{1}^{2}\right), \\
u_{3}=\left(1-u_{1}^{2}\right)\left(1-|x|^{2}\right) s-u_{1}\left(1-u_{1}^{2}\right) x^{2}
\end{gathered}
$$

and

$$
v_{3}=\left(1-v_{1}^{2}\right)\left(1-|y|^{2}\right) h-v_{1}\left(1-v_{1}^{2}\right) y^{2},
$$

where $|x| \leq 1,|y| \leq 1,|s| \leq 1$ and $|h| \leq 1$. With some calculations, we obtain

$$
\begin{gather*}
u_{2}+v_{2}=\left(1-u_{1}^{2}\right)(x+y), u_{2}-v_{2}=\left(1-u_{1}^{2}\right)(x-y)  \tag{31}\\
u_{3}-v_{3}=\left(1-u_{1}^{2}\right)\left[\left(1-|x|^{2}\right) s-\left(1-|y|^{2}\right) h\right\rfloor-u_{1}\left(1-u_{1}^{2}\right)\left(x^{2}+y^{2}\right) . \tag{32}
\end{gather*}
$$

By substituting the relations (31) and (32) into (30), we have

$$
\begin{aligned}
a_{2} a_{4}-a_{3}^{2} & =\left\{\frac{\left[3(1+5 \lambda) \psi_{2} \psi_{3}-(1+7 \lambda) \psi_{2}^{3}-3(1+3 \lambda) \psi_{4}\right] B_{1}^{4}}{3(1+\lambda)^{4}(1+3 \lambda) \psi_{2}^{4} \psi_{4}}\right. \\
& \left.+\frac{B_{1} B_{3}}{3(1+\lambda)(1+3 \lambda) \psi_{2} \psi_{4}}\right\} u_{1}^{4} \\
& +\frac{B_{1}^{3} u_{1}^{2}\left(1-u_{1}^{2}\right)(x-y)}{8(1+\lambda)^{2}(1+2 \lambda) \psi_{2}^{2} \psi_{3}}+\frac{B_{1} B_{2} u_{1}^{2}\left(1-u_{1}^{2}\right)(x+y)}{3(1+\lambda)(1+3 \lambda) \psi_{2} \psi_{4}} \\
& +\frac{B_{1}^{2} u_{1}\left(1-u_{1}^{2}\right)\left\{\left[\left(1-|x|^{2}\right) s-\left(1-|y|^{2}\right) h\right]-u_{1}\left(x^{2}+y^{2}\right)\right\}}{6(1+\lambda)(1+3 \lambda) \psi_{2} \psi_{4}} \\
& -\frac{B_{1}^{2}\left(1-u_{1}^{2}\right)^{2}(x-y)^{2}}{16(1+2 \lambda)^{2} \psi_{3}^{2}} .
\end{aligned}
$$

It follows that

$$
\begin{aligned}
\left|a_{2} a_{4}-a_{3}^{2}\right| & =\left\lvert\,\left\{\frac{\left[3(1+5 \lambda) \psi_{2} \psi_{3}-(1+7 \lambda) \psi_{2}^{3}-3(1+3 \lambda) \psi_{4}\right] B_{1}^{4}}{3(1+\lambda)^{4}(1+3 \lambda) \psi_{2}^{4} \psi_{4}}\right.\right. \\
& \left.+\frac{B_{1} B_{3}}{3(1+\lambda)(1+3 \lambda) \psi_{2} \psi_{4}}\right\} u_{1}^{4} \\
& +\frac{B_{1}^{2} u_{1}\left(1-u_{1}^{2}\right)\left[\left(1-|x|^{2}\right) s-\left(1-|y|^{2}\right) h\right]}{6(1+\lambda)(1+3 \lambda) \psi_{2} \psi_{4}} \\
& +\frac{B_{1}^{3} u_{1}^{2}\left(1-u_{1}^{2}\right)(x-y)}{8(1+\lambda)^{2}(1+2 \lambda) \psi_{2}^{2} \psi_{3}}+\frac{B_{1} B_{2} u_{1}^{2}\left(1-u_{1}^{2}\right)(x+y)}{3(1+\lambda)(1+3 \lambda) \psi_{2} \psi_{4}} \\
& \left.-\frac{B_{1}^{2} u_{1}^{2}\left(1-u_{1}^{2}\right)\left(x^{2}+y^{2}\right)}{6(1+\lambda)(1+3 \lambda) \psi_{2} \psi_{4}}-\frac{B_{1}^{2}\left(1-u_{1}^{2}\right)^{2}(x-y)^{2}}{16(1+2 \lambda)^{2} \psi_{3}^{2}} \right\rvert\, .
\end{aligned}
$$

According to Lemmas 1 and 2, we assume without restriction that $u=u_{1} \in[0,1]$. By applying the triangular inequality, we obtain

$$
\begin{aligned}
\left|a_{2} a_{4}-a_{3}^{2}\right| & \leq B_{1}\left\{\left\lvert\, \frac{\left[3(1+5 \lambda) \psi_{2} \psi_{3}-(1+7 \lambda) \psi_{2}^{3}-3(1+3 \lambda) \psi_{4}\right] B_{1}^{3}}{3(1+\lambda)^{4}(1+3 \lambda) \psi_{2}^{4} \psi_{4}}\right.\right. \\
& +\frac{B_{3}}{3(1+\lambda)(1+3 \lambda) \psi_{2} \psi_{4}} \left\lvert\, u^{4}+\frac{\left.B_{1}^{2} u^{2}\left(1-u^{2}\right)(|x|+|y|)\right)}{8(1+\lambda)^{2}(1+2 \lambda) \psi_{2}^{2} \psi_{3}}\right. \\
& +\frac{\left|B_{2}\right| u^{2}\left(1-u^{2}\right)(|x|+|y|)}{3(1+\lambda)(1+3 \lambda) \psi_{2} \psi_{4}}+\frac{B_{1}\left(u^{2}-u\right)\left(1-u^{2}\right)\left(|x|^{2}+|y|^{2}\right)}{6(1+\lambda)(1+3 \lambda) \psi_{2} \psi_{4}} \\
& \left.+\frac{B_{1} u\left(1-u^{2}\right)}{3(1+\lambda)(1+3 \lambda) \psi_{2} \psi_{4}}+\frac{B_{1}\left(1-u^{2}\right)^{2}(|x|+|y|)^{2}}{16(1+2 \lambda)^{2} \psi_{3}^{2}}\right\} .
\end{aligned}
$$

Now, letting $\eta=|x| \leq 1$ and $\gamma=|y| \leq 1$, we have

$$
\left|a_{2} a_{4}-a_{3}^{2}\right| \leq B_{1}\left[T_{1}+(\eta+\gamma) T_{2}+\left(\eta^{2}+\gamma^{2}\right) T_{3}+(\eta+\gamma)^{2} T_{4}\right]=B_{1} F(\eta, \gamma)
$$

where

$$
\left.\begin{array}{rl}
T_{1}=T_{1}(u)= & \left\{\begin{array}{|l}
\mid\left[3(1+5 \lambda) \psi_{2} \psi_{3}-(1+7 \lambda) \psi_{2}^{3}-3(1+3 \lambda) \psi_{4}\right] B_{1}^{3} \\
3(1+\lambda)^{4}(1+3 \lambda) \psi_{2}^{4} \psi_{4}
\end{array}\right. \\
& \left.\quad+\frac{B_{3}}{3(1+\lambda)(1+3 \lambda) \psi_{2} \psi_{4}} \left\lvert\, u^{4}+\frac{B_{1} u\left(1-u^{2}\right)}{3(1+\lambda)(1+3 \lambda) \psi_{2} \psi_{4}}\right.\right\} \geq 0, \\
T_{2}= & T_{2}(u)= \\
& \frac{u^{2}\left(1-u^{2}\right)}{(1+\lambda) \psi_{2}}\left[\frac{B_{1}^{2}}{8(1+\lambda)(1+2 \lambda) \psi_{2} \psi_{3}}+\frac{\left|B_{2}\right|}{3(1+3 \lambda) \psi_{4}}\right] \geq 0,
\end{array}\right\} \begin{aligned}
& T_{3}=T_{3}(u)= \\
& \frac{B_{1}\left(u^{2}-u\right)\left(1-u^{2}\right)}{6(1+\lambda)(1+3 \lambda) \psi_{2} \psi_{4}} \leq 0
\end{aligned}
$$

and

$$
T_{4}=T_{4}(u)=\frac{B_{1}\left(1-u^{2}\right)^{2}}{16(1+2 \lambda)^{2} \psi_{3}^{2}} \geq 0
$$

Next, we need to maximize the function $F(\eta, \gamma)$ in the closed square

$$
\Delta=\{(\eta, \gamma): \eta \in[0,1], \gamma \in[0,1]\}
$$

for $u \in[0,1]$. Since $F(\eta, \gamma)$ is the maximum with regard to $u$, we must investigate it according to $u=0, u=1$ and $u \in(0,1)$.

For $u=0$,

$$
F(\eta, \gamma)=\frac{B_{1}(\eta+\gamma)^{2}}{16(1+2 \lambda)^{2} \psi_{3}^{2}}
$$

we can easily obtain

$$
\max \{F(\eta, \gamma):(\eta, \gamma) \in[0,1] \times[0,1]\}=F(1,1)=\frac{B_{1}}{4(1+2 \lambda)^{2} \psi_{3}^{2}}
$$

For $u=1$,

$$
F(\eta, \gamma)=\left|\frac{B_{3}}{3(1+\lambda)(1+3 \lambda) \psi_{2} \psi_{4}}+\frac{\left[3(1+5 \lambda) \psi_{2} \psi_{3}-(1+7 \lambda) \psi_{2}^{3}-3(1+3 \lambda) \psi_{4}\right] B_{1}^{3}}{3(1+\lambda)^{4}(1+3 \lambda) \psi_{2}^{4} \psi_{4}}\right|,
$$

we have

$$
\begin{aligned}
& \max \{F(\eta, \gamma):(\eta, \gamma) \in[0,1] \times[0,1]\} \\
& =\left|\frac{B_{3}}{3(1+\lambda)(1+3 \lambda) \psi_{2} \psi_{4}}+\frac{\left[3(1+5 \lambda) \psi_{2} \psi_{3}-(1+7 \lambda) \psi_{2}^{3}-3(1+3 \lambda) \psi_{4}\right] B_{1}^{3}}{3(1+\lambda)^{4}(1+3 \lambda) \psi_{2}^{4} \psi_{4}}\right| .
\end{aligned}
$$

For $0<u<1$, by letting $\eta+\gamma=\varsigma$ and $\eta \cdot \gamma=\xi$, we obtain

$$
F(\eta, \gamma)=T_{1}+T_{2} \varsigma+\left(T_{3}+T_{4}\right) \varsigma^{2}-2 T_{3} \xi=J(\varsigma, \xi)
$$

where $\varsigma \in[0,2]$ and $\xi \in[0,1]$. Then we need to maximize the function:

$$
J(\varsigma, \xi) \in \Lambda=\{(\varsigma, \xi): \varsigma \in[0,2], \xi \in[0,1]\}
$$

By differentiating $J(\varsigma, \xi)$, we let

$$
\left\{\begin{array}{l}
\frac{\partial J}{\partial \zeta}=T_{2}+2\left(T_{3}+T_{4}\right) \zeta=0 \\
\frac{\partial J}{\partial \xi}=-2 T_{3}=0
\end{array}\right.
$$

The above results show that $J(\varsigma, \xi)$ does not have a critical point in $\Lambda$. Therefore, the function $F(\eta, \gamma)$ does not have a critical point in $\Delta$. As a result, the function $F(\eta, \gamma)$ cannot have a local maximum value in the interior of the square $\Delta$. Next, we find the maximum of $F(\eta, \gamma)$ on the boundary of the square $\Delta$.

For $\eta=0$ and $0 \leq \gamma \leq 1$ ( or $\gamma=0$ and $0 \leq \eta \leq 1$ ), we have

$$
F(0, \gamma)=H(\gamma)=T_{1}+\gamma T_{2}+\gamma^{2}\left(T_{3}+T_{4}\right) .
$$

In order to investigate the maximum of $H(\gamma)$, the situation of $H(\gamma)$ as increasing or decreasing is discussed below. By deriving the function $H(\gamma)$, we have

$$
H^{\prime}(\gamma)=T_{2}+2 \gamma\left(T_{3}+T_{4}\right)
$$

(i) Let $T_{3}+T_{4} \geq 0$, then $H^{\prime}(\gamma)>0$, such that $H(\gamma)$ is an increasing function. Thus, the maximum of $H(\gamma)$ occurs at $\gamma=1$ and

$$
\max \{H(\gamma): \gamma \in[0,1]\}=H(1)=T_{1}+T_{2}+T_{3}+T_{4}
$$

(ii) Let $T_{3}+T_{4}<0$. We need to consider the critical point $\gamma=\frac{T_{2}}{-2\left(T_{3}+T_{4}\right)}=\frac{T_{2}}{2 \theta}$, where $\theta=-\left(T_{3}+T_{4}\right)>0$. Now the following two cases arise:

Case 1. Suppose that $\gamma=\frac{T_{2}}{2 \theta}>1$. Then $\theta<\frac{T_{2}}{2} \leq T_{2}$ and $T_{2}+T_{3}+T_{4} \geq 0$. We have

$$
H(0)=T_{1} \leq T_{1}+T_{2}+T_{3}+T_{4}=H(1)
$$

Case 2. Suppose that $\gamma=\frac{T_{2}}{2 \theta} \leq 1$. Since $\frac{T_{2}}{2} \geq 0$ and $\frac{T_{2}^{2}}{4 \theta} \leq \frac{T_{2}}{2} \leq T_{2}$, we obtain

$$
H(0)=T_{1} \leq T_{1}+\frac{T_{2}^{2}}{4 \theta}=H\left(\frac{T_{2}}{2 \theta}\right) \leq T_{1}+T_{2}
$$

and

$$
H(1)=T_{1}+T_{2}+T_{3}+T_{4} \leq T_{1}+T_{2} .
$$

Therefore, the maximum of $H(\gamma)$ occurs when $T_{3}+T_{4} \geq 0$ :

$$
\max \{H(\gamma): \gamma \in[0,1]\}=H(1)=T_{1}+T_{2}+T_{3}+T_{4}
$$

For $\eta=1$ and $0 \leq \gamma \leq 1$ ( or $\gamma=1$ and $0 \leq \eta \leq 1$ ), we have

$$
F(1, \gamma)=D(\gamma)=T_{1}+T_{2}+T_{3}+T_{4}+\gamma\left(T_{2}+2 T_{4}\right)+\gamma^{2}\left(T_{3}+T_{4}\right)
$$

In order to investigate the maximum of $D(\gamma)$, the scenario of when $D(\gamma)$ in increasing or decreasing is discussed. By deriving the function $D(\gamma)$, we have

$$
D^{\prime}(\gamma)=T_{2}+2 T_{4}+2 \gamma\left(T_{3}+T_{4}\right)
$$

(iii) Let $T_{3}+T_{4} \geq 0$ then $D^{\prime}(\gamma)>0$. This shows that $D(\gamma)$ is an increasing function. Thus, the maximum of $D(\gamma)$ occurs at $\gamma=1$ :

$$
\max \{D(\gamma): \gamma \in[0,1]\}=D(1)=T_{1}+2 T_{2}+2 T_{3}+4 T_{4}
$$

(iv) Let $T_{3}+T_{4}<0$. We need to consider the critical point $\gamma=\frac{T_{2}+2 T_{4}}{-2\left(T_{3}+T_{4}\right)}=\frac{T_{2}+2 T_{4}}{2 \theta}$, where $\theta=-\left(T_{3}+T_{4}\right)>0$. The following two cases arise:

Case 3. Suppose that $\gamma=\frac{T_{2}+2 T_{4}}{2 \theta}>1$. Then $\theta<\frac{T_{2}+2 T_{4}}{2} \leq T_{2}+2 T_{4}$ and $T_{2}+T_{3}+$ $3 T_{4} \geq 0$. We have

$$
D(0)=T_{1}+T_{2}+T_{3}+T_{4} \leq T_{1}+T_{2}+T_{3}+T_{4}+\left(T_{2}+T_{3}+3 T_{4}\right)=D(1)=T_{1}+2 T_{2}+2 T_{3}+4 T_{4}
$$

Case 4. Suppose that $\gamma=\frac{T_{2}+2 T_{4}}{2 \theta} \leq 1$. Since $\frac{T_{2}+T_{4}}{2} \geq 0$ and $\frac{\left(T_{2}+2 T_{4}\right)^{2}}{4 \theta} \leq \frac{T_{2}+2 T_{4}}{2} \leq$ $T_{2}+2 T_{4}$, we obtain

$$
\begin{aligned}
D(0) & =T_{1}+T_{2}+T_{3}+T_{4} \leq D\left(\frac{T_{2}+2 T_{4}}{2 \theta}\right) \\
& \leq T_{1}+T_{2}+T_{3}+T_{4}+T_{2}+2 T_{4} \\
& =T_{1}+2 T_{2}+T_{3}+3 T_{4}
\end{aligned}
$$

and

$$
D(1)=T_{1}+2 T_{2}+2 T_{3}+4 T_{4} \leq T_{1}+2 T_{2}+T_{3}+3 T_{4}
$$

Therefore, the maximum of $D(\gamma)$ occurs when $T_{3}+T_{4} \geq 0$ :

$$
\max \{D(\gamma): \gamma \in[0,1]\}=D(1)=T_{1}+2 T_{2}+2 T_{3}+4 T_{4}
$$

Since $H(1) \leq D(1)$ for $u \in(0,1)$, we have

$$
\begin{equation*}
\max \{F(\eta, \gamma):(\eta, \gamma) \in[0,1] \times[0,1]\}=F(1,1)=T_{1}+2 T_{2}+2 T_{3}+4 T_{4} \tag{33}
\end{equation*}
$$

Let $K:[0,1] \rightarrow R$,

$$
\begin{aligned}
K(u) & =B_{1} \max \{F(\eta, \gamma):(\eta, \gamma) \in[0,1] \times[0,1]\} \\
& =B_{1} F(1,1)=B_{1}\left(T_{1}+2 T_{2}+2 T_{3}+4 T_{4}\right) .
\end{aligned}
$$

Now, inserting $T_{1}, T_{2}, T_{3}$ and $T_{4}$ into the function $K$, we obtain

$$
\begin{align*}
K(u) & =B_{1}\left\{\left[\left\lvert\, \frac{\left[3(1+5 \lambda) \psi_{2} \psi_{3}-(1+7 \lambda) \psi_{2}^{3}-3(1+3 \lambda) \psi_{4}\right] B_{1}^{3}}{3(1+\lambda)^{4}(1+3 \lambda) \psi_{2}^{4} \psi_{4}}\right.\right.\right. \\
& +\frac{B_{3}}{3(1+\lambda)(1+3 \lambda) \psi_{2} \psi_{4}} \left\lvert\,-\frac{B_{1}^{2}}{4(1+\lambda)^{2}(1+2 \lambda) \psi_{2}^{2} \psi_{3}}\right. \\
& \left.-\frac{2\left|B_{2}\right|+B_{1}}{3(1+\lambda)(1+3 \lambda) \psi_{2} \psi_{4}}+\frac{B_{1}}{4(1+2 \lambda)^{2} \psi_{3}^{2}}\right] u^{4} \\
& +\left[\frac{B_{1}^{2}}{4(1+\lambda)^{2}(1+2 \lambda) \psi_{2}^{2} \psi_{3}}-\frac{B_{1}}{2(1+2 \lambda)^{2} \psi_{3}^{2}}\right. \\
& \left.\left.+\frac{2\left|B_{2}\right|+B_{1}}{3(1+\lambda)(1+3 \lambda) \psi_{2} \psi_{4}}\right] u^{2}+\frac{B_{1}}{4(1+2 \lambda)^{2} \psi_{3}^{2}}\right\} . \tag{34}
\end{align*}
$$

Letting $u^{2}=t$, we have

$$
K(t)=B_{1}\left(Q_{1} t^{2}+Q_{2} t+Q_{3}\right) \quad(t \in[0,1]),
$$

where

$$
\begin{aligned}
& Q_{1}=\left|\frac{B_{3}}{3(1+\lambda)(1+3 \lambda) \psi_{2} \psi_{4}}+\frac{\left[3(1+5 \lambda) \psi_{2} \psi_{3}-(1+7 \lambda) \psi_{2}^{3}-3(1+3 \lambda) \psi_{4}\right] B_{1}^{3}}{3(1+\lambda)^{4}(1+3 \lambda) \psi_{2}^{4} \psi_{4}}\right| \\
& \quad-\frac{B_{1}^{2}}{4(1+\lambda)^{2}(1+2 \lambda) \psi_{2}^{2} \psi_{3}}-\frac{2\left|B_{2}\right|+B_{1}}{3(1+\lambda)(1+3 \lambda) \psi_{2} \psi_{4}}+\frac{B_{1}}{4(1+2 \lambda)^{2} \psi_{3}^{2}}, \\
& Q_{2}=\frac{B_{1}^{2}}{4(1+\lambda)^{2}(1+2 \lambda) \psi_{2}^{2} \psi_{3}}+\frac{2\left|B_{2}\right|+B_{1}}{3(1+\lambda)(1+3 \lambda) \psi_{2} \psi_{4}}-\frac{B_{1}}{2(1+2 \lambda)^{2} \psi_{3}^{2}} \\
& \text { and } \\
& Q_{3}=\frac{B_{1}}{4(1+2 \lambda)^{2} \psi_{3}^{2}} . \\
& \text { Since }
\end{aligned}
$$

$$
\begin{aligned}
& \max _{0 \leq t \leq 1}\left(Q_{1} t^{2}+Q_{2} t+Q_{3}\right) \\
& = \begin{cases}Q_{3} & \left(Q_{2} \leq 0, Q_{1} \leq-Q_{2}\right) \\
Q_{1}+Q_{2}+Q_{3} & \left(Q_{2}>0, Q_{1}>-\frac{Q_{2}}{2}\right) \text { or }\left(Q_{2} \leq 0, Q_{1}>-Q_{2}\right) \\
\frac{4 Q_{1} Q_{3}-Q_{2}^{2}}{4 Q_{1}} & \left(Q_{2}>0, Q_{1} \leq-\frac{Q_{2}}{2}\right),\end{cases}
\end{aligned}
$$

it shows that

$$
\left|a_{2} a_{4}-a_{3}^{2}\right| \leq B_{1} \begin{cases}Q_{3} & \left(Q_{2} \leq 0, Q_{1} \leq-Q_{2}\right) \\ Q_{1}+Q_{2}+Q_{3} & \left(Q_{2}>0, Q_{1}>-\frac{Q_{2}}{2}\right) \text { or }\left(Q_{2} \leq 0, Q_{1}>-Q_{2}\right) \\ \frac{4 Q_{1} Q_{3}-Q_{2}^{2}}{4 Q_{1}} & \left(Q_{2}>0, Q_{1} \leq-\frac{Q_{2}}{2}\right)\end{cases}
$$

This completes the proof of Theorem 3.

For $a=c$ and $b=1$ in Theorem 3, we derive a result of the class $M_{\Sigma}(\lambda, \varphi)$, studied by Ali et al. [22].

Corollary 3. Let $0 \leq \lambda \leq 1$ and the function $f \in \Sigma$ given by (1) be in the class $M_{\Sigma}(\lambda, \varphi)$. Then

$$
\left|a_{2} a_{4}-a_{3}^{2}\right| \leq B_{1} \begin{cases}Q_{3} & \left(Q_{2} \leq 0, Q_{1} \leq-Q_{2}\right) \\ Q_{1}+Q_{2}+Q_{3} & \left(Q_{2}>0, Q_{1}>-\frac{Q_{2}}{2}\right) \text { or }\left(Q_{2} \leq 0, Q_{1}>-Q_{2}\right) \\ \frac{4 Q_{1} Q_{3}-Q_{2}^{2}}{4 Q_{1}} & \left(Q_{2}>0, Q_{1} \leq-\frac{Q_{2}}{2}\right)\end{cases}
$$

where

$$
\begin{aligned}
& Q_{1}=\left|\frac{B_{3}}{3(1+\lambda)(1+3 \lambda)}-\frac{B_{1}^{3}}{3(1+\lambda)^{3}(1+3 \lambda)}\right|-\frac{B_{1}^{2}}{4(1+\lambda)^{2}(1+2 \lambda)} \\
& \quad-\frac{2\left|B_{2}\right|+B_{1}}{3(1+\lambda)(1+3 \lambda)}+\frac{B_{1}}{4(1+2 \lambda)^{2}} \\
& Q_{2}=\frac{B_{1}^{2}}{4(1+\lambda)^{2}(1+2 \lambda)}+\frac{2\left|B_{2}\right|+B_{1}}{3(1+\lambda)(1+3 \lambda)}-\frac{B_{1}}{2(1+2 \lambda)^{2}} \\
& \text { and } \\
& Q_{3}=\frac{B_{1}}{4(1+2 \lambda)^{2}} .
\end{aligned}
$$

## 3. Conclusions

In the study of bi-univalent functions, estimates on the first two Taylor-Maclaurin coefficients are usually considered. In this paper, we introduce a new subclass of bi-univalent functions associated with the Hohlov operator. Some properties such as the coefficient bounds, Fekete-Szegö inequality and the second Hankel determinant for functions in $M_{\Sigma}^{a, b ; c}(\lambda, \varphi)$ are derived. In particular, several previous results are generalized.
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