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Abstract: In this paper, we introduce the concept of orthogonal convex structure contraction mapping
and prove some fixed point theorems on orthogonal [-metric spaces. We adopt an example to highlight
the utility of our main result. Finally, we apply our result to examine the existence and uniqueness of the
solution for the spring-mass system via an integral equation with a numerical example.
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1. Introduction

Stefan Banach published his first known result in 1922, which is also possibly the most
useful. It is referred to as the Banach contraction mapping principle. According to this
theory, each contraction in a complete metric space has a distinct fixed point. It is helpful
to note that this fixed point is also a singular fixed point for all iterations of the specified
contractive mapping. Many writers generalised Banach’s well-known discovery after 1922.
On the subject, a lot of papers have been written. Two crucial generalizations were made:

(1) New relations (Kannan, Chatterje, Reich, Hardy-Rogers, Ćirić, ...) were used to
bring new circumstances into the existing contractive relation.

(2) The axioms of metric space have been modified. As a result, numerous classes of
new spaces are obtained. Visit papers [1–13] for additional information. Takahashi [14]
initiated the notions of a convex structure and metric space in 1970 in addition to devel-
oping some of the fixed point theorems via his finding convex metric space. Goebel and
Kirk [15] also looked at the iterative processes for nonexpansive mappings in the hyper-
bolic metric space, and in 1988, Xie [16] used Ishikawa’s iteration approach to find fixed
points for quasi-contraction mappings in convex metric spaces. Nonexpansive iterations in
hyperbolic spaces were introduced in 1990 by Reich and Shafrir [17]. Mureşan et al. [18]
presented the theory of some fixed point theorems for convex contraction mappings, the
limit shadowing property, and Ulam-Hyers stability for the fixed point theorem in 2015.
Latif et al. [19] established some approximate fixed point theorems via partial generalized
convex contractions and partial generalized convex contractions of order 2 in the setting
of α-complete metric spaces. Georgescu [20] studied iterated function systems consisting
of generalized convex contractions on the framework of [-metric spaces. They proved the
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generalization of Istratescu’s convex contraction fixed point theorem in the setting of com-
plete strong [-metric spaces in 2017. Karaca et al. [21] proved fixed point theorems for the
Reich contraction mapping in a convex [-metric space using the Mann iteration sequence
in 2021. Also, they have the weak T-stability of the Mann iteration for this mapping in
complete convex [-metric spaces. In 2021, Chen et al. [22] first introduced the concept of the
convex graphical rectangular [-metric space (GRbCMS) and obtained strong convergence
theorems for these mappings in GRbCMS under some suitable conditions. Following that,
some works on the generalization of such classes of mappings in the setting of various
spaces [23–29] appeared.

On the other hand, Gordji et al. [30] presented a new notion of orthogonality in metric
spaces and illustrated the fixed point solution for contraction mappings in metric spaces
using this new kind of orthogonality. They also showed how these results could be used
to talk about the existence and uniqueness of a first-order ODE solution, even though
the Banach contraction mapping principle does not work in this case. The fixed point
in generalized orthogonal metric spaces was then demonstrated by Eshaghi Gordji and
Habibi [31]. The idea of orthogonal F-contraction mappings was recently presented by
Sawangsup et al. [32], who also demonstrated the fixed point theorems on orthogonal-
complete metric spaces. The investigation of orthogonal contractive type mappings con-
tinued, with substantial findings made by numerous other researchers [33,34]. The goal
of this study is to carry on these investigations. First, we discussed the novel notions of
mappings of a orthogonal convex structural contraction on a orthogonal [-metric space.
Then, we show the fixed point theorems on a orthogonal complete [-metric space and
examples. We also present an application to resolve a spring-mass system and some exam-
ples for nonlinear integral equation of first kind with numerical solution to support of the
obtained results.

2. Preliminaries

Throughout this paper, N represents the set of positive integers, < denotes the set of
all real numbers and <+

0 is the set of non-negative reals.

Definition 1 ([3]). LetΥ 6= ∅ and $ ≥ 1 be a real number. A function δ[ : Υ× Υ→ [0, ∞] is said
to be a δ[-metric on Υ if the following conditions are satisfied:

(1) δ[(c, σ) = 0 iff c = σ;
(2) δ[(c, σ) = δ[(σ, c), for all c, σ ∈ Υ;
(3) δ[(c, σ) ≤ $[δ[(c, d) + δ[(d, σ)], for all c, σ, d ∈ Υ.

The pair (Υ, δ[, $ ≥ 1) is called [-metric space (shortly, [-MS).

The following are some examples and properties of a orthogonal set (or O-set) as
initiated by Gordji et al. [30].

Definition 2 ([30]). Let Υ 6= ∅. If a binary relation ⊥ ⊆ Υ× Υ satisfies the following stipulation:

∃c0 ∈ Υ : (∀c ∈ Υ, c⊥c0) or (∀c ∈ Υ, c0⊥c),

then it is called a orthogonal set (briefly O-set) and it is denoted by (Υ,⊥).

Example 1 ([30]). Let Υ = <+
0 and define c⊥σ if cσ ∈ {c, σ}. Then, by letting c0 = 0 or c0 = 1,

(Υ,⊥) is an O-set.

Example 2. Let Υ = [0, ∞) and δ[ be a usual metric. Let > : Υ → Υ be defined by >(c) = c
2

if c 6= 1 else >(c) = 1. Define now c⊥σ if cσ ≤ min{c, σ}. Not that 0⊥c for all c ∈ Υ. Hence
(Υ,⊥) is an O-set.
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At this point, it is important to remember some basic like, orthogonal sequence, or-
thogonal continuous, orthogonal complete, orthogonal metric space, orthogonal preserving,
and weakly orthogonal preserving.

Definition 3 ([30]). A sequence {cϑ} of an O-set (Υ,⊥) is called a orthogonal sequence (briefly,
O-sequence) if

(∀ϑ ∈ N , cϑ⊥cϑ+1) or (∀ϑ ∈ N , cϑ+1⊥cϑ).

Definition 4 ([30]). We say that (Υ,⊥, δ[) is a orthogonal [-metric space (shortly, [⊥-MS) if it
contains an Definitions 1 and 2.

Definition 5 ([9]). Let {cϑ} be an O-sequence in (Υ,⊥, δ[). Then:

1. We say that an O-sequence {cϑ} in [⊥-MS (Υ,⊥, δ[) is convergent if ∃ c∗ ∈ Υ such that
lim

ϑ→∞
δ[(cϑ, c∗) = 0.

2. We say that an O-sequence {cϑ} in (Υ,⊥, δ[) is a Cauchy O-sequence if for every ε > 0, ∃ a
ϑ0(> 0) ∈ N such that δ[(cϑ, cj) < ε ∀ ϑ, j > ϑ0. i.e., lim

ϑ,j→∞
δ[(cϑ, cj) = 0.

3. We say that (Υ,⊥, δ[) is O-complete [⊥-metric space if every Cauchy O-sequence in Υ
is convergent.

Definition 6 ([30]). Let (Υ,⊥, δ[) be an [⊥-MS. Then, we say that a function > : Υ → Υ is a
orthogonal continuous (or ⊥-continuous) in c ∈ Υ if for each O-sequence {cϑ} of Υ with cϑ → c as
ϑ→ ∞, i.e., lim

ϑ→∞
>(cϑ) = >(c). Also, we say that > is ⊥-continuous on Υ if > is ⊥-continuous

in each c ∈ Υ.

Remark 1 ([30]). Every continuous mapping is ⊥-continuous and the converse is not true.

Definition 7 ([30]). Let (Υ,⊥) be an O-set. A mapping > : Υ → Υ is said to be ⊥-preserving
if >c⊥>σ whenever c⊥σ. Also > : Υ → Υ is said to be weakly ⊥-preserving if >(c)⊥>(σ) or
>(σ)⊥>(c) whenever c⊥σ.

Definition 8 ([16]). Let Υ 6= ∅ and I = [0, 1]. Let δ[ : Υ × Υ → <+
0 be a function and let

V : Υ× Υ× I→ Υ be an ⊥-continuous function. Then V is called a orthogonal convex structure
on Υ if the conditions are met:

δ[(d,V(c, σ; ξ)) ≤ ξδ[(d, c) + (1− ξ)δ[(d, σ), (1)

for each d ∈ Υ and (c, σ; ξ) ∈ Υ× Υ× I with d⊥c, d⊥σ.

In the following section, we inspired and motivated the concepts of convex contraction
and orthogonality. First, we define and illustrate orthogonal convex [⊥-MS. We generalize
and prove the fixed point theorem in the context of orthogonal convex [⊥-MS using
orthogonal convex contraction.

3. Main Results

Now, we define the notion of a orthogonal convex [⊥-MS.

Definition 9. Let V : Υ × Υ × I → Υ be a orthogonal convex mapping structure defined on
[⊥-MS (Υ,⊥, δ[) with $ ≥ 1 and I = [0, 1]. Then (Υ,⊥, δ[,V) is called a orthogonal convex
[⊥-MS.

Let (Υ,⊥, δ[,V) be a orthogonal convex [⊥-MS and > be a self-map on Υ. Given below
extension of iteration of Mann’s method into orthogonal convex [⊥-MS.

µϑ+1 = V(µϑ,>µϑ; aϑ), ϑ ∈ N ,
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where µϑ ∈ Υ and aϑ ∈ [0, 1]. The O-sequence {µϑ} is called the Mann’s iteration O-sequence
for >.

Now we’ll look at some specific orthogonal convex [⊥-MS example.

Example 3. Suppose Υ = [0, ∞) and ε = c0 = ( 1
2 ), then Sε[

1
2 ] = I . Let> : Υ→ Υ be defined by

>c =
{
e

3
4 , if c = 1

2 ,
c
6 , otherwise.

Define now c⊥σ if cσ ≤ min{c, σ}. Not that 0⊥c for all c ∈ Υ and choosing a mapping
δ[ : Υ× Υ→ [0,+∞) defined as

δ[(c, σ) =

{
(c− σ)2, if both c, σ ∈ [0, 1],
|c− σ|, otherwise.

Demonstrate V : Υ× Υ× [0, 1]→ Υ as

V(c, σ; a) = ac+ (1− a)σ

for all c, σ ∈ Υ. Choose cα = V(cα−1,>cα−1, aα−1), [ = 2, and fix aα−1 = 1
16 = ( 1

4[2 ). Observe
that ac+ (1− a)σ ∈ [0, 1] whenever c, σ ∈ [0, 1]. Now, consider d, c, σ ∈ Υ. Then we have
two cases:
(i) d /∈ [0, 1], we get

δ[(d,V(c, σ; a)) = |a(d− c) + (1− a)(d− σ)|
≤ |a(d− c)|+ |(1− a)(d− σ)|
= aδ[(d, c) + (1− a)δ[(d, σ). (2)

(ii) When d ∈ [0, 1]. We have the following sub cases:
(a) If both c, σ ∈ [0, 1], then obviously V(c, σ; a) = ac+ (1− a)σ ∈ [0, 1], and hence

δ[(d,V(c, σ; b)) = [b(d− c) + (1− b)(d− σ)]2

≤ [b|d− c|+ (1− b)|d− σ|]2

= (b|d− c|)2 + ((1− b)|d− σ|)2 + 2b(1− b)|d− c||d− σ|
≤ (b|d− c|)2 + ((1− b)|d− σ|)2 + b(1− b)((d− c)2 + (d− σ)2)

= b(d− c)2 + (1− b)(d− σ)2

= bδ[(d, c) + (1− b)δ[(d, σ). (3)

(b) If only one of c and σ is in [0, 1], say c is in [0, 1], then obviously V(c, σ; a) = ac+ (1− a)σ /∈
[0, 1], and hence,

δ[(d,V(c, σ; b)) = |b(d− c) + (1− b)(d− σ)|
≤ |b(d− c)|+ |(1− b)(d− σ)|
= b(d− c)2 + |(1− b)(d− σ)|
= bδ[(d, c) + (1− b)δ[(d, σ). (4)

The same can be done for σ ∈ [0, 1] and c not in [0, 1].
(c) If both c, σ /∈ [0, 1], then obviously V(c, σ; a) = ac+ (1− a)σ /∈ [0, 1]

δ[(d,V(c, σ; b)) = |b(d− c) + (1− b)(d− σ)|
≤ |b(d− c)|+ |(1− b)(d− σ)|
= bδ[(d, c) + (1− b)δ[(d, σ). (5)
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From all the possible cases, it is clear that (Υ,⊥, δ[,V) is a orthogonal convex [⊥-MS with
[ = 2.

Example 4. Let Υ = < and δ[ : Υ× Υ→ [0,+∞) be a function defined by

δ[(c, σ) = |c− σ|α, α > 1,

for all c, σ ∈ Υ. Define the binary relation ⊥ on Υ by c⊥σ if cσ ≤ (c ∨ σ), where c ∨ σ = c or σ.
Then, (Υ, δ[) is an O-complete [⊥-MS. Let V : Υ× Υ× { 1

2} → Υ be a function defined by

V(c, σ; a) =
c+ σ

2
.

Then, (Υ,⊥, δ[,V) is a orthogonal convex [⊥-MS with $ = 2α−1. Now, in the usual sense,
(Υ,⊥, δ[,V) is not a orthogonal metric space.

Indeed, given any ϑ, j ∈ [0,+∞), and α ≥ 1, inequality

(ϑ + j)α ≤ 2α−1(ϑα + jα)

exists, we conclude that (Υ,⊥, δ[) is an [⊥-MS with $ = 2α − 1. Now, clear that V satisfies
Equation (1). For each d, c, σ ∈ Υ with c⊥σ =⇒ d⊥c, d⊥σ, we get

δ[(d,V(c, σ; a)) =
∣∣∣∣d− [

c+ σ

2
]

∣∣∣∣α
≤ 2α−1

[
2−α|d− c|α + 2−α|d− σ|α

]
= 2−1

[
|d− c|α + |d− σ|α

]
= aδ[(d, c) + (1− a)δ[(d, σ),

so (Υ,⊥, δ[,V) be a orthogonal convex [⊥-MS with $ = 2α−1. However, because δ[ does not satisfy
triangle inequality, (Υ,⊥, δ[,V) is not a orthogonal metric space in the usual sense. Now, take
α = 2, we get

δ[(3, 5) = 4 > δ[(3, 4) + δ[(4, 5) = 2.

Using Mann’s iteration algorithm, we will now demonstrate Banach’s contraction
principle for O-complete convex [⊥-MSs.

Theorem 1. Let (Υ,⊥, δ[,V , $ > 1) be an O-complete convex [⊥-MS and > : Υ → Υ be a
contractive self-map on Υ. Suppose that there exists [ ∈ [0, 1) such that the following assertions hold:

1. > is ⊥-preserving,
2. For all c, σ ∈ Υ with c⊥σ, [δ[(>c,>σ) > 0, δ[(>c,>σ) ≤ kδ[(c, σ)].

Take c0 ∈ Υ such that δ[(c0,>c0) = K < ∞ and cϑ = V(cϑ−1,>cϑ−1; aϑ−1), here

0 ≤ aϑ−1 < 1 with ϑ ∈ N . If k$4 < 1 and 0 < aϑ−1 < $
1
4−k

1−k for each ϑ ∈ N ; then, >
has a unique fixed point in Υ.

Proof. Since (Υ,⊥) is an O-set,

∃c0 ∈ Υ : (∀c ∈ Υ, c⊥c0) or (∀c ∈ Υ, c0⊥c).

It follows that c0⊥>c0 or >c0⊥c0. Let c1 := >c0, c2 := >c1......, cϑ+1 := >cϑ, ∀ ϑ ∈
N ∪ {0}.
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If cϑ = cϑ+1 for each ϑ ∈ N ∪ {0},it follows that cϑ is a fixed point of >. Postulate that
cϑ 6= cϑ+1 ∀ ϑ ∈ N ∪ {0}. Thus, we have δ[(cϑ, cϑ+1) > 0 for all ϑ ∈ N ∪ {0}. By condition
(1), we get

cϑ⊥cϑ+1 or cϑ+1⊥cϑ

∀ ϑ ∈ N ∪ {0}. Hence {cϑ} is an O-sequence.
For any ϑ ∈ N , there exists

δ[(cϑ, cϑ+1) = δ[(cϑ,V(cϑ,>cϑ; aϑ)) ≤ (1− aϑ)δ[(cϑ,>cϑ)

and

δ[(cϑ,>cϑ) ≤ $δ[(cϑ,>cϑ−1) + $δ[(>cϑ−1,>cϑ)

≤ $δ[(V(cϑ−1,>cϑ−1; aϑ−1),>cϑ−1) + $kδ[(cϑ−1, cϑ)

≤ $[aϑ−1δ[(cϑ−1,>cϑ−1) + k(1− aϑ−1)δ[(cϑ−1,>cϑ−1)]

= $[aϑ−1 + k(1− aϑ−1)]δ[(cϑ−1,>cϑ−1).

Let ξϑ−1 = $[aϑ−1 + k(1 − aϑ−1)]. Combining from the above with k$4 < 1 and

0 < aϑ−1 < $
1
4−k

1−k holding for each ϑ ∈ N , we get

δ[(cϑ,>cϑ) ≤ ξϑ−1δ[(cϑ−1,>cϑ−1) <
1
$3 δ[(cϑ−1,>cϑ−1), (6)

which shows that {δ[(cϑ,>cϑ)} is decreasing O-sequence of non-negative reals. Hence,
∃ λ ≥ 0 such that

lim
ϑ→∞

δ[(cϑ,>cϑ) = λ.

We prove λ = 0. Assume that λ > 0. Taking ϑ→ ∞ in Equation (6), we get

λ ≤ 1
$3 λ < λ,

a contradiction. Hence, we obtain λ = 0. Next, we get

δ[(cϑ, cϑ+1) ≤ (1− aϑ)δ[(cϑ,>cϑ),

which implies that lim
ϑ→∞

δ[(cϑ, cϑ+1) = 0. Next, prove that {cϑ} is a Cauchy O-sequence. Con-

trary, we assume an O-sequence {cϑ} is not a Cauchy, then ∃ ε0 > 0 and the subsequences
{cs(v)} and {ct(v)} of {cϑ}, such that s(v) is the smallest number with s(v) > t(v) > v,

δ[(cs(v), ct(v)) ≥ ε0

and

δ[(cs(v−1), ct(v)) < ε0.

Then, we conclude

ε0 ≤ δ[(cs(v), ct(v)) ≤ $[δ[(cs(v), ct(v)+1) + δ[(ct(v)+1, ct(v))],

which implies that ε0
$ ≤ lim

v→∞
sup δ[(cs(v), ct(v)+1).
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Note that

δ[(cs(v), ct(v)+1) = δ[

(
V(cs(v−1),>cs(v−1); as(v−1)), ct(v)+1

)
≤ as(v−1)δ[(cs(v−1), ct(v)+1) + (1− as(v−1))δ[(>cs(v−1), ct(v)+1)

≤ as(v−1)δ[(cs(v−1), ct(v)+1) + (1− as(v−1))$

[
δ[(>cs(v−1),>ct(v)+1)

+ δ[(Tct(v)+1, ct(v)+1)

]
≤ as(v−1)δ[(cs(v−1), ct(v)+1) + (1− as(v−1))$

[
kδ[(cs(v−1), ct(v)+1)

+ δ[(>ct(v)+1, ct(v)+1)

]
= [as(v−1) + (1− as(v−1))$k]δ[(as(v−1), cs(v−1)ct(v)+1)

+ (1− as(v−1))$δ[(>ct(v)+1, ct(v)+1)

< $[as(v−1)$as(v−1) + (1− as(v−1))$k]
(

δ[(cs(v−1), ct(v))

+ δ[(ct(v), ct(v)+1)

)
+ (1− as(v−1))$δ[(>ct(v)+1, ct(v)+1),

we obtain 1
$ ε0 ≤ limv→∞ sup δ[(cs(v), ct(v)+1) ≤ $2 1

$4 ε0, a contradiction. Thus {cϑ} is a

Cauchy O-sequence in Υ. By the O-completeness of Υ, ∃ c∗ ∈ Υ such that limϑ→∞ δ[(cϑ, c∗) = 0.
Next, prove that c∗ is a fixed point of >. Consider

δ[(c
∗,>c∗) ≤ $[δ[(c

∗, cϑ) + δ[(cϑ, Tc∗)]

≤ $δ[(c
∗, cϑ) + $2[δ[(cϑ,>cϑ) + δ[(Tcϑ,>c∗)]

= $δ[(c
∗, cϑ) + $2δ[(cϑ,>cϑ) + $2kδ[(cϑ, c∗).

Letting ϑ→ ∞, we conclude that δ[(c
∗,>c∗) = 0 which proves that >c∗ = c∗. Hence,

c∗ is a fixed point of >.
Now, prove the uniqueness part. Let c∗, z be two distinct fixed points of > and

postulate that >ϑc∗ = c∗ 6= z = >ϑz ∀ ϑ ∈ N . From definiton 2.2, we get

(c0⊥c∗ and c0⊥z) or (c∗⊥c0 and z⊥c0).

By condition (1), we have

(>ϑc0⊥>ϑc∗ and >ϑc0⊥z) or (>ϑc∗⊥c0 and >ϑz⊥c0)

for all ϑ ∈ N . Now

δ[(c
∗, z) = δ[(>ϑc∗,>ϑz) ≤ $[δ[(>ϑc∗,>ϑc0) + δ[(>ϑc0,>ϑz)].

As ϑ → ∞, we obtain δ[(c
∗, z) ≤ 0. Thus, c∗ = z. Hence, > has a unique fixed point

in Υ.

We demonstrate an example illustrating the Theorem 1.

Example 5. Let Υ = <+ ∪ {0}, >c = c
5 ∀ c ∈ Υ. Define a function δ[ : Υ× Υ → [0,+∞) by

the formula

δ[(c, σ) = (c− σ)2, for all c, σ ∈ Υ.
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Define the binary relation⊥ on Υ by c⊥σ if cσ ≤ (c∨ σ), where c∨ σ = c or σ. Then, (Υ, δ[)
is an O-complete [⊥-MS. The mapping V : Υ× Υ× [0, 1]→ Υ is defined as

V(c, σ; a) = ac+ (1− a)σ, for all c, σ ∈ Υ.

Set k = 1
1+24 and cϑ = V(cϑ−1,>cϑ−1; aϑ−1), where c0 = 1 and aϑ−1 = 1

24 − k. Then,
(Υ,⊥, δ[,V) is an O-complete convex [⊥-MS with $ = 2, and > has a unique fixed point in Υ.

It shows that (Υ,⊥, δ[) is an [⊥-MS with $ = 2, from Example 4. For each d, c, σ ∈ Υ with
c⊥σ, d⊥c, d⊥c, we obtain

δ[(d,V(c, σ; a)) = [a(d− c) + (1− a)(d− σ)]2

≤ [a|d− c|+ (1− a)|d− σ|]2

= (a|d− c|)2 + ((1− a)|d− σ|)2 + 2a(1− a)|d− c||d− σ|
≤ (a|d− c|)2 + ((1− a)|d− σ|)2 + a(1− a)(|d− c|2 + |d− σ|2)
= a(d− c)2 + (1− a)(d− σ)2

= aδ[(d, c) + (1− a)δ[(d, σ).

Hence, (Υ, δ[,V) is a orthogonal convex [⊥-MS with $ = 2. It is easy to see that > satisfies
δ[(>c,>σ) = 1

25 δ[(c, σ) ≤ kδ[(c, σ), where k = 1
17 . We choose c0 ∈ Υ \ {0}. Combining with

cϑ = V(cϑ−1,>cϑ−1; aϑ−1) and >c = c
5 , we have

cϑ = aϑ−1cϑ−1 + (1− aϑ−1)>cϑ−1 = (
1
5
+

4
5
aϑ−1)cϑ−1,

and

cϑ−1 = (
1
5
+

4
5
aϑ−2)cϑ−2, cϑ−2 = (

1
5
+

4
5
aϑ−3)cϑ−3, . . . , c1 = (

1
5
+

4
5
a0)c0.

Since aϑ−1 = 1
24 − k for all ϑ ∈ N , we obtain

cϑ = (
69

340
)ϑc0 and >cϑ =

1
5

.(
69

340
)ϑc0.

Letting ϑ → ∞, we have cϑ → 0 ∈ Υ and >cϑ → 0 ∈ Υ. Hence, 0 is a fixed point of > in Υ.
Next, prove > has a unique fixed point. Postulate that c∗, z ∈ Υ are two distinct fixed points of >. Then,

δ[(c
∗, z) > 0, δ[(c

∗, z) = δ[(>c∗,>z) = δ[(
1
5
c∗,

1
5
z) =

1
25

δ[(c
∗, z),

a contradiction. Hence, > has a unique fixed point 0 in Υ.

We prove the Kannan theorem for an O-complete convex [⊥-MS.

Theorem 2. Let (Υ,⊥, δ[,V) be an O-complete convex [⊥-MS with constant $ > 1 and let
> : Υ→ Υ be a contraction mapping. Suppose ∃ [ ∈ [0, 1) such that the following axioms hold:

1. > is ⊥-preserving,
2. For all c, σ ∈ Υ with c⊥σ, and for some v ∈ [0, 1

2 ),

δ[(>c,>σ) > 0, δ[(>c,>σ) ≤ v[δ[(c,>c) + δ[(σ,>σ)]. (7)

Take c0 ∈ Υ such that δ[(c0,>c0) = K < ∞ and cϑ = V(cϑ−1,>cϑ−1; aϑ−1) for ϑ ∈ N and
aϑ−1 ∈ (0, 1

4$2 ]. If v ∈ (0, 1
4$2 ], then > has a unique fixed point in Υ.
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Proof. Since (Υ,⊥) is an O-set,

∃c0 ∈ Υ : (∀c ∈ Υ, c⊥c0) or (∀c ∈ Υ, c0⊥c).

It follows that c0⊥>c0 or >c0⊥c0. Let c1 := >c0, c2 := >c1......, cϑ+1 := >cϑ, for all
ϑ ∈ N ∪ {0}. If cϑ = cϑ+1 for any ϑ ∈ N ∪ {0}, then it is clear that cϑ is a fixed point of >.
Postulate that cϑ 6= cϑ+1 ∀ ϑ ∈ N ∪ {0}. Thus, we have δ[(cϑ, cϑ+1) > 0 ∀ ϑ ∈ N ∪ {0}. By
condition (1), we get

cϑ⊥cϑ+1 or cϑ+1⊥cϑ

for all ϑ ∈ N ∪ {0}. Hence {cϑ} is an O-sequence.
For any ϑ ∈ N , we get

δ[(cϑ, cϑ+1) = δ[(cϑ,V(cϑ,>cϑ; aϑ)) ≤ (1− aϑ)δ[(cϑ,>cϑ) (8)

and

δ[(cϑ,>cϑ) = δ[(V(cϑ−1,>cϑ−1; aϑ−1),>cϑ)

≤ aϑ−1δ[(cϑ−1,>cϑ) + (1− aϑ−1)δ[(>cϑ−1,>cϑ)

≤ $aϑ−1δ[(cϑ−1,>cϑ−1) + $aϑ−1δ[(>cϑ−1,>cϑ) + δ[(>cϑ−1,>cϑ)

≤ $aϑ−1δ[(cϑ−1,>cϑ−1) + ($aϑ−1 + 1)v[δ[(cϑ−1,>cϑ−1) + δ[(cϑ,>cϑ)]

= ($aϑ−1 + $aϑ−1v + v)δ[(cϑ−1,>cϑ−1) + ($aϑ−1v + v)δ[(cϑ,>cϑ);

i.e., [1− ($aϑ−1v + v)]δ[(cϑ,>cϑ) ≤ ($aϑ−1 + $aϑ−1v + v)δ[(cϑ−1,>cϑ−1).
Since $aϑ−1v + v ≤ ( 1

4$ + 1)v < 4
5 . 1

4$2 < 1, then

δ[(cϑ,>cϑ) ≤
$aϑ−1 + $aϑ−1v + v

1− ($aϑ−1v + v)
δ[(cϑ−1,>cϑ−1). (9)

Denote ξϑ−1 =
$aϑ−1+$aϑ−1v+v

1−$aϑ−1v+v for ϑ ∈ N . We deduce that

ξϑ−1 =
$aϑ−1 + $aϑ−1v + v

1− $aϑ−1v + v

<
5
4

1− $aϑ−1v + v
− 1

<
5
4

1− 5
4

1
4$2

− 1 <
9
11

.

Combining the above two inequalities, we get

δ[(cϑ,>cϑ) ≤ ξϑ−1δ[(cϑ−1,>cϑ−1) <
9

11
δ[(cϑ−1,>cϑ−1), (10)

which shows that {δ[(cϑ,>cϑ)} is decreasing O-sequence of non-negative reals. Hence,
∃ λ ≥ 0 such that lim

ϑ→∞
δ[(cϑ,>cϑ) = λ. Prove that λ = 0. Let λ > 0. Taking ϑ → ∞ in

Equation (10), we have λ ≤ 9
11 λ < λ, a contradiction. Hence, λ = 0; i.e., lim

ϑ→∞
δ[(cϑ,>cϑ) = 0.

Moreover, by inequality (8), we obtain δ[(cϑ, cϑ+1) ≤ (1− aϑ)δ[(cϑ,>cϑ) < δ[(cϑ,>cϑ),
which shows that lim

ϑ→∞
δ[(cϑ, cϑ+1) = 0. Next, prove that an O-sequence {cϑ} is Cauchy.

Contrary, we assume an O-sequence {cϑ} is not Cauchy, then ∃ ε0 > 0, {cs(α)} and {ct(α)}
are the sub sequences of {cϑ} such that s(α) is not greatest number with s(α) > t(α) > l,

δ[(cs(α), ct(α)) ≥ ε0
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and

δ[(cs(α)−1, ct(α)) < ε0.

Then, we conclude that

ε0 ≤ δ[(cs(α), ct(α)) ≤ $[δ[(cs(α), ct(α)+1) + db(ct(α)+1, ct(α))],

which implies that

ε0

$
≤ lim

α→∞
sup δ[(cs(α), ct(α)+1).

Note that

δ[(cs(α), ct(α)+1) = δ[

(
V(cs(α)−1,>cs(α)−1; as(α)−1, ct(α)+1

)
≤ as(α)−1δ[(cs(α)−1, ct(α)+1) + (1− as(α)−1)δ[(>cs(α)−1, ct(α)+1)

≤ as(α)−1δ[(cs(α)−1, ct(α)+1) + (1− as(α)−1)$

[
δ[(Tcs(α)−1,>ct(α)+1)

+ δ[(>ct(α)+1, ct(α)+1)

]
≤ as(α)−1δ[(cs(α)−1, ct(α)+1) + (1− as(α)−1)$

[
vδ[(cs(α)−1, Tcs(α)−1)

+ (v + 1)δ[(Tct(α)+1, ct(α)+1)

]
(for some v ∈

[
0,

1
2

)
satisfying (3))

≤ as(α)−1

[
$δ[(cs(α)−1, ct(α)) + $δ[(ct(α), ct(α)+1)

]
+ (1− as(α)−1)$

[
vδ[(cs(α)−1,>cs(α)−1) + (v + 1)δ[(>ct(α)+1, ct(α)+1)

]
,

we obtain lim
α→∞

δ[(cs(α), ct(α)+1) ≤ 1
4$2 $ε0 < 1

$ ε0, a negation. Thus, an O-sequence {cϑ} is a

Cauchy in Υ. By completeness property, implies that ∃ c∗ ∈ Υ such that

lim
ϑ→∞

δ[(cϑ, c∗) = 0.

Now prove that c∗ is a fixed point of >. Since

δ[(c
∗,>c∗) ≤ $[δ[(c

∗, cϑ) + δ[(cϑ,>c∗)]
≤ $[δ[(c

∗, cϑ) + $2[δ[(cϑ,>cϑ) + δ[(>cϑ,>c∗)]
≤ $δ[(c

∗, cϑ) + $2δ[(cϑ,>cϑ) + $2v[δ[(cϑ,>cϑ) + δ[(c
∗,>c∗)],

we conclude that

(1− $2v)δ[(c
∗,>c∗) ≤ $δ[(c

∗, cϑ) + ($2 + $2v)δ[(cϑ,>cϑ)

≤ $δ[(c
∗, cϑ) + ($2 + $2v)

(
9

11

)ϑ

δ[(c0,>c0).

Consequently, we have lim
ϑ→∞

δ[(c
∗,>c∗) = 0, so c∗ is a fixed point of >. Next, prove

the uniqueness part. Let c∗, z be two fixed points of > and assume that >ϑc∗ = c∗ 6= z =
>ϑz ∀ ϑ ∈ N . By choice of c0, we have

(c0⊥c∗ and c0⊥z) or (c∗⊥c0 and z⊥c0).
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Since > is ⊥-preserving, we have

(>ϑc0⊥>ϑc∗ and >ϑc0⊥z) or (>ϑc∗⊥c0 and >ϑz⊥c0)

for all ϑ ∈ N . Now

δ[(c
∗, z) = δ[(>ϑc∗,>ϑz) ≤ $[δ[(>ϑc∗,>ϑc0) + δ[(>ϑc0,>ϑz)].

As ϑ→ ∞, we obtain δ[(c
∗, z) ≤ 0. Thus, c∗ = z. Hence,> has a unique fixed point in Υ.

Now, we demonstrate an illustration of Theorem 2.

Example 6. Let Υ = <+ ∪ {0}, > : Υ→ Υ define by

>c =
{

0, if c ∈ [0,
√

5
2 ),

1
4c , if c ∈ [

√
5

2 ,+∞).

For any c, σ ∈ Υ, let δ[ : Υ× Υ → [0,+∞) be a function defined by δ[(c, σ) = (c− σ)2,
for all c, σ ∈ Υ. Define the binary relation ⊥ on Υ by c⊥σ if cσ ≤ (c ∨ σ), where c ∨ σ = c or σ
and the mapping V : Υ× Υ× [0, 1]→ Υ as

V(c, σ; a) = ac+ (1− a)σ.

Let c0 be the initial value and cϑ = V(cϑ−1,>cϑ−1; aϑ−1), where aϑ−1 = 1
4$ . If v = 1

4$2 ,
then > has a unique fixed point in Υ.

Proof. From Example 5, we know that (Υ,⊥, δ[,V) is a orthogonal convex [⊥-MS with
$ = 2. We show that > satisfies the follows

δ[(>c,>σ) ≤ v[δ[(c,>c) + δ[(σ,>σ)] (11)

for any c, σ ∈ Υ. Now, we arise the below cases.

(i) If c, σ ∈ [0,
√

5
2 ), then, we shows that Equation (11) holds.

(ii) If c ∈ [0,
√

5
2 ), σ ∈ [

√
5

2 ,+∞), then

δ[(>c,>σ)− 1
16

[δ[(c,>c) + δ[(σ,>σ)] = (
1

4σ
)2 − 1

16
[c2 + (σ− 1

4σ
)2]

≤ (
1

4σ
)2 − 1

16
(σ− 1

4σ
)2

≤ 0,

which implies that

δ[(>c,>σ) ≤ 1
16

[δ[(c,>c) + δ[(σ,>σ)]

holds for any c ∈ [0,
√

5
2 ) and σ ∈ [

√
5

2 ,+∞).

(iii) If c ∈ [
√

5
2 ,+∞) and σ ∈ [0,

√
5

2 ), then, similarly to case (ii), we can also get that
inequality (11) holds.
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(iv) If c, σ ∈ [
√

5
2 ,+∞), then

δ[(>c,>σ)− 1
16

[δ[(c,>c) + δ[(σ,>σ)] =
1

16
(

1
c
− 1

σ
)2 − 1

16
[(c− 1

4c
)2 + (σ− 1

4σ
)2]

=
1

16
15
16

(
1
c2 +

1
σ2 ) + 1− [(c2 + σ2) +

2
cσ

]

≤ 1
16

[
15
16

(
1
c2 +

1
σ2 ) + 1− [2cσ +

2
cσ

]]

≤ 1
16

[
15
16

(
1
c2 +

1
σ2 ) + 1− 4] < 0,

which shows that

δ[(>c,>σ) <
1

16
[δ[(c,>c) + δ[(σ,>σ)]

holds for all c, σ ∈ [
√

5
2 ,+∞). We conclude that, Equation (11) holds for any c, σ ∈ Υ.

Find the unique fixed point in Υ. Now, we arises the following two cases.
Case (a): If c0 <

√
5

2 , then

>c0 = 0,

c1 =
1
8
c0 +

7
8
>c0 =

1
8
c0,

c2 =
1
8
c1 +

7
8
>c1 = (

1
8
)2c0,

c3 =
1
8
c2 +

7
8
>c2 = (

1
8
)3c0,

. . .

cϑ =
1
8
cϑ−1 +

7
8
>cϑ−1 = (

1
8
)ϑc0.

Obviously, cϑ → 0 as ϑ→ ∞.
Case (b): If c0 ≥

√
5

2 , then

>c0 =
1

4c0
,

c1 =
1
8
c0 +

7
8
>c0,

c1

c0
=

1
8
+

7
32

1
c2

0
≤ 3

10
.

If 0 ≤ c1 <
√

5
2 , then >c1 = 0. From Case (a), it follows that cϑ → 0 as ϑ → ∞. If

c1 ≥
√

5
2 , then c2

c1
= 1

8 + 7
32 . 1

c2
1
≤ 3

10 . The above procedure, we conclude that cϑ−1 ≥
√

5
2 .

Then, we get

cϑ

cϑ−1
=

1
8
+

7
32

.
1

c2
ϑ−1
≤ 3

10

and

cϑ

c0
=

c1

c0
.
c2

c1
. . . . .

cϑ

cϑ−1
≤ (

3
10

)ϑ,
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which implies that cϑ ≤ ( 3
10 )

ϑc0. Hence, lim
ϑ→∞

cϑ = 0, where 0 is a fixed point of >. Clearly,

the unique fixed point of > in Υ is 0. Assume that z is also a fixed point of > in [
√

52,+∞).
Then >z = z; i.e., z = >z = 1

4z =⇒ z = 1
2 <
√

52, a rebuttal.

4. Application

Consider the critical damped motion of the spring-mass m system under the action of
an external force Θ is

m(
d2µ

dν2 ) + Π
dµ

dν
−Θ(ν, µ(ν)) = 0; with µ(0) = 0; µ

′
(0) = 0. (12)

where Π > 0 is the dumping constant and Θ : [0, s]×<+ → < be a continuous map.
Consider the following integral equation equivalent to (12) is

µ(ν) =
∫ s

0
Λ(ν, $)Θ($, µ($))δ$, (13)

with ν, $ ∈ [0, s].
The Green’s function Λ(ν, $) is defined as

Λ(ν, $) =

{
1−eζ(ν−$)

ζ , for 0 ≤ $ ≤ ν ≤ s;

0, for ≤ ν ≤ $ ≤ s;

where ζ = π
j is a constant ratio. Define Υ = C([0, s],<) be the set of real continuous

functions defined on [0, s]. Then, for s ≥ 1, define [⊥-MS by

δ[(µ, η) = sup
ν∈[0,s]

(|µ(ν)|+ |η(ν)|)2, (14)

for all µ, η ∈ Υ with κ > 1 and ν ∈ [0, s].
Then, it is simple to verify that (Υ, δ[, $ ≥ 1) forms an O-complete [⊥-MS with $ = 2.

The triple (Υ, δ[, $ ≥ 1) is denoted by Υ.
Then, we show that the Equation (12) admits a solution iff ∃ µ∗ ∈ Υ is a solution of

the equation

µ(ν) =
∫ s

0
Λ(ν, $)Θ($, µ($))δ$,

with ν, $ ∈ [0, s].

Theorem 3. Suppose that the problem (12) and define > : C([0, s],<)→ C([0, s],<) by

>µ(ν) =
∫ s

0
Λ(ν, $)Θ($, µ($))δ$,

with ν, $ ∈ [0, s]. Postulate that:

(i) Θ : [0, s]×<+ → < is a ⊥-continuous function;
(ii) For all µ, η ∈ Υ, ∃κ > 0 such that δ[(>µ,>η) > 0 and δ[(µ, η) > 0 yields

|Θ(ν, µ(ν))|+ |Θ(ν, η(ν))| ≤ k
√

δ[(µ, η), (15)

for all ν ∈ [0, s] and ν > 1.
(iii) For all ν ∈ [0, s] and µ, η ∈ C([0, s],<), δ[(µ(ν), η(ν)) ≥ 0 =⇒ δ[(>µ(ν),>η(ν)) ≥ 0.

Then, the integral Equation (12) has a unique solution.

Proof. Define ⊥ on Υ by µ⊥η =⇒ µ(ν)η(ν) ≥ µ(ν) or µ(ν)η(ν) ≥ η(ν) for all ν ∈ [0, s]:
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Now define δ[ : Υ× Υ→ (0, ∞) by

δ[(µ, η) = sup
ν∈[0,s]

(|µ(ν)|+ |η(ν)|)2, (16)

for all µ, η ∈ Υ, with κ > 1. Therefore, (Υ, δ[) is a complete [-MS. Define > : Υ→ Υ by

>µ(ν) =
∫ s

0
Λ(ν, $)Θ($, µ($))δ$.

Now, prove > is ⊥-preserving. For µ, η ∈ Υ with µ⊥η and ν ∈ [0, s], we get

>µ(ν) =
∫ s

0
Λ(ν, $)Θ($, µ($))δ$ ≥ 1.

It shows that >µ(ν)>η(ν) ≥ >µ(ν) and so >µ(ν)⊥>η(ν). Then, > is ⊥-preserving.
We show that > is orthogonal convex structure contraction on C([0, s],<). By stip-

ulation (iii) we have δ[(>µ,>η) > 0. By the stipulations (i) and (ii) of the theorem,
we obtain(∣∣∣∣>µ(ν)

∣∣∣∣+∣∣∣∣>η(ν)

∣∣∣∣)2

=

(∣∣∣∣ ∫ s

0
Λ(ν, $)Θ($, µ($))δ$

∣∣∣∣+∣∣∣∣ ∫ s

0
Λ(ν, $)Θ($, η($))δ$

∣∣∣∣)2

≤
( ∫ s

0

∣∣∣∣Λ(ν, $)Θ($, µ($))

∣∣∣∣δ$ +
∫ s

0

∣∣∣∣Λ(ν, $)Θ($, η($))

∣∣∣∣δ$

)2

≤
( ∫ s

0
Λ(ν, $)

(
|Θ($, µ($))|+ |Θ($, η($))|

)
δ$

)2

≤ k
( ∫ s

0
Λ(ν, $)

(√
δ[(µ, η)

)
δ$

)2

≤ kδ[(µ, η)

( ∫ s

0
Λ(ν, $)δ$

)2

. (17)

Then, we have(∣∣∣∣>µ(ν)

∣∣∣∣+∣∣∣∣>η(ν)

∣∣∣∣)2

≤ kδ[(µ, η)

( ∫ s

0
Λ(ν, $)δ$

)2

. (18)

Since
∫ s

0 Λ(ν, $)δ$ ≤ 1 and applying supremum on both sides, we get(∣∣∣∣>µ(ν)

∣∣∣∣+∣∣∣∣>η(ν)

∣∣∣∣)2

≤ kδ[(µ, η). (19)

Then δ[(>µ,>η) ≤ kδ[(µ, η). Thus the condition (2) is satisfied. Therefore, all the
conditions of Theorem 1 are satisfied. Hence the operator has a unique fixed point, which
means that the integral Equation (12) has a unique solution. This completes the proof.

5. Example

Let us consider the following nonlinear integral equation

µ(ν) =
∫ ν

0
[(ν(1− $))ς−1 − (ν− $)ς−1]cos(µ($))δ$, (20)

with 0 ≤ $ ≤ ν ≤ 1. Define > : C([0, s],<)→ C([0, s],<) by

>µ(ν) =
∫ ν

0
[(ν(1− $))ς−1 − (ν− $)ς−1]cos(µ($))δ$.
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Given the conditions of Theorem 3, it is simple to demonstrate that Equation (20) has
a unique solution for z = 1 and $ = 1. Additionally, we will emphasize the viability of our
strategies using the iteration process.

µϑ+1(ν) =
∫ 1

0
[(ν(1− $))ς−1 − (ν− $)ς−1]cos(µϑ($))δ$.

Let ς ∈ (1, 2). Let us take ς = 1.5 and initial point µ0(ν) = 0. The sequence µϑ+1(ν) =∫ 1
0 [(ν(1− $))ς−1 − (ν− $)ς−1]cos(µϑ($))δ$ is shown in Table 1 for ν = 0.1 converge to the

exact solution µ(0.1) = >(µ(0.1)) = 0.033.

Table 1. For ν = 0.1 exact solution is µ(0.1) = 0.033.

ϑ µϑ+1(0.1) Approximate
Solution Absolute Error

0 µ1(0.1) 0.0308 2.5× 10−3

1 µ2(0.1) 0.0307 2.6× 10−3

2 µ3(0.1) 0.0307 2.6× 10−3

We obtain the interpolated graphs of nonlinear integral equation for ν = 0.1, we get
the following interpolated graphs, Figure 1 respectively.

Figure 1. Interpolated graph for t = 0.1.

Example 7. Assume the following nonlinear integral equation.

µ(ν) =
∫ 1

0
Λ(ν, $)Θ($, µ($))δ$, for all $ ∈ [0, 1]

Then it has a solution in >.

Proof. Let > : Υ→ Υ be defined by

>µ(ν) =
∫ 1

0
Λ(ν, $)Θ($, µ($))δ$,
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and set Λ(ν, $)Θ($, µ($)) = 3
4 $Θ($, µ($)) and Λ(ν, $)Θ($, η($)) = 3

4 $Θ($, η($)), for all
µ, η ∈ [0, 1]. Then we have

|Λ(ν, $)Θ($, µ($)) + Λ(ν, $)Θ($, η($))|2 = |3
4

$Θ($, µ($)) +
3
4

$Θ($, η($))|2

=
9

16
$2|Θ($, µ($)) + Θ($, η($))|2 ≤ δ[(µ, η).

Furthermore, see that 3
4

∫ 1
0 $2δ$ = 3

4
( (1)3

3 −
(0)3

3
)
= 1

4 ≤ 1. Then, it is easy to see that
all other conditions of the above application are easy to examine and the above problem
has a solution in >.

6. Conclusions

In this manuscript, we established a orthogonal convex structural contraction mapping,
proved a number of fixed point theorems utilizing orthogonal [-metric space, and demonstrated
the existence of a solution to a unique integral equation developed in mechanical engineering.
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