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Abstract: A hybrid variant of the Fuzzy C-Means and K-Means algorithms is proposed to solve
large datasets such as those presented in Big Data. The Fuzzy C-Means algorithm is sensitive to
the initial values of the membership matrix. Therefore, a special configuration of the matrix can
accelerate the convergence of the algorithm. In this sense, a new approach is proposed, which we call
Hybrid OK-Means Fuzzy C-Means (HOFCM), and it optimizes the values of the membership matrix
parameter. This approach consists of three steps: (a) generate a set of n solutions of an x dataset,
applying a variant of the K-Means algorithm; (b) select the best solution as the basis for generating
the optimized membership matrix; (c) resolve the x dataset with Fuzzy C-Means. The experimental
results with four real datasets and one synthetic dataset show that HOFCM reduces the time by up
to 93.94% compared to the average time of the standard Fuzzy C-Means. It is highlighted that the
quality of the solution was reduced by 2.51% in the worst case.

Keywords: Fuzzy C-means; K-means; hybrid clustering algorithm; time complexity
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1. Introduction

The clustering of objects, according to their attributes, has been studied extensively in
various areas, such as bioinformatics, pattern recognition, business, and image processing,
among others [1,2]. Moreover, it has gained relevance due to an exponential increase in
data in different areas of knowledge. In general, a complete dataset could provide a basis
for their analysis, reasoning, and decision-making [3,4].

Clustering aims to partition a set of n objects in subsets, called clusters, in such a way
that the objects in any cluster have similar attributes and, at the same time, are different
from the objects in any other cluster. The above description corresponds to a hard or
conventional clustering type, often related to the K-Means algorithm [5]. However, in
many domains, each object needs to belong to two or more groups with different degrees
of membership [6–8]. The algorithm that allows for the above is associated with Fuzzy
C-Means (FCM). Nevertheless, the complexity of FCM is greater than that of K-Means.
In [9], the time complexity of the FCM algorithm is O(ndc2t), where n is the number of
objects, d is the number of dimensions, c is the number of clusters, and t is the number
of iterations. In this paper, indistinct dimensions or attributes are named to represent the
characteristics of the objects.
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Clustering is one of the NP-hard problems most studied in the scientific commu-
nity [10]. There are no efficient algorithms to solve large datasets in polynomial time. Such
issues are considered computationally intractable. Hence, improving the FCM clustering
algorithm is a relevant and open research problem.

The standard FCM algorithm is sensitive to the random initial values of the mem-
bership matrix, which represent the values that express the degrees of membership of
each object to each cluster. Therefore, a particular configuration of the membership matrix
can accelerate the convergence of the algorithm. In the specialized literature, there have
been publications trying to improve the FCM algorithm to create an initial configuration.
However, we found no research that optimizes this matrix. In this paper, we aim to reduce
the time complexity of the algorithm by optimizing the membership matrix. To achieve our
goal, we propose an algorithm called Hybrid OK-Means Fuzzy C-Means (HOFCM).

This paper is organized as follows: Section 2 presents related work. Section 3 describes
the algorithms used in this research. Section 4 shows the improvement proposal. Section 5
reports the results obtained. Section 6 presents the discussion. Conclusions and ideas for
future research are given in Section 7.

2. Related Work

In [11], it is inferred that the FCM algorithm contains the following phases: initializa-
tion, calculation of the centroid, classification, and convergence. The initialization phase
requires the definition of the following parameters: the number of clusters, the value of
the weighting exponent, the random membership matrix, the convergence value (ε), and
the maximum number of iterations. In [12–14], the initialization phase is different from
that described. Instead of generating the membership matrix, these papers considered
the initialization phase, calculating the initial centroids using the K-Means algorithm or
some variant.

In [12], an algorithm called FCM++ was proposed. To generate the initial centroids, a
variant of the K-Means++ algorithm [15] was implemented. Subsequently, it continues with
the standard FCM algorithm. However, FCM++ has some limitations: the first concerns the
IRIS and WINE datasets, where the number of iterations is higher than the standard FCM
for c = 8 and c = 10, respectively; the second concerns the choice of parameter p, which is
added to K-Means++ since its efficiency depends on the user’s experience. A description of
the K-Means++ algorithm is provided in Section 3.2.

In [13], the K-Means algorithm was implemented to generate the final centroids, which,
through a transformation process called One-Hot encoding, generates the membership
matrix required by the FCM algorithm. This research proposes selecting attributes through
entropy weighting and Box–Cox transformation, so out of 2170 original dimensions, only
10 dimensions were used. A dataset called CSI 800, which stores the history of daily stock
prices, was used to perform the experimental evaluation. A 15% decrease in execution time
was observed in the results obtained.

In [14], an algorithm called NFCM was proposed. This algorithm implements the
strategy of the K-Means++ algorithm [15], with the difference being that NFCM considers
the information provided by the membership matrix to select the following centroids. Two
datasets, namely, SPAM and IRIS, were used to evaluate its performance against the FCM++
algorithm. In IRIS, it was observed that the NFCM algorithm has a specific advantage in
the number of iterations and CPU time when c > 4. With the SPAM dataset, when c = 8 and
c = 9, the FCM++ algorithm had greater competitiveness.

There have been improvements to other phases of the standard FCM algorithm. How-
ever, this research focuses on the initialization phase. Readers interested in improvements
to the FCM algorithm in the calculation of the centroid and classification phases may refer
to [16–18]. For improvements that refer to the fuzzy factor, refer to [19,20].

Among the improvements reported to date that have had the greatest impact on the
scientific community, it is observed that the initialization phase of the FCM algorithm is the
least studied. It is essential to mention that the improvement proposals in references [12–14]
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are the closest to the improvement proposal in this research. However, analytically, it has
not been visualized whether the K-Means solution is on the path of convergence with FCM.

3. Materials and Methods

This section extensively describes the K-Means, K++, O-K-Means, and FCM algorithms.

3.1. K-Means Algorithm

The K-Means clustering algorithm is one of the most relevant, widely studied, and
used algorithms [21]. Its popularity is mainly due to the ease of interpreting its results. This
algorithm is an iterative method that consists of partitioning a set of n objects into k ≥ 2
clusters; thus, the objects in one cluster are similar to each other and different from those in
other clusters [22]. The formulation of the K-Means problem is described below:

Let X = {x1, . . . , xn} be the set of n objects to be partitioned by a criterion of similarity,
where xi ∈ Rd for i = 1, . . . , n, and d ≥ 1 is the number of dimensions. Furthermore, let
k ≥ 2 be an integer and K = {1, . . . , k}. For a k-partition P = {G(1), . . . , G(k)} of X, denote vj
the centroid of cluster G(j), for j ∈ K, and let V = {v1, . . . , vk} and W = {w11, . . . , wij}.

In Equation (1), the clustering problem is shown as an optimization problem [23]:

P : minimize z(W, V) =
n

∑
i=1

k

∑
j=1

wijD(xi, vj) (1)

Subject to
k

∑
j=1

wij = 1, for i = 1, . . . , n,

wij = 0 or 1, for i = 1, . . . , n y j = 1, . . . , k,

where wij = 1⇔ the object xi belongs to cluster G(j), and D(xi, vj) denotes the Euclidean
distance between xi and vj for i =1, . . . , n and j = 1, . . . , k. The pseudocode of the standard
K-Means algorithm is shown in Algorithm 1 [24].

Algorithm 1: Standard K-Means

1 Initialization:
2 X: = {x1, . . . , xn};
3 V: = {v1, . . . , vk};
4 Classification:
5 For xi ε X and vk ε V{
6 Calculate the Euclidean distance from each xi to the k centroids;
7 Assign the xi object to the nearest vk centroid;}
8 Calculate centroids:
9 Calculate the centroid vk;
10 Convergence:
11 If V: = {v1, . . . , vk} does not change in two consecutive iterations:
12 Stop the algorithm;
13 Otherwise:
14 Go to Classification
15 End of algorithm

3.2. K++ Algorithm

The K++ algorithm, proposed in [15], initializes the clustering centroids of the K-
Means algorithm by selecting objects from the dataset that are the farthest from each other
in a probabilistic manner. This method accelerates the convergence speed, theoretically
guaranteeing O(log k) and therefore being competitive with the optimal solution. The
pseudocode of the K++ algorithm is shown in Algorithm 2.
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Algorithm 2: K++

1 Initialization:
2 X: = {x1, . . . , xn};
3 Assign the value for k;
4 V: = Ø;
5 Select the first randomly uniform k1 centroid V: = V U {v1} ;
6 For i = 2 to k:
7 Select the i-th centroid vi of X with probability D(xi, vj)/∑xεX D(xi, vj);
8 V: = V U {vi} ;
9 End of for
10 Return V
11 End of algorithm

In Algorithm 2, the initialization of the centroids with the K++ algorithm is shown.
Given dataset X and the value of k, the next step is to select the first centroid k1 in a
uniform random manner from dataset X. Subsequently, assign it to the set of centroids V.
For the second centroid, and until completing the total of k, select the i-th centroid with a
probability distribution. In this paper, the algorithm is referred to as K++ when it is only
about initializing the centroids.

3.3. O-K-Means Algorithm

There have been different improvements to the K-Means algorithm. In [22], O-K-Means
is proposed, which accelerates the convergence process, stopping the algorithm when the
total number of objects that change the cluster in an iteration is less than a threshold. This
value expresses a relationship between the computational effort and the quality of the
solution. The pseudocode of the O-K-Means algorithm is shown in Algorithm 3.

Algorithm 3: O-K-Means

1 Initialization:
2 X: = {x1, . . . , xn};
3 V: = {v1, . . . , vk};
4 εok: = Threshold value for determining O-K-Means convergence;
5 Classification:
6 For xi ε X and vk ε V{
7 Calculate the Euclidean distance from each xi to the k centroids;
8 Assign the xi object to the nearest vk centroid;
9 Compute γ };
10 Calculate centroids:
11 Calculate the centroid vk;
12 Convergence:
13 If (γ ≤ εok):
14 Stop the algorithm;
15 Otherwise:
16 Go to Classification
17 End of algorithm

The indicator γ represents the percentage of objects that change the cluster in an
iteration t, which is calculated as γt = 100(ot/n), where ot is the number of objects that
change the cluster.

3.4. FCM Algorithm

The fuzzy set theory proposed by Zadeh [25] in 1965 gave an idea of member-
ship uncertainty described by a membership function. Cluster analysis theory was
proposed by Bellman, Kalaba, and Zadeh [26], and Ruspini [27] coined the concept of
fuzzy partitioning—more specifically, the fuzzy clustering algorithm. These documents
set the tone for research on fuzzy clustering. In 1973, Dunn [28] extended the meaning
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of hard grouping to preliminary concepts of fuzzy means. Finally, in 1981, Bezdek [11]
generalized Dunn’s approach to obtaining an infinite family of Fuzzy C-Means algorithms.
The basic idea is that X = {x1, . . . , xn} is the set of n objects to be partitioned by a similarity
criterion, where xi ∈ Rd for i = 1, . . . , n, and c is the number of clusters where 2 ≤ c < n.

The fuzzy clustering problem was formulated as an optimization problem [27], mini-
mizing a function, as shown in Equation (2):

P : minimize Jm(U, V) =
n

∑
i=1

c

∑
j=1

(µij)
mD(xi, vj) (2)

where U = µij is the membership matrix of each object i to each cluster j; V = {v1, . . . , vc} is
the set of centroids, where vj is the centroid of cluster j; and m is the weighting exponent or
fuzzy factor that indicates how much the clusters overlap, m > 1 y D(xi, vj), indicating the
Euclidean distance between the object xi and the centroid vj for i = 1, . . . , n and j = 1, . . . , c.

Minimizing Jm, an estimated model of U and V is obtained as

uij =
1

c
∑

i=1

( D(xi ,vj)

D(xi ,vk)

)2/(m−1)
1 ≤ j ≤ n; 1 ≤ j ≤ c (3)

vj =

n
∑

i=1

(
uij

)mxi

n
∑

i=1

(
uij

)m
1 ≤ j ≤ c (4)

where xi and vj are vectors that belong to a space Rd and are represented as

xi = (x1, x2, . . . , xd), 1 ≤ i ≤ n (5)

vj = (v1, v2, . . . , vd), 1 ≤ j ≤ c (6)

The constraints of diffuse clustering are formalized in Equations (7)–(9):

uij ∈ [0, 1], 1 ≤ j ≤ c, 1 ≤ i ≤ n (7)

c

∑
j=1

uij = 1, 1 ≤ i ≤ n (8)

0 <
n

∑
i=1

uij < n, 1 ≤ j ≤ c (9)

Equation (7) indicates that the degree of membership of an object i to a cluster j must
be between 0 and 1. Equation (8) defines that the sum of the degrees of membership of an
object i to different clusters must be equal to 1. Equation (9) indicates that the sum of all the
degrees of membership in a cluster must be greater than 0 and less than n; that is, there
must be no empty clusters and only one cluster.

The pseudocode of the standard FCM algorithm is shown in Algorithm 4 [11].

Algorithm 4: Standard FCM

1 Initialization:
2 Assign the value for c y m;
3 Determine the value of the threshold ε for convergence;
4 t: = 0, TMAX: = 50;
5 X: = {x1, . . . , xn};
6 U(t): = {µ11, . . . , µij}; is randomly generated
7 Calculate centroids:
8 Calculate the centroid vk;
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9 Classification:
10 Calculate and update the membership matrix U(t+1): = {µij}
11 Convergence:
12 If max [abs(µij

(t) − µij
(t+1))] < ε or t ≤ TMAX:

13 Stop the algorithm;
14 Otherwise:
15 U(t): = U(t+1) y t: = t + 1;
16 Go to Classification
17 End of algorithm

4. Proposal for Improvement

The FCM algorithm is sensitive to the initial values of the membership matrix. Finding
a good initial configuration is important since it accelerates the algorithm’s convergence.
To reduce the time complexity of the FCM algorithm, this section proposes a new solution
approach that we call HOFCM. This approach results from observations of the dynamic
behavior of the standard K-Means and FCM algorithms. Figure 1 shows Example 1, in
which two alternatives are observed to select the initial centroids to execute the FCM
algorithm. The first alternative is to randomly generate the centroids, Panel (a), and the
second alternative runs the K-Means algorithm, Panel (c), whose final centroids are passed
as initial centroids to FCM, Panel (d). In Panel (e), the final centroids of FCM are presented,
considering the two alternatives. The dataset used is URBAN, which contains the longitude
and latitude coordinates of traffic accidents in urban areas of Great Britain [29]; its values
are n = 360,177, d = 2. For the example, a value of c = 8 is considered.

Axioms 2022, 11, x FOR PEER REVIEW 7 of 18 
 

 

Figure 1. Initial and final centroids of the standard K-Means and FCM algorithms with the URBAN 
dataset in Example 1. Panel (a) shows the randomly generated initial centroids; (b) contains the 
final centroids with the solution of the standard FCM algorithm, considering the random initial 
centroids; (c) displays the final centroids of the K-Means algorithm receiving random centroids; (d) 
displays the final centroids of FCM with initial centroids generated after the convergence of 
K-Means; and (e) presents a comparison of the solutions of the FCM algorithm, whose initial cen-
troids are random and generated by K-Means. 

Employing the same idea as that in Figure 1, in Figure 2, Example 2 is presented, 
illustrating the dynamic behavior of the K-Means and FCM algorithms with different in-
itial random centroids. 

From Figure 2, the following observation can be deduced: 
Observation 4: The final centroids of the K-Means algorithm, which are passed as an 

input parameter to FCM, do not always favor the reduction of the time complexity of 
FCM. In Panel (d), it is observed that the execution times, also considering the execution 
times of the K-Means algorithm, increased by 41% compared to those in Panel (b). 
However, the quality of the solution was better by 33.5%. 

Figure 1. Initial and final centroids of the standard K-Means and FCM algorithms with the URBAN
dataset in Example 1. Panel (a) shows the randomly generated initial centroids; (b) contains the final
centroids with the solution of the standard FCM algorithm, considering the random initial centroids;
(c) displays the final centroids of the K-Means algorithm receiving random centroids; (d) displays
the final centroids of FCM with initial centroids generated after the convergence of K-Means; and
(e) presents a comparison of the solutions of the FCM algorithm, whose initial centroids are random
and generated by K-Means.
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From Figure 1, the following observations emerge:
Observation 1: The positions of the final centroids for the standard K-Means and FCM

algorithms, when run with randomly generated initial centroids and K-Means-generated
centroids, are, in general, approximately the same, as shown in the sample in Panel (e).

Observation 2: The solution time of FCM, in the first alternative, is 60,506.91 ms
(Panel (b)), and in the second, it is 26,120.84 ms (Panel (d)). This last value is the result of
adding the execution times of the K-Means and FCM of Panels (c) and (d). This results in a
time reduction of 56.83%.

Observation 3: The difference in the value of the objective function is negligible
compared to the gain in the solution of the algorithm.

Employing the same idea as that in Figure 1, in Figure 2, Example 2 is presented,
illustrating the dynamic behavior of the K-Means and FCM algorithms with different initial
random centroids.
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Figure 2. Initial and final centroids of the standard K-Means and FCM algorithms with the URBAN
dataset in Example 2. Panel (a) shows the randomly generated initial centroids; (b) contains the
final centroids with the solution of the standard FCM algorithm, considering the random initial
centroids; (c) visualizes the final centroids with the solution of the K-Means algorithm that receives
random centroids; (d) shows the final centroids of FCM with initial centroids generated after K-Means
convergence; and (e) presents a comparison of solutions of the FCM and K-Means algorithms.

From Figure 2, the following observation can be deduced:
Observation 4: The final centroids of the K-Means algorithm, which are passed as an

input parameter to FCM, do not always favor the reduction of the time complexity of FCM.
In Panel (d), it is observed that the execution times, also considering the execution times of
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the K-Means algorithm, increased by 41% compared to those in Panel (b). However, the
quality of the solution was better by 33.5%.

It is important to mention that, in the different experiments carried out, the behavior
of the K-Means algorithm was similar to that in Example 1. Most of the time, the final
centroids are close to the neighborhood of the final centroids of FCM. However, sometimes,
this is not the case. HOFCM takes a sample of 10 solutions from a dataset to solve this
problem. Additionally, the promising heuristics of the K-Means algorithm are used. In
Figure 3, the structure of the HOFCM algorithm is described.

Axioms 2022, 11, x FOR PEER REVIEW 9 of 18 
 

 
Figure 3. Structure of the HOFCM algorithm. 

4.1. Transformation Functions 
The transformation function s has three elements: domain, codomain, and trans-

formation rules [30]. The following mathematical notation corresponds to the description 
of the domain: 

X = {x1, …, xn} the set of n objects to partition, where xi ϵ Rd for i = 1, …, n, and d ≥ 1 is 
the number of dimensions. 

V = {v1, …, vc} is the set of final centroids of a solution obtained with the O-K-Means 
algorithm, where vj is the centroid of the cluster j. 

xi and vj are the vectors described in Equations (5) and (6). 
m = value of the weighting exponent, where 1 < m < ∞. 
The codomain is represented by µij, where µij is the membership matrix of each ob-

ject xi to each cluster j. 
The transformation rules are defined in Equations (10) and (11): 

1iju =        if xi = vj 
(10) 

2/( 1)

1

1

( , )

( , )

ij m
c

i j

k i k

u
D x v

D x v

−

=

=
 
  
 


   if xi ≠ vj 

(11) 

The transformation function s is defined in Equation (12): 
 

(12) 
μ=( , , )i j ijs x v m

Figure 3. Structure of the HOFCM algorithm.

Figure 3 shows that, given dataset X, a pre-processing phase generates a set of 10 so-
lutions for that dataset. For this, the K++ algorithm is executed, which returns initial
centroids; the O-K-Means algorithm receives these. At the end of the convergence phase,
such an algorithm returns optimized centroids. From the set of 10 solutions of dataset X,
the value of i, in which the objective function obtained the minimum value, is identified,
and its final centroids are selected. These final centroids are transformed into the initial
values of the membership matrix through a transformation function s.

The components of the transformation function s are described in more detail in the
following subsection.

4.1. Transformation Functions

The transformation function s has three elements: domain, codomain, and transfor-
mation rules [30]. The following mathematical notation corresponds to the description of
the domain:

X = {x1, . . . , xn} the set of n objects to partition, where xi ε Rd for i = 1, . . . , n, and d ≥ 1
is the number of dimensions.
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V = {v1, . . . , vc} is the set of final centroids of a solution obtained with the O-K-Means
algorithm, where vj is the centroid of the cluster j.

xi and vj are the vectors described in Equations (5) and (6).
m = value of the weighting exponent, where 1 < m < ∞.
The codomain is represented by µij, where µij is the membership matrix of each object

xi to each cluster j.
The transformation rules are defined in Equations (10) and (11):

uij = 1 if xi = vj (10)

uij =
1

c
∑

k=1

( D(xi ,vj)

D(xi ,vk)

)2/(m−1)
if xi 6= vj (11)

The transformation function s is defined in Equation (12):

s
(
xi, vj, m

)
= uij (12)

Carrying out this heuristic is reasonable because the O-K-Means algorithm has shown
promising results in the experimental part. For this reason, the FCM algorithm would have
less work in the clustering, and, therefore, the number of iterations would be reduced.

In Algorithm 5, the pseudocode that incorporates the HOFCM heuristics proposed in
Figure 1 is shown.

Algorithm 5: HOFCM

1 Initialization:
2 X: = {x1, . . . , xn};
3 V: = {v1, . . . , vc};
4 εok: = Threshold value for determining O-K-Means convergence;
5 Assign the value for c;
6 i: = 1;
7 Repeat
8 Function K++ (X, c):
9 Return V’;
10 Function O-K-Means (X, V”, εok, c):
11 Return V”;
12 i = i + 1;
13 While i <=10;
14 Select V” for the value of i at which the objective function obtained the minimum value;
15 Transformation function s;
16 Determine the value of the threshold ε to determine the convergence of the algorithm;
17 Assign the value for m;
18 t: = 1;
19 Calculate centroids:
20 Calculate the centroid vj;
21 Classification:
22 Calculate and update the membership matrix U(t+1): = {µij};
23 Convergence:
24 If max [abs(µij

(t) − µij
(t+1))] < ε:

25 Stop the algorithm;
26 Otherwise:
27 U(t): = U(t+1) y t: = t + 1;
28 Go to Classification
29 End of algorithm

The HOFCM algorithm has four phases. The first is the initialization phase; in this
phase, three functions are created: (1) The K++ function, which receives dataset X and the
number of clusters as input parameters; this function returns a set of centroids identified
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with variable V′. (2) The O-K-Means function, which receives dataset X, the set of centroids
V′ generated from K++, and the threshold value εok as input parameters to determine the
convergence of the algorithm and the number of clusters; at the end of the phase of con-
vergence, it returns optimized centroids defined with variable V”. (3) The transformation
function s, which allows the final centroids of the O-K-Means algorithm to be transformed,
taken from the lowest value of the objective function into the initial optimized values of the
membership matrix; these are the input parameters for the FCM algorithm. The second,
third, and fourth phases of the HOFCM algorithm, called the calculation of centroids,
classification, and convergence, respectively, are typical of the standard FCM.

5. Results
5.1. Experiment Environment

To evaluate the performance of HOFCM, a set of four real datasets was selected,
obtained from the UCI machine learning repository [29]. Additionally, a synthetic dataset
randomly generated its attribute values with a uniform distribution between 0 and 1. To
compare the results of HOFCM, the following algorithms were selected and implemented:
K-Means, O-K-Means, K++, standard FCM, FCM++, NFCM, and HOFCM. All algorithms
were coded in C language with the GCC 7.4.0 compiler. The computer equipment used
had the following configuration: Intel® CoreTM i9-10900 (Santa Clara, CA, USA) 2.80 GHz,
32 GB RAM, a 1 TB hard drive, and a Windows 10 Pro operating system.

For the design of the computational experiments and the analysis of our algorithms,
we used the methodology proposed in [31].

The standard FCM, FCM++, NFCM, and HOFCM algorithms were executed with the
following parameter values: m = 2, ε = 0.01. For the standard FCM, the initial values of
the membership matrix were randomly generated; for the FCM++ algorithm, its centroids
were generated with the K++ algorithm and a variant of it for the NFCM algorithm. In the
case of the HOFCM algorithm, the optimized membership matrix, whose values are the
results of the transformation function s, is described in Section 4.1.

For the K-Means algorithm, the centroids were randomly generated, and for the O-K-
Means, they were generated with the K++ algorithm. Additionally, it is worth mentioning
that the threshold’s value determines the convergence of the O-K-Means εok = 0.72.

For all of the implemented algorithms, the value of c = 2, 4, 6, 8, 10, 14, 18, and 26. With
this, eight test case configurations were considered for each dataset, one for each value of c.

The algorithms were run 10 times for each of the eight test case configurations of each
dataset. The number of times the algorithm was selected to run was based on preliminary
tests in which a sample size of 10 runs was found to provide good results.

Table 1 describes the set of datasets used. The table structure is as follows: column
one contains the dataset identifier; column two contains the name; column three contains
the data type; columns four and five contain the total objects and dimensions of the dataset;
and column six contains the product of columns four and five. It is important to note that
the SPAM, URBAN, and 1m2d datasets in this research are large datasets, considering an
n*d indicator greater than 200,000 objects.

Table 1. Datasets used in experiments.

Id Name Type n d Size Indicator n*d

1 WDBC Real 569 30 17,070
2 ABALONE Real 4177 7 29,239
3 SPAM Real 4601 57 262,257
4 URBAN Real 360,177 2 720,354
5 1m2d Synthetic 1,000,000 2 2,000,000

5.2. Description of Test Cases

In general, the design of the experiments focused on showing the quality of the
solution and the efficiency of the HOFCM algorithm when solving large datasets such
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as those used in Big Data. To perform the experimental evaluation of the HOFCM, two
experiments were designed to compare the results obtained with respect to the standard
FCM, FCM++, FCM-KMeans, and NFCM algorithms.

5.2.1. Description of Experiment I

The purpose of this experiment was to compare the results of the standard FCM and
HOFCM algorithms.

Table 2 shows the average percentages of time reduction and the gain of the objective
function, resulting from the comparison of the standard FCM and HOFCM algorithms, for
all the datasets in Experiment I. The structure of Table 2 is as follows: column 1 contains the
consecutive number of test cases; column two includes the value of each cluster; columns
3, 5, 7, 9, and 11 contain the average percentages of time of each dataset; and columns 4,
6, 8, 10, and 12 contain the average percentages of the value of the objective function for
each dataset.

Table 2. Average percentages of time reduction and value of the objective function in Experiment I.

Standard FCM versus HOFCM

WDBC ABALONE SPAM URBAN

P c %
time

%
Jm

%
time

%
Jm

%
time

%
Jm

%
time

%
Jm

%
time

%
Jm

1 2 80.88 0.00 64.14 0.0035 54.37 −0.001 46.12 4.12 74.95 0.03
2 4 87.12 0.02 56.15 −0.02 75.36 6.53 76.33 −0.001 87.81 0.03
3 6 67.83 −2.19 52.59 0.00 92.58 22.75 68.18 0.07 45.26 0.36
4 8 64.30 −1.17 86.60 0.08 93.94 36.90 74.60 1.42 85.56 0.22
5 10 57.55 3.03 75.61 0.09 86.22 50.69 70.98 1.85 67.75 −0.05
6 14 78.99 4.50 37.00 −0.11 77.20 49.30 70.38 4.26 89.65 −0.27
7 18 59.04 12.39 2.71 −0.60 79.80 56.24 68.45 7.81 84.07 0.05
8 26 64.99 27.31 36.78 −2.05 84.88 68.31 44.38 10.73 88.00 0.02

In Equations (13) and (14), it is shown how the percentages of time reduction and gain
in the objective function, respectively, were obtained:

time = 100
(

1− averageTime_HOFCM
averageTime_standard_FCM

)
(13)

Jm = 100
(

1− JmAverage_HOFCM
JmAverage_standard_FCM

)
(14)

Figure 4 shows the millisecond time averages of each of the eight test cases of the five
datasets in Experiment 1.

The analysis of the results in Table 2 and Figure 4 is described in Section 5.3.1.

5.2.2. Description of Experiment II

The purpose of this experiment was to compare the results of HOFCM and the
other improvements of the standard FCM algorithm, which are called FCM++ [12], FCM-
KMeans [13], and NFCM [14].

Tables 3–5, show the average percentages of time reduction and the gain of the
objective function, resulting from the HOFCM versus FCM++, HOFCM versus FCM-
KMeans, and HOFCM versus NFCM comparisons, respectively, for all the datasets
and test cases in Experiment II. The structure of the tables is similar to that of Table 2.
Equations (13) and (14) are used to obtain the time reduction and gain percentages in
the objective function, respectively.
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Table 3. Average percentages of time reduction and value of the objective function in Experiment II;
HOFCM versus FCM++.

HOFCM versus FCM++

WDBC ABALONE SPAM URBAN 1m2d

P c %
time

%
Jm

%
time

%
Jm

%
time

%
Jm

%
time

%
Jm

%
time

%
Jm

1 2 66.87 0.00 59.38 0.00 41.67 0.00 18.19 0.00 32.08 0.03
2 4 78.59 0.02 36.47 −0.02 53.08 0.01 52.36 0.00 73.61 0.03
3 6 69.42 −0.52 54.03 0.04 54.04 5.48 54.83 1.86 37.78 −0.01
4 8 57.86 −0.20 80.64 0.05 60.42 1.97 70.42 2.20 84.36 0.02
5 10 57.29 1.76 68.80 0.09 71.62 −2.33 63.27 1.70 62.20 −0.07
6 14 45.97 0.43 39.00 0.04 25.56 2.77 41.40 2.10 86.60 −0.19
7 18 37.01 0.18 −7.22 −0.06 32.72 0.94 40.44 3.57 80.08 −0.03
8 26 27.58 2.92 38.48 −0.71 42.08 2.24 13.33 0.62 82.99 0.09

Table 4. Average percentages of time reduction and value of the objective function in Experiment II;
HOFCM versus FCM-KMeans.

HOFCM versus FCM-KMeans

WDBC ABALONE SPAM URBAN 1m2d

P c %
time

%
Jm

%
time

%
Jm

%
time

%
Jm

%
time

%
Jm

%
time

%
Jm

1 2 20.05 0.00 15.52 0.00 33.95 0.00 30.15 0.00 55.79 0.03
2 4 23.74 0.00 9.72 0.01 58.11 6.53 28.55 0.00 47.73 0.00
3 6 32.29 −2.51 −10.98 0.00 90.88 22.75 68.57 0.97 −13.94 0.42
4 8 47.87 −1.28 50.98 −0.02 72.58 14.66 58.99 0.14 53.89 −0.02
5 10 66.05 3.09 60.49 0.12 41.19 33.65 49.89 3.56 −63.13 0.05
6 14 84.13 4.52 46.83 0.69 57.67 50.13 63.45 2.17 78.87 0.06
7 18 84.21 11.99 24.45 −0.06 73.88 57.61 42.56 9.40 41.81 0.02
8 26 80.98 29.01 41.00 −0.81 83.03 66.86 5.55 3.99 45.48 −0.01
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Table 5. Average percentages of time reduction and value of the objective function in Experiment II;
HOFCM versus NFCM.

HOFCM versus NFCM

WDBC ABALONE SPAM URBAN 1m2d

P c %
time

%
Jm

%
time

%
Jm

%
time

%
Jm

%
time

%
Jm

%
time

%
Jm

1 2 74.65 0.01 61.84 0.00 47.58 0.00 18.43 0.00 19.79 0.03
2 4 76.70 3.74 44.02 −0.02 55.53 4.66 60.83 0.00 82.07 0.03
3 6 61.78 −1.09 51.07 0.02 75.69 4.77 54.85 2.34 30.90 0.13
4 8 55.55 −0.30 82.67 0.76 81.25 9.07 72.68 1.81 87.45 0.01
5 10 48.54 3.21 71.65 0.46 55.00 20.87 56.78 3.77 59.43 0.16
6 14 35.87 1.15 53.76 0.17 19.88 12.98 58.73 2.38 86.76 −0.15
7 18 1.49 2.63 −4.36 −0.40 34.42 1.35 44.02 3.29 76.42 0.12
8 26 20.09 4.98 26.10 −2.02 47.18 5.33 22.79 3.47 84.93 0.14

Figure 5 shows the behavior of the set of datasets for each of the test cases in Experi-
ment II.
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The analysis of the results in Tables 3–5 and Figure 5 is described in Section 5.3.2.

5.3. Analysis of Experiments

This section analyzes the results obtained after solving the problems described in
Experiments I and II.

5.3.1. Analysis of the Results of Experiment I

Based on the experimental results shown in Table 2 and Figure 4, where the results of
HOFCM and the standard FCM are shown, the following was observed:

1. In the case of HOFCM, for all datasets, time was reduced in all test cases. In the
best case, it was reduced by up to 93.94%. This percentage is highlighted in bold in
column seven. Notably, this percentage was achieved with the SPAM dataset, which
has high dimensionality.
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2. HOFCM improved the quality of the solution in large datasets in 20 of 24 cases. In
the best case, the quality of the solution was enhanced by 68.31%. This percentage
is highlighted in bold in column eight. In the worst case, a quality loss of 2.19% was
identified, as can be seen in column four. Regarding the small datasets, a solution
quality of 62.5% was obtained in all cases, that is, in 10 of the 16 test cases.

3. In general, based on the results obtained, it is possible to affirm that the HOFCM
proposal performs better than the standard FCM algorithm.

5.3.2. Analysis of the Results of Experiment II

Considering the results of Tables 3–5 and Figure 5, the following was observed:

1. HOFCM outperformed the FCM++ algorithm in terms of solution time in all test
cases with large datasets. In the small datasets, only in one case was it not higher.
Regarding the quality of the solution in large datasets, in the best case, an average
gain of 5.48% was obtained, and in the worst case, there was a loss of 2.33%. Both
percentages are in bold in column eight in Table 3. It can be stated that HOFCM was
higher in terms of solution quality in 75% of all cases.

2. HOFCM outperformed the FCM-KMeans algorithm in solution quality in 82.5% of
all test cases. Regarding the solution time, HOFCM was better in the large and
real datasets.

3. HOFCM outperformed the NFCM algorithm in solution quality in 85% of all test
cases. Regarding the solution time, HOFCM was better in the large datasets.

4. In all three comparisons, HOFCM obtained the greatest time reductions and the
greatest gains in solution quality when dealing with large and real datasets.

5. In general, based on the results obtained, it is possible to affirm that the HOFCM
proposal performs better than the FCM++, FCM-KMeans, and NFCM algorithms.

As an example, Table 6 shows the sum of the solution times in milliseconds for the
eight test cases of each dataset and each algorithm implemented in the two experiments
carried out in this research. The structure of Table 6 is as follows: column one shows the
name of the dataset, and columns two–six show the names of each algorithm.

Table 6. Sum of solution times in milliseconds of Experiments I and II.

Algorithm
Dataset Name Standard FCM FCM-KMeans FCM++ NFCM HOFCM

WDBC 64,516.85 116,784.57 34,037.94 28,395.16 21,689.84
ABALONE 115,702.20 123,930.39 113,680.29 105,730.07 76,996.63

SPAM 1,746,301.34 1,355,655.16 482,874.71 513,205.42 289,610.79
URBAN 3,080,009.70 1,886,664.03 1,885,697.60 2,104,360.89 1,321,799.74

1m2d 11,181,675.94 3,091,877.12 8,385,299.13 8,729,514.14 1,592,132.11

The total sum of solution time 16,188,206.03 6,574,911.27 10,901,589.67 11,481,205.68 3,302,229.11 *

The number of times by which the
HOFCM algorithm is faster 4.90 1.99 3.30 3.48

* Best result obtained.

As can be observed in Table 6, the standard FCM algorithm is the one that generates
more time in the convergence of the eight test cases for all the datasets. In general, it can be
stated that the HOFCM algorithm is 4.90, 1.99, 3.30, and 3.40 times faster than the standard
FCM, FCM-KMeans, FCM++, and NFCM algorithms, respectively.

6. Discussion

In this research, HOFCM was compared not only with the standard FCM algorithm
but also with other improved algorithms in the literature, such as FCM++ [12], FCM-
KMeans [13], and NFCM [14], which are the closest to HOFCM. It is worth mentioning that,
among these three improved algorithms, it has not been visualized analytically whether



Axioms 2022, 11, 377 15 of 16

the solution of the K-Means algorithm is on the path of convergence with FCM most of the
time. Due to the above, in this research, it was proposed to obtain a set of ten solutions for
each of the datasets used with the K++ and O-K-Means algorithms, which have shown
promising solutions. The purpose of having ten solutions is to obtain the best set of final
centroids by selecting the best value of the objective function, which allows, through a
transformation process, one to obtain the optimized membership matrix to accelerate the
algorithm’s convergence.

The results obtained in the experimental part show that the HOFCM algorithm out-
performed the standard FCM, FCM++, FCM-KMeans, and NFCM algorithms in all cases.
Evidence for this is given in Table 6. Based on the above, it is highlighted that, for the
initialization of the standard FCM, it is not enough to implement the K++ algorithm, as in
the case of FCM++; a variant of K++, as in the case of NFCM; or the K-Means algorithm, as
in the case of FCM-KMeans.

Another important point to note is that, in the results presented in Table 6, the FCM++
and NFCM algorithms show a minimum difference of approximately 5%. This can be
corroborated by the results presented in [14]. Additionally, it can be stated that, in general,
the FCM-KMeans algorithm obtained better results than those mentioned above.

7. Conclusions

This paper shows that it is feasible to reduce the time complexity of the FCM al-
gorithm by optimizing the initial membership matrix. To validate the proposal, which
we call HOFCM, a set of experiments composed of real and synthetic datasets was de-
signed. It is noteworthy that the sizes of some of the datasets were larger than those of the
datasets reported in the specialized literature. To compare the results of the algorithms, all
datasets were solved using HOFCM and the standard FCM, FCM++, FCM-KMeans, and
NFCM algorithms.

Based on the results, it was observed that HOFCM obtained a reduction in solution
time in all large datasets compared to the standard FCM algorithm. When comparing
the results of HOFCM with the other algorithms, it was observed that it was 2.0, 3.3, and
3.5 times faster than the FCM-KMeans, FCM++, and NFCM algorithms, respectively. In
particular, it was observed that the HOFCM algorithm showed a good performance in
solving large datasets. For example, the SPAM dataset, which has high dimensionality,
reduced the time by 93.94% compared to the standard FCM. Regarding the quality of the
solution, it was observed that, with large datasets, a gain of up to 68.12% was obtained in
the best case, and in the worst case, the quality was reduced by 2.51%.

To continue this research, we suggest two lines of investigation: the first is to imple-
ment HOFCM under the parallel and distributed programming paradigm, and the second
is to determine in detail the type of datasets where the FCM algorithm is dominant.

Finally, we consider that the principles used in our approach could be used in other
variants that improve the FCM algorithm.
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