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Abstract: Quartz is an important mineral in many metal deposits and can provide important in-
dications about the deposit's origin through its chemical composition. However, traditional low-
dimensional analysis methods are ineffective in utilizing quartz's chemical composition to reveal
the deposit's origin type. In this study, 1140 quartz samples from eight geological environments
were collected, and three machine learning (ML) models—random forest, eXtremely Greedy tree
Boosting (XGBoost), and light gradient boosting machine (LightGBM) were used to classify quartz
deposits. The application of the Shapley Additive Explanation (SHAP) algorithm and Spearman
correlation analysis is utilized to interpret the predictive results of the model and analyze feature
correlations, aiming to enhance the credibility of the classification results and discover underlying
patterns. Finally, a visualization method based on XGBoost and t-SNE was proposed. By calculating
SHAP values, the key geochemical indicators that differentiate each type of quartz deposit were
determined. Furthermore, the impact of varying concentrations of different trace elements on the
identification of quartz deposits was analyzed. This study demonstrated the effectiveness of using
machine-learning algorithms based on trace elements to classify quartz and provided new insights
into the relationships between trace elements and quartz genesis, as well as the effects of different
trace element combinations and concentrations on quartz identification.

Keywords: quartz; explainable machine learning; ore genetic; trace elements

1. Introduction

Quartz is an extremely important mineral resource that is widely distributed in vol-
canic, plutonic, metamorphic, diagenetic, and metallogenic environments [1,2]. Quartz is
an important mineral in many metal deposits, and its chemical composition can provide
important indications about the source of the deposit. The trace element concentrations of
quartz can reflect the physicochemical conditions during quartz growth and the regional
geological evolution process [3–5]. Analyzing the trace elements of quartz can help iden-
tify the genetic environment of quartz and further explore the exploration potential of
the region [6–9]. The Ti-Al/50-10Ge ternary diagram can be used to classify quartz from
granites, pegmatites, and rhyolites [10]. Quartz from epithermal, orogenic, and porphyry
(Cu-Mo-Au) deposits can be discriminated against using the Ti-Al binary diagram [11].
Two-dimensional identification diagrams are a mature technique in the field of mineralogy
for describing the physical and chemical properties of ores. This method can visualize
the trend and pattern of mineral deposits, identify key mineralogical and geochemical
features, and help understand their deposits and exploitation potential. Subsequent studies
have shown that this method has significant limitations, making it difficult to consider
the role of various trace elements in the study [12–15]. As a result, the results may be
inaccurate. In terms of quartz genesis discrimination, the limitations of binary and ternary
diagrams in representing high-dimensional information also restrict their application in
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many scenarios [16]. For example, in the quartz data studied by [17], most of the C-type, D-
type, and E-type quartz from porphyry deposits fall outside the area of porphyry deposits
defined by the Ti-Al diagram of [11]. Trace element data for granitic quartz studied by [18]
were determined to fall outside the granite range of the Ti-Al-Ge ternary diagram of [10].

In recent times, the progress in artificial intelligence has resulted in an increasing
prevalence of machine learning techniques in geological research, particularly in the field
of tectonic environment identification [19–22]. Research indicates that machine-learning
algorithms exhibit good performance in feature analysis of rock samples from various
tectonic environments [23,24]. However, these algorithms have limitations in recognizing
ore deposits, including challenges in visualizing classification results and interpreting the
models [25]. Typically, the classification results are usually in the form of numbers or labels,
which do not intuitively reflect the origin of the deposit [16]. Consequently, there is a
need to develop visualization methods to overcome this challenge. In addition, the lack of
interpretability in machine learning restricts the usability of ML models in general scientific
tasks, such as understanding hidden causal relationships, obtaining actionable insights, and
generating new scientific hypotheses [26]. The remedy for this issue lies in interpretable
machine learning. Interpretable machine learning refers to the ability of machine-learning
models to explain their predictions or decisions in an understandable and transparent
manner [27]. In recent years, interpretable machine learning has gained popularity in
research fields such as healthcare, materials science, economics, and chemistry [26,28–30].
In the field of ore deposit discrimination, the lack of emphasis on model interpretability in
previous methods has turned the models into black boxes, posing challenges for researchers.
Providing explanations for models can help geologists understand the decision-making
process and important features and discover new geological knowledge. This aids in
enhancing the credibility and accuracy of the models, allowing for better application in
geological research and mineral exploration.

In this study, machine learning and quartz geochemical data were utilized to distin-
guish quartz samples from different deposits. Random forest [31], XGBoost, and LightGBM-
based quartz classifiers were designed to distinguish quartz samples from eight types of ore
deposits, including epithermal, greisen, Carlin, porphyry, pegmatite, skarn, orogenic, and
granite. All three methods were successfully applied to classify tectonic environments of
rock samples [20,22–24,32,33]. We employ the Shapley Additive Explanations (SHAP) [34]
technique to interpret the quartz classification model. This technique utilizes game the-
ory to provide explanations for machine-learning predictions [35]. This method has been
widely applied for interpreting machine-learning models in various domains, such as acci-
dent detection [36], prediction of medical compound activity [37,38], and structural fault
prediction [38]. Regarding the issue of data imbalance in the compiled quartz geochemical
data, the Synthetic Minority Over-sampling Technique (SMOTE) [39] was introduced to
perform data augmentation on the dataset. This technique was used to address the problem
of insufficient samples in the minority class by creating synthetic samples that are similar
to the original ones. In addition, Spearman's correlation was calculated to analyze the cor-
relation between trace elements in quartz samples from different origins. Finally, a binary
visualization scheme based on XGBoost and t-Distributed Stochastic Neighbor Embedding
(t-SNE) [40–42] was presented, which allowed for the two-dimensional visualization of
the quartz samples from different deposits to facilitate the intuitive presentation of the
classification results. We use accuracy, recall, confusion matrix, and learning curves as
evaluation metrics for the quartz classifiers.

Our study demonstrates that the quartz classifiers perform well in multiple evaluation
metrics, with the XGBoost-based classifier being the most effective. This confirms that
machine-learning models can accurately classify quartz samples from different deposits,
providing a reliable method for provenance identification. The binary visualization scheme
based on XGBoost and t-SNE facilitates the intuitive and accurate identification of the origin
of quartz samples. Additionally, by applying SHAP to interpret the quartz classification
models, we enhance the acceptability and trustworthiness of the prediction results and
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facilitate the discovery of underlying patterns. The analysis of feature correlations reveals
significant associations among certain trace elements in quartz samples from different
tectonic backgrounds. For instance, there is a positive correlation between Al and Li, Al,
and Na, as well as Al and K. In epithermal quartz samples, there is a negative correlation
between Ge and P.

2. Compiled Data

The current study employs a dataset consisting of quartz trace element information
obtained from eight different deposits sourced from thirty-one regions worldwide. The
use of quartz geochemical data from a diverse range of global deposits increases the
generalizability of the model being proposed. Detailed data sources can be found in the
references listed in Table 1.

Table 1. Composition and source of the collected dataset.

Locations Type Reference

Altenberg–Teplice granite [43]
Cínovec-Zinnwald granite granite [44]

Orlovka granite granite [44]
Beauvoir granite granite [45]

Petrackova hora granite granite [46]
Mokrsko granite granite [46]
Krupka granite granite [47]

Cínovec-Zinnwald greisen greisen [48]
Beauvoir greisen greisen [45]

Zinnwald greisen [47]
Krupka greisen greisen [48]

Yata areas Carlin [48]
Lannigou Carlin-type Carlin [49]

Cerro de Pasco epithermal [17]
Colquijirca epithermal [50]

Summitville Au–Ag–Cu epithermal [50]
El Indio Au–Ag–Cu epithermal [51]

Penglai-Xixia orogenic [51]
Gutaishan orogenic [12]

Roudný orogenic [46]
Libcice orogenic [46]

Krásná Hora orogenic [46]
Kasejovice orogenic [46]

Jílové orogenic [46]
Klondike orogenic [52]

Borborema pegmatite [53]
Mokrsko pegmatite pegmatite [46]
Krupka pegmatite pegmatite [48]

Koktokay area pegmatite [54]
Evje and Froland areas pegmatite [55]

Dabaoshan porphyry [1]
Yuanzhuding porphyry [56]

Beauvoir porphyry porphyry [46]
Qulong porphyry porphyry [57]

Jiguanzui Skarn [58]
Miocene Bangpu Skarn [59]
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The trace element analysis of the quartz samples was performed using ambient laser
ablation inductively coupled plasma mass spectrometry (LA-ICP-MS). The geographic
locations of quartz samples from eight different deposits are shown in Figure 1. The
trace element data were gathered from various deposits, including porphyry, pegmatite,
granite, skarn, epithermal, carlin, greisen, and orogenic deposits. The study focuses on
eight selected trace elements—Al, Ti, Li, Ge, Fe, Na, K, and P, to characterize the training
samples. The eight selected trace elements are crucial microelements in quartz, commonly
found in quartz samples, and have been previously identified as significant indicators of
different deposit types [10,11,41,42]. The dataset was filtered to exclude samples that did
not contain all eight elements, resulting in 1140 remaining quartz samples, comprising
porphyry (n = 193), epithermal (n = 167), greisen (n = 84), carlin (n = 121), pegmatite
(n = 34), skarn (n = 433), granite (n = 43), and orogenic (n = 64) deposits. Figure 2 illustrates
the compilation of trace element information for quartz from various deposits. Quartz
encompasses a range of trace element distributions, and its constructional environment can
be differentiated through the analysis of its trace element composition (Figure 2). The trace
element Al demonstrates a higher degree of abundance in quartz sourced from various
deposits, while the distribution range of P is comparatively limited within quartz samples
(Figure 2).
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Figure 2. Map of the trace element content of different types of quartz. The height of the colored
bars represents the range of quartiles. The black borders and white dots represent the mean value,
while the horizontal black line within each colored bar represents the median. The “whiskers” of
each box indicate the extreme values that fall within 1.5 times the interquartile range outside the
edges of the bars.

3. Methods

The workflow consists of three steps (Figure 3). Firstly, a preprocessing was executed,
which comprised normalizing and transforming the selected dataset using Gaussian distri-
bution. The data were partitioned into training and testing subsets in 8:2 proportion. In
order to address the issue of data imbalance, data augmentation is performed to expand
the dataset. Data augmentation allows for more widespread distribution of minority class
samples in the feature space, thereby enhancing the model’s learning capability towards
the minority class. In this study, the SMOTE algorithm is chosen as the method to im-
plement data augmentation. In the second step, three classifiers were developed using
three machine-learning algorithms, and the model parameters were optimized through
grid search methodology, resulting in the development of a high-quality quartz classifier.
The performance of the three quartz classifiers was compared based on evaluation metrics.
A feature importance analysis of the trace elements present in the quartz samples was
conducted using SHAP values. Finally, a two-dimensional discriminant map was generated
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to visually differentiate quartz originating from varying deposits through the construction
of decision boundaries based on machine-learning algorithms.
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3.1. Data Preprocessing

The process of data preprocessing is a critical step in improving the quality of the data.
By normalizing, transforming, and augmenting the dataset, the accuracy and efficiency
of subsequent classification are enhanced. This is particularly important in the context of
machine learning, as the quality of the input data has a direct impact on the performance
of the model. In supervised multi-label classification, the training set is used for training
the classification model, and the test set is used to evaluate the trained classification
model. The quartz dataset was divided into a training set and a test set in the ratio
of 8:2. The function of the training set is to train the classifier, and the function of the
test set is to verify the classification effect of the classifier on the new data. In order
to better solve the problem of quartz classification, we standardize the data. Through
standardization, different characteristic variables can have the same scale, in order to
eliminate the difference between features, accelerate the convergence speed, and improve
the accuracy of classification [60]. In addition, the Gaussian transformation is carried out on
the quartz dataset to alleviate the influence of data distribution tilt and make the original
dense interval as scattered as possible. According to the data sample distribution described
in Figure 4. It can be seen that there must be data imbalance in quartz datasets, which may
affect the final quartz classification results [61,62]. Therefore, we use SMOTE algorithm to
alleviate the imbalance of datasets. Figure 5 illustrates the ten-fold cross-validation curves
for the three methods before and after the dataset undergoes SMOTE processing. Ten-fold
cross-validation is widely used as it helps to reduce the uncertainty in the selection of the
validation set [63,64]. It can be observed that, through the application of SMOTE, there is
a significant improvement in the model performance, indicating that SMOTE effectively
mitigates the issue of data imbalance.

3.2. Building Classifiers

Random Forest [31] is a type of supervised machine-learning algorithm that consists
of an ensemble of multiple decision trees. The method utilizes bootstrapping techniques
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to randomly select training samples from the dataset, leading to the creation of diverse
decision trees and training subsets. Due to its accuracy, versatility, and simplicity, Random
Forest has gained widespread utilization across various fields. Additionally, its capability
to handle nonlinear relationships between variables and its efficiency in the analysis of
diverse datasets further add to its appeal.
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XGBoost [65] is an optimized and distributed gradient-boosting library that allows for
the scalable and efficient training of machine-learning models. As an integrated learning
method, XGBoost combines the predictions of multiple weak models to improve overall
prediction results. It has demonstrated exceptional performance in handling large datasets.
XGBoost has gained widespread popularity in various data analysis tasks, in part due to its
ability to handle missing values in real data, obviating the need for elaborate preprocessing
steps. The algorithm is based on gradient-boosting decision trees, where decision trees are
constructed sequentially and assigned weights, which play a crucial role in XGBoost. These
weights are assigned to all independent variables and fed into the decision tree, with the
weights of the variables that are incorrectly predicted by the tree being increased and fed
into subsequent decision trees. The final prediction is the result of the integration of these
individual predictions, resulting in robust and accurate outcomes.
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LightGBM [66] is a gradient-boosting framework that is based on the widely used
decision tree algorithm. This framework is characterized by its fast speed, distributed
nature, and high performance. It uses a unique approach to growing decision trees, where
it grows by leaves and selects the leaf with the maximum incremental value. This approach
leads to several advantages, including reduced memory usage, decreased cost of parallel
learning, and a lower computational cost associated with calculating the gain per split in
the decision tree. These features make LightGBM a highly efficient and appealing choice
for various data analysis tasks.

The optimization of parameters is a crucial step in improving the performance of a
classification model. It entails determining the optimal settings for the input variables by
exploring a range of possible values. This process is typically accomplished through the
use of grid search and K-fold cross-validation. In grid search, various combinations of
parameter values are evaluated, and the best combination is selected based on the minimiz-
ing of the loss function on the training set. The "early stop" method, as proposed by [67],
can be employed to expedite the tuning process and identify the optimal combination of
parameters efficiently.

Recall, F1-score, and accuracy were chosen as evaluation metrics for multiple quartz
classifiers. Recall denotes how many of the samples predicted to be positive are true positive
samples. Precision denotes how many of the positive samples in the sample are predicted
to be correct. F1-score can be interpreted as a weighted average of recall and accuracy.
Furthermore, two evaluation metrics, namely confusion matrices and learning rate curves,
are introduced for evaluating classifiers. A confusion matrix provides a comprehensive
representation of the prediction results, where it categorizes the number of correct and
incorrect predictions and summarizes them [68]. The learning curve, on the other hand,
depicts the alteration of the model's performance scores on the training and validation
datasets as the size of the training set increases [69]. The learning curve can serve as a
diagnostic tool to detect overfitting or underfitting issues in the model.

3.3. Feature Importance Analysis

Feature importance analysis aims to quantify the relative importance of each feature
in making predictions by a model [70]. By conducting feature importance analysis, one can
gain a deeper understanding of the data distribution and enhance the interpretability of
the classification model. The results of the analysis can be used to improve the prediction
model. In this study, the SHAP method, which is a game-theoretic-based approach for
explaining the output of machine-learning models and enhancing their interpretability,
was utilized for the feature importance analysis. The fundamental principle of the SHAP
method is that the effect of individual features on the target variable is influenced by
both the features themselves and the complete set of features. To calculate the impact of
each feature, the SHAP method leverages combinations of various features. The average
absolute value of the impact of a set of features on the target variable can be used as an
indicator of their relative significance. It is worth noting that the results produced by the
SHAP method are model agnostic and do not depend on the particular model utilized.

4. Results
4.1. Tuning Parameters

Parameter selection represents a critical step in the development of machine-learning
models, as it significantly impacts model performance, generalization capabilities, and
computational efficiency, thus ensuring better alignment with specific datasets and problem
domains. Grid search, through a systematic exploration of the defined parameter combi-
nations, enables the evaluation of all feasible parameter values, ultimately leading to the
identification of the optimal parameter configuration. Furthermore, cross-validation pro-
vides an effective means to evaluate model performance and mitigate the risks associated
with overfitting. In this study, grid search and cross-validation techniques were chosen to
optimize the parameters. Detailed information regarding the parameters, their respective
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ranges, and the optimal values for XGBoost, LightGBM, and Random Forest can be found
in Table 2.

Table 2. Parameter ranges and selected parameter values for the three models.

Model Parameters Range Selected Parameters

Random Forest

N estimators 100–1000 600
Max depth 5–20 18

Min samples split 2–10 5
Min samples leaf 1–5 3

LightGBM

Learning rate 0–1 0.1
Max depth 3–12 3

Min child weight 1–10 2
N estimators 100–1000 600

XGBoost

Learning rate 0–1 0.1
Max depth 3–10 3

Min child weight 1–10 5
N estimators 100–1000 800
subsample 0.5–1.0 0.8

4.2. Output of Classifier Models

The three classifiers were trained on the pre-processed and data-enhanced dataset,
and the model parameters were optimized through a combination of grid search and
cross-validation, aimed at achieving optimal results. To visually assess the prediction
performance of the models, they were evaluated on the test set using metrics such as
precision, recall, F1-score, confusion matrix, and learning curve, respectively.

Learning curves are an important tool for evaluating models. The x-axis of learning
curves represents the size of the training set. The y-axis represents the model score, which
is generally defined as accuracy, and a higher score indicates better performance. Learning
curves are composed of two curves, the training score curve and the cross-validation score
curve on the validation set. Figure 6 shows the learning curves of three classifiers. The
difference between the training score curve and the cross-validation score curve is relatively
small in the three learning curves, indicating that there is no overfitting or underfitting
in the three classifiers (Figure 6). The score of the learning curve for the quartz classifier
based on the random forest is relatively low, indicating a relatively poor classification
performance (Figure 6a).

The three classifiers use the same test set. The average prediction accuracy of Random
Forest on the test set for eight deposits of quartz was 0.89. XGBoost had a relatively high
average prediction accuracy, which can reach 0.95. The prediction accuracy of LightGBM
was 0.93. In order to better understand the recognition effect of each classifier on different
types of samples, the accuracy, recall, and F1-score of the classifier for the eight deposits
were calculated. Figure 7 depicts the prediction accuracy, recall, and F1-score of the three
classifiers for eight deposits of quartz. As shown in Figure 7, the overall performance of
the random forest classifier is inferior compared to the other two classifiers. The recall and
prediction accuracy of the quartz classifier based on the random forest for the different
classes in the test set vary greatly, which further highlights the inefficiency of the random
forest in terms of prediction accuracy (Figure 7c). The classifier’s recognition of quartz
samples from the greisen deposit is poor, with the prediction accuracy of the random forest
being only 0.63 (Figure 7c). In contrast, the recognition of quartz samples from the epither-
mal and carlin deposits is more favorable, with XGBoost having the best performance and
achieving 100% recognition (Figure 7b).
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To further analyze the performance of the three classifiers, we utilized confusion
matrices. By considering the confusion matrices from the training set, test set, and ten-fold
cross-validation, a more comprehensive evaluation of model performance was provided.
Combining the results from the three confusion matrices, it can be observed that the random
forest classifier performs worse than the other two classifiers, while XGBoost exhibits the
best performance (Figure 8). As shown in Figure 8, quartz samples from epithermal, carlin,
orogenic, and granite deposits demonstrate good identification performance, indicating
that quartz from these types of deposits possesses distinctive trace element distributions.
However, these three classifiers struggle to effectively differentiate quartz from greisen
deposits and tend to misclassify it as quartz from pegmatite deposits. Similarly, there is a
certain probability that quartz from pegmatite deposits is incorrectly classified as quartz
from greisen deposits. The overlapping distributions of Al, Ti, Li, Fe, K, Na, and P trace
elements in quartz from greisen and pegmatite deposits, as illustrated in Figure 2, further
indicate the presence of similarities in their trace element distributions. This suggests that
quartz from greisen and pegmatite deposits may exhibit similar trace element distributions.
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(b) XGBoost. (c) Random Forest.
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(b) XGBoost (10-Fold CV), (c) LightGBM (10-Fold CV), (d) Random Forest (Training Set), (e) XGBoost
(Training Set), (f) LightGBM (Training Set), (g) Random Forest (Test Set), (h) XGBoost (Test Set),
(i) LightGBM (Test Set).
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5. Discussion
5.1. Feature Importance Analysis

This study presents an investigation of feature importance overlay bar charts for the
Quartz multiclass problem, utilizing three different classifiers: Random Forest, XGBoost,
and LightGBM. The feature importance overlay bar chart visually displays the relative
importance of each input variable in the classification model (Figure 9). The aim of this
analysis is to provide insights into the performance of each classifier in identifying sig-
nificant input variables and their respective contributions to the classification task. In
Figure 9, the features are arranged in descending order of importance based on their mean
SHAP values. A higher mean SHAP value indicates greater feature importance. In order
to enhance the reliability of the feature analysis conclusions, mean SHAP values of the
features were calculated using three machine-learning algorithms. Through three feature
importance analyses, it was found that among the eight features, P, Ti, Li, Ge, and Al have
a high contribution to the identification of quartz in eight tectonic settings. This finding is
consistent with previous related studies [10,11,41]. P and Ti are more important than other
trace elements, indicating a significant difference in the distribution of P and Ti in quartz
among the eight tectonic settings. P and Ti make a significant contribution to distinguishing
quartz from skarn, carlin, and greisen deposits, while they have a smaller contribution
to identifying quartz from pegmatite deposits. The mean SHAP value of Li in quartz
from pegmatite deposits is relatively high, indicating a unique Li element distribution in
quartz from pegmatite deposits. The mean SHAP value of Ge in quartz from orogenic
deposits is also relatively high, indicating a distinct Ge element distribution in quartz from
orogenic deposits. Fe and Ti have a higher contribution to distinguishing quartz from
granite deposits. P has a higher contribution to identifying quartz from epithermal and
Carlin deposits compared to other elements. The results suggest that the distribution of
certain trace elements, such as P, Ti, Li, Ge, and Al, in quartz varies significantly among dif-
ferent tectonic settings. This information can provide important insights into the geological
processes that led to the formation of these deposits.
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When using machine-learning models, features have a significant impact on the
prediction results. Not all features are necessary for prediction, and removing redundant
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features can improve model performance and reduce complexity. Based on the results
shown in Figure 9, it is evident that the feature importance of K and Na is significantly
lower than that of other features. Therefore, we chose K and Na as variables to investigate
the impact of feature selection on the quartz classification model. The results are depicted
in Figure 10. Based on Figure 10, we can conclude that the selection of K and Na as features
has a minimal influence on the final results of XGBoost. This demonstrates the robustness
of the quartz classification model based on XGBoost. As shown in Figure 10, retaining Na
and K as features is beneficial for the model's predictive performance, albeit not playing a
crucial role. Consequently, we ultimately decided to retain K and Na as features.
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feature compositions. The red asterisks represent the mean of the ten-fold cross-validation accuracy,
while the black dots represent the standard deviation of the ten-fold cross-validation accuracy.

The SHAP summary plot of the tectonic environments ranks the features in a top-
down manner based on the sum of SHAP values across all individuals. Additionally,
the plot illustrates the impact of the concentration of each element on the output of the
classifier. The red and blue colors in the plot indicate high and low concentrations of the
corresponding element for each individual, respectively. Given the good performance of
the XGBoost classifier in identifying quartz, its SHAP summary plot is used as an example
for analysis (Figure 11). Ti makes the greatest contribution to the discrimination of quartz
from the greisen deposit (Figure 11a). In identifying quartz from epithermal deposits,
high P values make the greatest contribution, while high Al values also have a certain
contribution (Figure 11b). Low Ti values make the greatest contribution to the distinction of
quartz in Carlin deposits, while high Al values also have a certain contribution (Figure 11c).
Carlin-type gold deposits are classified as low-temperature deposits, and according to the
TitaniQ geothermometer [5], they exhibit lower Ti concentrations. Furthermore, during the
formation process of quartz in Carlin-type gold deposits, there exist acidic hydrothermal
fluids enriched with Al ions, which enhance the absorption of Al ions by quartz crystals [71].
In the case of quartz discrimination in porphyry deposits (Figure 11d), a significant con-
tribution is attributed to high Ti values. This is because porphyry deposits are classified
as high-temperature ore deposits, and according to the TitaniQ geothermometer [5], they
exhibit elevated concentrations of Ti. Discrimination of quartz in pegmatite deposits relies
on high Li values (Figure 11e). This may be due to the fact that lithium content in quartz is
a good indicator for predicting lithium mineralization, and there is quartz from Borborema
pegmatite in the dataset, and lithium mineralization occurs in the deposit where the quartz
of Borborema pegmatite is located [72]. Low P and low Ti values make a significant con-
tribution to the discrimination of quartz in skarn deposits (Figure 11f). High Ge values,
partially low Li values, and partially low P values make a significant contribution to the
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distinction of quartz in orogenic deposits (Figure 11g). This could be attributed to the
relatively common substitution of Ge4+ for Si4+ in quartz within certain orogenic gold
deposits. In distinguishing quartz in granite deposits, partially high Ti values make the
greatest contribution and partially low Fe values determine the distinction of quartz in a
small number of granite deposits (Figure 11h). The results presented in Figure 11 provide
evidence for the distinct geochemical characteristics of quartz in different types of ore
deposits, effectively explaining the variations observed in the models.
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Spearman correlation is a non-parametric alternative to Pearson correlation that is
more effective in handling non-linear, non-normally distributed data, and outliers. Calcu-
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lating Spearman correlation coefficients between trace elements in quartz from different
deposits helps uncover the relationships between these trace elements (Figure 12). Positive
values in the figure indicate a positive correlation, while negative values indicate a negative
correlation. In Figure 12, a strong positive correlation between Al and Li is observed in
quartz. The correlation between Al and Li concentrations in quartz is documented in
the literature, often attributed to the presence of trivalent Al leading to positive charge
defects [73]. For most quartz samples from different ore deposits, there is no apparent
correlation between Al and Ti (Figure 12a,b,c,f,g,h). This suggests that the substitution of Ti
and Al for silicon ions occurs independently and may not influence each other. Similarly, Ti
does not exhibit a significant correlation with other trace elements in quartz from most ore
deposits (Figure 12a,b,c,f,g,h). This may be because Ti primarily occurs in the tetra-valent
state and does not require charge compensation from interstitial cations. In most deposits,
there is no significant correlation observed between Al and P, as well as between Ti and Ge
in quartz (Figure 12a–h). This suggests that the substitution of Si4+ by Ti4+ and Ge4+ or by
Al3+ and P5+ does not dominate in quartz from any deposit type. In epithermal, porphyry,
and granite quartz, there is no significant correlation between Al concentration and Ge
concentration, and there is no significant correlation among other elements (Fe, Na, Al, and
K) (Figure 12a,d,h), which aligns with similar conclusions found in the literature [17]. In
addition, in Figure 12, we also observed a positive correlation between Al and (Li, Na, and
K) in the hydrothermal quartz from epithermal, orogenic gold, and porphyry deposits, as
well as in quartz from granite deposits. However, the correlation between Na and Al is less
pronounced (Figure 12a,d,g). This can be attributed to the fact that the Li+ concentration
in quartz from these types of deposits is too low to balance the positive charge defects
caused by Al3+ and other trivalent cations doping in the Si lattice. This requires compen-
sation from other cations such as K and Na, with Li+ and K+ primarily serving as charge
compensators for Al3+. In quartz from pegmatites, there is a strong positive correlation
between Al, Fe, Ti, Li, Na, and K (Figure 12e). This is likely attributed to the occurrence of
a single substitution of Ti4+ for Si4+ and compensatory substitutions primarily involving
Al3+ and Fe3+ in pegmatitic quartz. However, neither of these substitution mechanisms
dominates in abundance. As depicted in Figure 12, quartz from various ore deposits does
not exhibit a strong positive correlation between P and Al or Fe. This suggests that the dual
substitution of Al3+ and P5+ for Si4+ is not commonly observed in quartz. In skarn and
orogenic quartz, a positive correlation is observed between Ge and Al, as well as between
Ge and Li (Figure 12f,g). This positive correlation can be explained by the competitive
occurrence of a single substitution of Ge4+ for Si4+ and a compensatory substitution of
Al3+ for Si4+. Based on the observations above, it can be noted that despite variations
in the concentrations of trace elements in most mineral deposits, there is still a general
consistency in their relationships. This suggests the existence of underlying geochemical
processes that control the distribution and incorporation of these trace elements into quartz,
which are not strongly related to specific deposit types. These processes may involve charge
compensation during hydrothermal infiltration, substitution mechanisms, and competition
between elements.

5.2. Discriminant Diagram Based on Machine Learning

The binary or ternary plots used to differentiate quartz based on partial sample
features are ineffective due to the insufficient feature information available. Dimensionality
reduction is a valuable technique for reducing high-dimensional feature data to a lower-
dimensional space, which can be used to describe and visualize the distribution of data
samples. The t-distributed Stochastic Neighbor Embedding (t-SNE) algorithm is widely
used for the dimensionality reduction visualization of various data due to its excellent
dimensionality reduction visualization effect [40]. In this study, we propose a visualization
method for a quartz classifier based on t-SNE and XGBoost (Figure 13). This process
involves using t-SNE to reduce the high-dimensional feature data of quartz samples to a
two-dimensional representation, followed by training an XGBoost-based classifier using
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this reduced data. To construct decision boundaries, a large number of equally spaced
coordinates are selected on the two-dimensional plane, which is then classified using the
trained classifier. Finally, the reduced quartz data are projected onto the two-dimensional
plane for visualization. This approach enables us to effectively visualize the distribution of
quartz samples and their classification results.

Figure 12. A Spearman correlation heatmap of trace elements in quartz from various deposits.
(a) epithermal. (b) greisen. (c) carlin. (d) porphyry. (e) pegmatite. (f) skarn. (g) orogenic. (h) granite.
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Figure 13. A decision plane drawn using XGBoost and t-SNE.

6. Conclusions

In this study, quartz classifiers were developed based on three machine-learning al-
gorithms: random forest, XGBoost, and LightGBM. The Shapley Additive exPlanations
algorithm was applied to explain the quartz classifiers and analyze feature importance.
Spearman correlation coefficients were also calculated to determine the correlations be-
tween trace elements. Additionally, the results were visualized as a two-dimensional plane
using XGBoost and t-SNE to further demonstrate the effectiveness of machine-learning-
based quartz classification. It was found that good performance in multiple evaluation
metrics, including recall, accuracy, confusion matrix, and learning curve, was achieved by
these three classifiers. In the dataset, the machine-learning-based method outperformed
traditional quartz genesis classification models. The Shapley Additive exPlanations algo-
rithm helped to better analyze the hidden relationships between trace elements and quartz
formation environments. Through feature importance analysis, the ranking of influential
trace elements was found to vary in different deposits. Notably, the contribution of P and
Ti in distinguishing certain quartz deposits highlights the importance of these elements in
the mineralization process. This study identifies the key geochemical indicators in quartz
that can be used to distinguish various types of ore deposits, such as Ti in greisen and
porphyry deposits, P in Carlin, skarn and epithermal deposits, Ge in orogenic deposits, and
Li in greisen and skarn deposits. These trace elements can serve as useful indicators for
identifying the specific type of ore deposit present in a given quartz sample. Furthermore,
we conducted a detailed analysis of the impact of varying concentrations of trace elements
on the identification of quartz deposits. This allowed us to determine the influence of
different combinations and concentrations of trace elements on quartz identification, as well
as the trends in identification results with changes in trace element content. The analysis of
Spearman correlation coefficients between trace elements in quartz from various deposits
revealed significant findings. A strong positive correlation was observed between Al and
Li concentrations, indicating the influence of trivalent Al and positive charge effects. In
various types of quartz, the substitution of Ti and Al appears to occur independently, as
there is no significant correlation observed between them. In hydrothermal quartz and
granite quartz, a stronger positive correlation was found between Al and elements such as
Li, Na, and K. This can be attributed to low Li+ concentrations that require compensation
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from other cations. In skarn and orogenic ore deposits, a positive correlation is observed
between Ge and Al, as well as between Ge and Li, suggesting a competitive occurrence
of a single substitution of Ge4+ for Si4+ and compensatory substitutions involving Al3+
and Li+ for Si4+. The findings provided new insights into the relationships between trace
elements and quartz genesis, as well as the effects of different trace element combinations
and concentrations on quartz identification. It is believed that this study can contribute to
the development of new methods for identifying quartz in different deposits.
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