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Abstract: For industrial flotation foam image processing, accurate bubble size measurement and
feature extraction are very important to optimize the flotation process and to improve the recovery
of mineral resources. This paper presents an improved algorithm to investigate mineral flotation
foam image segmentation for mineral processing. Several libraries implemented for the Python
programming language are used for image enhancement and compensation, quantitative analysis
of factors influencing the image segmentation accuracy, and suggestions for improvement of the
flotation foam image processing. The bubble characteristics-size and morphology-and the influence
of the flotation conditions on the flotation foam image are analyzed. A Python implementation of the
Retinex image compensation method-region-adaptive and multiscale-is proposed to address known
issues of uneven illumination and shadows affecting flotation foam images, thereby improving
brightness uniformity. Finally, an improved version of the watershed segmentation algorithm
included in the Python Open Source Computer Vision library is used for segmentation analysis.
The accuracy of the flotation foam image segmentation is 3.3% higher than for the standard watershed
algorithm and the segmentation time is 9.9% shorter.

Keywords: flotation foam; image processing; image segmentation; machine vision; intelligent

1. Introduction

Mineral resources are extremely important for human development. They represent
critical materials for the industry, and they ensure security, economic growth and self-
sufficiency for a country. China has a long history of mineral resource exploitation. The
mineral industry has not only accelerated the Chinese urbanization process, but it has also
allowed for the coordinated development of Chinese regions and has been fundamental
for employment and social stability [1]. Mineral resources are non-renewable Because
of increasing consumption and intensive exploitation of larger, more accessible deposits,
new extraction methods focus on smaller deposits of finer, lower-grade ore. Concurrently,
extraction efficiency is constantly improved to increase the quantity of available mineral
resources. Mineral flotation is the most widely used technology in the mineral processing
industry. It was developed in the late 19th Century and gradually applied to industrial
production in the early 20th Century. Since then, flotation equipment and technology have
been investigated and regularly improved [2].

Currently, more than half of the non-ferrous metal ore is extracted using froth flotation
processes. Froth flotation is a method of mineral separation that differentiates minerals by
their surface physical and chemical properties. Despite extensive worldwide research on
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flotation processes, there is currently no mathematical model to characterize such processes
accurately or to optimize flotation control [3].

In China, current flotation processing sites rely on human observation to determine
the state of the flotation foam and to adjust the dosage and ventilation volume. This
method is not appropriate to meet the current demand in mineral separation for social and
economic development [4] and to comply with current requirements of energy saving and
emission reduction for climate change mitigation. Surface characteristics of flotation foams
strongly depend on the flotation conditions and can be used as indicators. Automating the
analysis by replacing human observation and combining data acquisition, processing, and
display into a single computer operation would greatly simplify the extraction process [5].
Flotation process parameters can be characterized more clearly from the visual features of
a computer-generated foam image. These results can then be used to build a prediction
and monitoring model of the flotation system, in order to achieve flotation process control
and real-time detection, thereby improving flotation efficiency and reducing errors caused
by manual observation [6]. Indeed, although experienced operators can infer the flotation
system operation status from the foam, more subtle structural changes in the foam cannot be
diagnosed manually. Therefore, stability detection and real-time regulation of the flotation
system are difficult to achieve [7,8].

Since the late 20th Century, extensive research has been conducted worldwide to
replace manual monitoring with machine vision. The European Union—within the Euro-
pean Strategic Programme on Research in Information Technology/Long Term Research
framework—launched the “Machine Vision-based Bubble Structure and Color Representa-
tion” project, involving several universities and companies in Finland and Sweden [9,10].
Wang et al. [11] proposed using valley edge detection and tracking to segment foam images.
High-illumination points were used to define illumination thresholds for foam bubble
classification, then valley bottom edges were tracked in four directions [11]. Citir et al.
proposed a two-iteration method for bottom edge tracking, first using pixel minima to
mark local regions, then applying the results to refine the edges [12]. Sadr-Kazemi and
Cilliters [13] applied the morphological watershed method to flotation foam segmentation.
Their robust method used histogram equalization and the “marker” concept—the maxima
within the foam bright spots become the identifiers [13]. Bonifazi et al. also applied the
watershed method to flotation foam segmentation analysis [5]. Forbes postulated that the
combination of texture feature analysis and the watershed method could improve segmen-
tation accuracy [14]. Zhang et al. proposed a watershed segmentation algorithm based on
optimal labeling for bubble size measurement [15]. Lezoray et al. proposed an unsuper-
vised clustering classification and region-merging method for color image segmentation,
which achieved good results [16].

Despite extensive research, the high accuracy of foam image processing is difficult
to achieve for all working conditions and in complex environments [17]. Therefore, the
complexity and specificities of flotation foam must be studied. Accurate measurements
of the flotation foam bubble size are especially important [18]. Recently, the industrial
technology for machine vision monitoring and control has become largely automated. To
fully exploit limited mineral resources—such as lean ore or refractory mineral dressing—
and to improve their recovery and utilization rates, technologies using machine vision
must be applied to mineral flotation detection.

This paper presents an in-depth analysis of flotation foam generation mechanisms
and of the correlation between bubble size and working conditions. To improve the
characterization—size and morphology—of foam bubbles and the measurement accuracy,
the paper defines several methods to evaluate flotation foam image properties—clarity,
illumination uniformity, and multiscale enhancement. Furthermore, an adaptive foam
image segmentation method is proposed for parameter measurement. Finally, segmentation
accuracy and efficiency are assessed to improve the accuracy and robustness of the flotation
foam segmentation algorithm [19].
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2. Error Analysis and Characterization of Flotation Foam Images

The flotation process is the separation of minerals from finely ground ore at a liquid–
gas interface. The foam bubble properties—structure, stability, size, shape and number—all
affect mineral flotation. For example, even if the ore selection conditions are suitable for
flotation, improper adjustment of the foam bubble shape might negatively influence flota-
tion. Flotation foam characteristics are adjusted by modifying the physical and chemical
conditions during the flotation process.

2.1. Factors Influencing the Flotation Foam

The characteristics of mineral flotation foam depend mainly on the flotation agent, the
pulp concentration, the mineral particle size, the wind pressure, the foam layer thickness
and the work environment. For example, the lighting conditions in a milling plant influence
the flotation conditions. Furthermore, industrial flotation is a mechanized process that
generates noise, with a possible effect on the flotation image bubble extraction accuracy [20].
Therefore, flotation foam image denoising is an important step of the flotation process.

The qualitative relationship between the flotation operation variables and the foam
bubble morphology is shown in Table 1.

Table 1. Relationship between flotation operation variables and foam bubble morphology.

Operation Variable Description Bubble Characteristics

The amount of foaming agent is large Bubbles are small and bubbles are stable

Small amount of foaming agent Bubbles are large and bubbles are unstable

The more inhibitor The bubbles are small and round, and the foam
load is small

The less inhibitor Bubbles are large, elliptic, sticky and
slow moving

The pH value of the pulp increases Bubble increase

The pH value of the pulp decreases Bubble decreases

High pulp concentration The bubbles are large, elliptic, slow moving
and high bearing rate

Low pulp concentration The bubbles are small, round and unstable

Air pressure is high The bubbles are large, elliptic, fast and
low mineralization

Air pressure is down Bubbles are small, round, slow and
highly mineralization

2.2. Compensation of Machine Vision Errors during the Flotation Process
2.2.1. Model Definition for Machine Vision Image Recognition

Statistical modeling provides new possibilities for automatic detection, measurement,
analysis and identification of flotation foam images with the random accumulation of
mineralized bubbles at the surface. Currently, most statistical image models use parameter
quantization methods, because they are simple to implement and easy to understand [21,22].
A schematic representation of statistical image modeling by parameter quantization is
shown in Figure 1.

During the statistical image modeling process, a specific mathematical image trans-
formation is applied to the original image pixels. The statistical pixel distribution analysis
is then performed in the transform domain. The most common image transformation
operators for industrial mineral processing are the wavelet transform, the Gabor filter, and
high-order Gaussian derivative filter banks. Empirical probability density functions are
then used to fit the statistical pixel distribution and characterize the image.
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Figure 1. Schematic diagram of statistical image modeling by parameter quantization.

2.2.2. General Principle for Statistical Analysis of Flotation Foam Images

An image, as perceived by the human body, is a form of physical information (light) col-
lected and interpreted by the eye–optical nerve–visual cortex processing system. A digitized
(computerized) image, such as the foam image shown in Figure 2, is stored only as a two-
dimensional pixel value matrix. Specific information on the image—shapes, granularity—
or on the physical process—uneven foam surface, specific flotation conditions—is not
included. Therefore, the purpose of machine vision monitoring is to allow the computer to
emulate the observation capabilities of the human visual system. If the algorithm is accurate
enough to automatically derive surface information from the foam images, flotation control
and flotation process operations can be automated.
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2.2.3. Flotation Foam Image Spectrum Characteristics

For an observation system, the pixels composing a digital image represent discrete
point sources. Mathematically, point sources can be represented by the Dirac delta function
(or distribution). The two-dimensional delta function δ(x, y) can be expressed as:

x

x,y
δ(x, y)dxdy = 1 (1)

By definition, δ(x, y) = ∞ when x = 0 and y = 0, and its value is zero everywhere else.
The δ function is a generalized function over the real numbers. Therefore, for any function
f (x, y) that is continuous at a point (x0, y0), the function value at that point is expressed as:

x

x,y
f (x, y)δ(x− x0, y− y0)dxdy = f (x0, y0) (2)
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Assuming f (x, y) is an analog image, its amplitude f and coordinates x and y must be
discretized to convert it into a digital image for computer image processing. This digital
image is the matrix form—obtained by sampling and quantization—of the continuous,
analog f (x, y). If f (x, y) is sampled on a uniform grid with sampling intervals ∆x and ∆y
in the x direction and y direction, respectively, the coordinates of the sampling points on
the image are x = m∆x and y = n∆y, where m and n are signed integers. The sampling
function for one point is defined by a δ function. The discrete image sampling function
s(x, y) is thus:

s(x, y) =
∞

∑
m=−∞

∞

∑
n=−∞

δ(x−m∆x, y− n∆y) (3)

The sampled image f s(x, y) is the product of the original simulated image f (x, y) and
the sampling function s(x, y):

fs(x, y) = f (x, y)s(x, y) (4)

To obtain the image spectrum, the Fourier transform operator is applied to both sides
of Equation (4). We define the Fourier transforms of f (x, y) and s(x, y) as F(u, v) and S(u, v),
respectively. Applying the convolution theorem, the Fourier transform of fS(x, y) is then
expressed as:

Fs(u, v) = F(u, v) ∗ S(u, v) (5)

Equation (5) can be written in its specific integral form as:

Fs(u, v) =
1

∆x∆y

∞∫
ω=−∞

∞∫
ω=−∞

F(ω1, ω2)
∞

∑
m=−∞

∞

∑
n=−∞

δ(u−ω1 −m∆u, v−ω2 − n∆v)dω1dω2 (6)

After calculation, Equation (6) becomes:

Fs(u, v) =
1

∆x∆y

∞

∑
m=−∞

∞

∑
n=−∞

F(u− m
∆x

, v− n
∆y

) (7)

Equation (7) shows that the spectrum of the sampled image is composed of the
original continuous image spectrum and of an infinite number of periodic translation
spectra. Therefore, the spectrum derived from the foam image by Fourier transform gives
the energy of all frequencies forming the image. The number of frequencies corresponds to
the number of pixels in the spatial domain image.

We consider the following continuous image function:

f (x, y) = [3 sin(2πn1x +
π

3
) + 4 cos(2πn2x)] · [3 sin(2πn1y +

π

3
) + 4 cos(2πn2y)] (8)

The sampled image and the Fourier spectrum of f (x, y) corresponding to scheel-
ite, coal gangue and lead-zinc ore flotation foams for n1 = 3 and n2 = 4 are shown
in Figures 3–5, respectively.

The autocorrelation function of an image characterizes distance and orientation corre-
lations between pairs of image pixels. Thus, the image spectrum is directly related to the
autocorrelation function. By examining the spectra in Figures 3–5, we conclude that there
are correlations between image pixels for each mineral. Therefore, determining the image
autocorrelation function would yield information on the image.
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transform spectrum ((right), with x, y and z in arbitrary units).

We define a foam image I(x, y) and its Fourier transform Î(ξ, η). The frequency energy
spectrum A(f ) is equal to | Î2(ξ, η)|, where f =

√
ξ2 + η2 is the direction of average energy

in the frequency domain. The spectrum A and the spatial frequency f are related by:

A = b/ f a (9)



Minerals 2022, 12, 1126 7 of 17

This is equivalent, in logarithmic coordinates, to:

log A = log b− a log f (10)

Because the image spectrum shows the same energy in each frequency band, the image
is scale-invariant.

E f−2 f =
x

f 2≤ξ2+η2≤(2 f )2

∣∣∣ Î2(ξ, η)
∣∣∣dξdη =

∫ 2 f

f
2 ∗ π ∗ x ∗ const

xa/2 dx (11)

Substituting the approximate value of constant a (a = 2) into Equation (11), we note
that Ef-2f depends only on frequency. To investigate the frequency spectrum of flotation
foam images, an image database containing images acquired under different flotation
production conditions is first constructed. The size of each image is 300 × 300 pixels with
256 levels of gray (8-bit coding).

2.2.4. Retinex Image Compensation

The Retinex—composite of retina and cortex —theory was developed by E. H. Land
in 1963 [23]. It is used for image enhancement under varying illumination conditions [24].

Jobson et al. later defined a multiscale version of the Retinex algorithm [25]. By
adjusting a scale parameter, the algorithm produces de-illuminated images at different
scales. The final output is expressed as:

R(x, y) =
N

∑
k=1

Wk{log S(x, y)− log[S(x, y) ∗ Gk(x, y)]} (12)

where N represents the number of scales and Wk is the weight corresponding to scale k. For
N = 1—when W1 = 1—the algorithm reverts to the standard single-scale Retinex algorithm.

When performing operations in the logarithmic domain, pixel values can become
negative or fall outside of the display range. To ensure that the range of values is suitable
for display, a compensation operation—consisting of a translation and a compression—is
often applied to the initial range. For the output image RMi of the multiscale Retinex
algorithm at scale Mi (for color spectrum component i), the “compensated” image is:

R
′
Mi(x, y) = GRMi (x, y) + b (13)

where G is the gain (compression factor) and b is the compensation (translation value). A
common compensation method is the automatic gain compensation method, for which a
linear stretching is applied to the range of gray values to map values outside of the range
onto a new range suitable for display. The mapping operation is defined as:

R
′
Mi
(x, y) =

RMi (x, y)− Rmin

Rmax − Rmin
× dmax (14)

where R’Mi is the image obtained after linear gray stretching, Rmin and Rmax are the mini-
mum and maximum gray values of the input image, respectively, and dmax is the dynamic
gray value range of the output display device. For 8-bit devices, the maximum number of
gray values is 255 and the gain and compensation are constant:

G =
dmax

Rmax − Rmin
, b = − Rmin

Rmax − Rmin
(15)

To improve the image appearance on the display, it is generally necessary to truncate
the gray value range of the original image by excluding the minimum and maximum gray
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values of each color spectrum component, then to stretch the truncated range onto the
dynamic range of the display device:

R
′
=

Rci − Rlow
Rup − Rlow

× dmax (16)

where Rci is the output gray value corresponding to Ri after truncation, and Rlow and Rup
represent the minimum and maximum truncated gray values, respectively. The final gray
value range—after truncation and stretching—is [Rlow, Rup] and the gain and compensation
are constant:

G =
dmax

Rup − Rlow
, b = − Rlow

Rup − Rlow
(17)

2.2.5. The LoG Edge Detection Operator

The Laplacian of Gaussian (LoG) operator is often used in edge extraction and bina-
rization of digital images. A target image is first smoothed using a Gaussian filter, then
the image Laplacian—second-order derivative—is calculated to enhance the image fea-
tures. Finally, the edges are determined by detecting zero crossings—where the values
of neighboring pixels change sign—in the filtered image. The zero-crossing points of the
Laplacian (second-order derivative) correspond to the local maxima or minima of the first-
order derivative. If necessary, the detected edge positions can be refined at the subpixel
resolution level using a linear interpolation method.

The edge detection algorithm is detailed hereafter:

(1) Image Smoothing

The image f (x, y) is smoothed with a two-dimensional Gaussian filter that approxi-
mates the characteristics of the human visual system:

G(x, y) =
1

2πσ
exp(− 1

2πσ2 (x2 + y2)) (18)

G(x, y) is a circular symmetric function. The strength of the smoothing is controlled by
the scale parameter—standard deviation—σ. A smoothed image is obtained by convolving
the initial image f (x, y) with the Gaussian filter:

g(x, y) = f (x, y)× G(x, y) (19)

(2) Image Enhancement

After Gaussian smoothing, the Laplacian operator is applied to the smoothed image
g(x, y) to calculate the second-order image derivative:

h(x, y) = ∇2( f (x, y)× G(x, y)) (20)

(3) Edge Detection

The edge detection criterion is a change of sign of the second-order derivative, i.e.,
between adjacent pixels—the zero-crossing points—in the filtered image h(x, y), correspond-
ing to local maxima or minima of the first-order derivative. Practically, only zero-crossing
points with a first-order derivative greater than a fixed threshold are selected as edge
points to avoid the detection of non-significant edges. Applying the Laplacian operator
to the smoothed image g(x, y) is equivalent to applying the Laplacian to the Gaussian
operator and convolving the result with the initial image f (x, y). Therefore, Equation (20) is
equivalent to:

h(x, y) = f (x, y)×∇2G(x, y) (21)
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∇2G(x, y) is the LoG filter, defined as:

∇2G(x, y) =
∂2G
∂x2 +

∂2G
∂y2 =

1
πδ4 (

x2 + y2

2δ2 − 1) exp(− 1
2δ2 (x2 + y2)) (22)

Second-order derivative filters are very sensitive to noise. By applying a Gaussian
smoothing filter before the Laplacian sharpening filter, the image noise is smoothed out
before edge detection, resulting in better detection performance. Results of the edge
detection algorithm for flotation foam images of scheelite, coal gangue and lead-zinc ore
are shown in Figures 6–8, respectively.
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2.3. Screening and Analysis of Factors Influencing the Flotation Process
2.3.1. Image Preprocessing

(1) Grayscale Transformation

A grayscale transformation is a point-by-point image transformation that corrects the
pixel gray values of the original input image to determine a corresponding output gray
value for each pixel. The general expression is:

s = T(r) (23)

where T is the grayscale transformation function, R is the matrix of gray level values before
transformation, and S is the output matrix containing the transformed gray values.

If T is determined, then the output gray values are also known. The properties of
function T determine the effect of the grayscale transformation.

(2) Gray-Level Histogram

The histogram of a grayscale image counts the number of image pixels for each gray
level value. When divided by the total number n of image pixels, the resulting normalized
histogram also represents the probability density function p(rk)—in the interval [0, 1]—for
each gray value rk and directly reflects the occurrence probability of each gray value. For an
image with n = 256, if nk is the number of pixels with a gray value rk, then the occurrence
probability of rk is:

p(rk) =
nk
n

, (k = 0, 1, · · · , L− 1, nk ≥ 0) (24)

where L represents the odd gray level in the image.
The histogram is easily calculated by counting the number of pixels for each gray level

and sorting them in ascending order of gray value. The Open Source Computer Vision
(OpenCV) library is a software package dedicated to machine vision and developed for the
Python open-source programming language. OpenCV provides a histogram calculation
function (calcHist) that calculates gray-level histograms for multiple images, multiple
channels and different ranges of gray values simultaneously. The histograms calculated
with calcHist for flotation foam images of scheelite, coal gangue and lead-zinc ore are
shown in Figures 9–11, respectively.
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Histograms form the basis of image recognition. Figures 9–11 clearly show marked
histogram differences between the gray-level distributions of the three flotation foams. Such
information is fundamental for parameter adjustment in the next image processing step,
thereby strongly improving the efficiency and accuracy of the image recognition algorithm.
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2.3.2. Linear Regression Model for Factors Influencing the Flotation Process

NumPy is the most widely used numerical analysis library for scientific computing
in Python. NumPy provides high-level mathematical functions and algorithms and is
very useful to build linear regression models. Furthermore, to eliminate model errors
caused by algorithm randomness, the scikit-learn package—a Python package for machine
learning—was used to simulate observations, train and evaluate the model independently,
and assess the possibilities for further model optimization [26,27]. Unary linear regression
models for light and noise intensity were built and trained on the dataset. Output models
derived for light and noise intensity from 1000 simulation experiments are shown in
Figures 12 and 13, respectively.
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There are discrepancies between the regression models and the data, notably for the
noise intensity. This is expected because light and noise intensity are only two of the
main factors affecting image segmentation. Without accounting for other factors such as
dosage, pulp density, wind pressure, and foam layer thickness, the fitted values necessarily
differ from the original data. To evaluate the quality of the regression models and the
correlation between influencing factors and segmentation accuracy, the goodness-of-fit is
estimated from the coefficient of determination and the linear correlation is evaluated from
the correlation coefficient. Results for the light and noise intensity models are shown in
Table 2.

Table 2. Coefficients of determination and correlation coefficients for both regression models.

Influence Factor Coefficient of Determination Coefficient of Association

Noise intensity 0.6764 −0.7639
Light intensity 0.9431 −0.9169

Table 2 shows that the coefficient of determination for light intensity is higher than 0.9,
indicating high goodness-of-fit, whereas the coefficient of determination for noise intensity
is lower than 0.7, indicating low goodness-of-fit. The absolute value of the correlation
coefficient for light intensity is also higher than 0.9, indicating a strong linear correlation.
The corresponding value for noise intensity is higher than 0.75, also showing a good linear
correlation. However, because of the low goodness-of-fit for the noise intensity regression
model (67.64%), only light intensity is considered hereafter.

3. Improvement of the Watershed Segmentation Algorithm Using the OpenCV Library

Image segmentation is an important part of image analysis. To retrieve and measure
all features of interest from the full image, the original must be separated into meaningful
subsets or regions.

3.1. The OpenCV Watershed Segmentation Algorithm

The purpose of image thresholding is to separate the pixel set into subsets defined by
their gray level value, with each subset or region corresponding to the real scene. Each
region is described by consistent internal attributes that are different from those of adjacent
regions. Subsetting can be achieved by selecting appropriate gray-level thresholds [28].

The watershed algorithm in OpenCV improves on the original algorithm by adding a
preprocessing step: converging and non-converging valleys are selected before segmenta-
tion. To avoid a known oversegmentation issue affecting the original watershed algorithm,
OpenCV uses a series of predefined markers to guide the image segmentation definition.
As input, the OpenCV algorithm requires a labeled image for which pixel gray values are
32-bit signed positive numbers and each non-zero pixel represents a label.
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During the segmentation process, the top regions of the bubbles are identified first
and optimal structural elements are selected using an adaptive segmentation parameter se-
lection method. Then, the output of the watershed algorithm is obtained by morphological
processing of the foam image, which becomes coarsely segmented.

Uneven bubble mixing produces under- and oversegmented regions. To minimize
this effect, we use a fuzzy texture spectrum algorithm—with good real-time texture feature
extraction and area segmentation (fuzzy c-means clustering algorithm)—and a support
vector machine for regional identification. After identifying undersegmented and overseg-
mented areas, finer segmentation is applied to the undersegmented areas. This method can
effectively be used to solve the problem of inappropriate segmentation [29].

3.2. Flow Improvement for the OpenCV Watershed Segmentation Algorithm

As mentioned in Section 3.1, the foam image is first clustered with the Fuzzy C-means
clustering algorithm—implemented in the “fuzzy-c-means” Python module [30]—and the
top regions of the bubbles are identified. An adaptive segmentation parameter selection
method is used to select the optimal structural elements, morphological processing is
applied to the foam image to derive the watershed algorithm output image, then the foam
image becomes coarsely segmented. The algorithm flow is shown in Figure 14.

3.3. Comparison of Experimental Results from Segmentation Simulations

For this analysis, a library of 80 flotation foam images acquired in December 2021 was
selected from the image database of a lead-zinc mine in Yunnan Province. The selected
images were extracted from video footage recorded during two work shifts in different
working conditions. Because the images show a flotation foam without background non-
uniform adhesion, segmentation must meet the real-time performance requirements of the
flotation process. To evaluate the segmentation performance, this manuscript compares the
original and improved versions of the OpenCV watershed segmentation algorithm with
the result of expert manual segmentation.

Full evaluation of the algorithm performance includes a subjective evaluation and
an objective assessment. The subjective evaluation is conducted by skilled personnel who
visually evaluate the segmentation results. The objective evaluation is a statistical analysis
of the automatic segmentation results using expert manual segmentation as a reference.
A segmentation evaluation index k is defined to compare the automatic segmentation
algorithms and the manual segmentation reference:

k = 2× N(M ∩ S)
N(M) + N(S)

× 100% (25)

Here, M and S are the results from expert manual segmentation and from the automatic
segmentation algorithms, respectively; the intersection M∩S represents the segmentation
regions common to the manual and automatic results; and N represents the number
of regions identified during the manual—N(M)—and automatic—N(S)—segmentation
experiments or common to both—N(M∩S). Operation time is also compared.

An image acquired in typical working conditions is randomly selected from the
80-image library for a segmentation simulation. The original gray image is shown in
Figure 15a and the enhanced image after Retinex compensation is shown in Figure 15b.
Segmentation results for the standard watershed segmentation algorithm are shown in
Figure 15c. Results for the improved watershed segmentation algorithm proposed in
this paper, after enhancement with the Retinex image compensation method, are shown
in Figure 15d. For the selected image, representative of typical working conditions, the
standard watershed algorithm segments the foam image into 55 bubbles, but the improved
watershed algorithm yields 66 bubbles.
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The difference between the standard and improved versions of the watershed seg-
mentation algorithm is apparent in Figure 15c,d. Both versions yield good results, with
generally accurate segmentation of the foam image into conventional regions. In good
working conditions, segmentation results are similar for both algorithms. However, the
selected image (Figure 15a) includes several bright spot areas near the edges of the frame.
In this case, operating assumptions for the watershed algorithm are not met. Thus, uneven
illumination causes improper segmentation for both algorithm versions relative to the man-
ual segmentation reference, but with comparatively better performance of the improved
watershed algorithm. The improved algorithm developed in this work is markedly more
robust and accurate, and yields results closer to manual segmentation. Therefore, it is more
suitable for foam image segmentation under less favorable working conditions.

3.4. Statistical Analysis of the Segmentation Simulation Results

Simulation results for the standard and improved versions of the watershed segmen-
tation algorithm are given in Table 3.

Table 3. Evaluation of the segmentation results for the standard watershed algorithm and for the
improved version defined in this work.

Algorithm Mean Split Time (s) Average Segmentation
Accuracy (%)

Watershed algorithm 5.863 88.73
Improved watershed algorithm 5.285 92.06
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To compare the real-time performance of both algorithms, 50 flotation foam images
were randomly selected for segmentation from the image library. To reduce the manual
segmentation error, the results of five manual segmentation operations were averaged to
produce a reference segmented image. Segmentation accuracy relative to the reference
and operation time is calculated for both algorithms. As seen in Table 3, the accuracy of
the improved watershed algorithm is 3.3% higher than that of the standard algorithm and
the operation time is reduced by 9.9%. Segmentation results from both algorithms are
comparable when the image is segmented. However, the proposed algorithm is faster
and yields markedly higher segmentation accuracy for non-uniform flotation foam images
under fluctuating working conditions.

4. Conclusions

During the industrial mineral flotation process, bubble size and morphology reflect
real-time changes in the flotation conditions. Accurate foam image segmentation algo-
rithms must be able to adapt to such fluctuating conditions. In this paper, we proposed an
improved version of the watershed segmentation algorithm implemented in the OpenCV
library of the versatile, open-source Python programming language. The improved al-
gorithm was applied to flotation foam images and segmentation results were compared
with results from the OpenCV standard watershed segmentation algorithm and from
manual segmentation.

(1) First, the flotation foam images were enhanced with the Retinex image compensation
method—also implemented in a Python module. Strong-contrast area recognition and
illumination compensation of the flotation foam image were improved, with a better
visual result and more possibilities to extract useful details from the foam image.

(2) A linear regression model was developed, also in Python, to analyze major factors
influencing the segmentation accuracy. Application of the model to light and noise
intensity showed that both factors had an influence on flotation foam segmentation,
larger for light intensity.

(3) The improved version of the OpenCV watershed segmentation algorithm proposed
in this paper, also written in Python, yielded better results than the standard version.
Segmentation time was 3.3% shorter and segmentation accuracy increased by 9.9%.
Comparison with results from the standard watershed algorithm and from manual
segmentation showed that the proposed algorithm is accurate and robust.
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