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Abstract: Marine controlled source electromagnetic (CSEM) is an efficient method to explore ocean
resources. The amplitudes of marine CSEM signals decay rapidly with the measuring offsets. The signal
is easily contaminated by various kinds of noise when the offset is large. These noise include instrument
internal noise, dipole vibration noise, seawater motion noise and environmental noise Suppressing noise
is the key to improve data quality and interpretation accuracy. Sparse representation based denoising
method has been used for denoising for a long time. provides a new way to remove noise. Under the
framework of sparse representation, the denoising effect is closely related to the chosen transform
matrix. This matrix is called dictionary and its column named atom. In general, the stronger the
correlation between signal and dictionary is, the sparser representation will be, and further the better
the denoising effect will be. In this article, a new method based on dictionary learning is proposed
for marine CSEM denoising. Firstly, the signal segments suffering little from noise are captured to
compose the training set. Then the learned dictionary is trained from the training set via K-singular
value decomposition (K-SVD) algorithm. Finally, the learned dictionary is used to sparsely represent
the contaminated signal and reconstruct the filtered one. The effectiveness of the proposed approach
is verified by a synthetic data denoising experiment, in which windowed-Fourier-transform (WFT)
and wavelet-transform (WT) denoising methods and three dictionaries (discrete-sine-transform (DST)
dictionary, DST-wavelet merged dictionary and the learned dictionary) under a sparse representation
framework are tested. The results demonstrate the superiority of the proposed dictionary-learning-
based denoising method. Finally, the proposed approach is applied to field data denoising process,
coupled with DST and DST-wavelet dictionaries based denoising methods. The outcomes further
proves that the propsoed approach is effective and superior for marine CSEM data denoising.

Keywords: marine controlled-source electromagnetic method; denoising; dictionary learning; K-SVD;
orthogonal matching pursuit

1. Introduction

Marine CSEM is frequently used in hydrocarbon and other undersea resources ex-
ploration [1,2]. The principle and working flow of frequency domain marine CSEM are
illustrated in Figure 1. A horizontal electric source, towed close to the bottom, is utilized to
transmit an electromagnetic signal. Several receivers are deployed on the seafloor with a
certain rule to record electromagnetic signals.

The marine CSEM system is sensitive to the resistive reservoir embedded in the con-
ductive seabed [3]. The amplitude of signal decays rapidly with the transmitter-receiver
offset. When the offset is large, the power of recorded signal is weak and easily contam-
inated by different kinds of noise. Suppressing the noise influence is crucial to improve
data quality and interpretation accuracy in marine CSEM data processing.

According to the literature [4], there are five noise types based on their originat-
ing sources:
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(1) Dipole vibrations. The vibration of receiver arm will induce a voltage, whose magni-
tude is comparable to the target signal [5].

(2) Seafloor currents. Seafloor currents will induce voltages that always have a low
frequency closely related to the currents [6].

(3) Natural electromagnetic field variations. The changes of natural electromagnetic field
can influence the recorded signal, such as magnetotelluric.

(4) Internal electrode and amplifier noise. This noise comes from the internal part of
the instrument.

(5) Air waves. Air waves can seriously affect the data quality in shallow water exploration.
Its influence will be weakened with the increase of seawater depth. Despite the
disagreement whether air waves are noise or not, many scholars still try to remove
it [7].

Figure 1. The work flow of marine CSEM is illustrated. There are five components in the signal
recorded at the receiver, (a) direct wave, (b) reflection-refraction wave, (c) air wave, (d) natural
electromagnetic field variations and (e) noise.

Nowadays, most denoising methods are aiming at removing single noise type, and the
denoised results are illustrated by the magnitude value offset (MVO) plot. The MVO plot
extracts single frequency components and plots its magnitude along offset [8]. Myer pro-
posed to remove noise by multi-windows stacking, and the denoising results were affected
by the length of the selected window [9]. The canonical denoising methods, WFT (win-
dowed Fourier transform) and WT (wavelet transform), are still investigated [10]. Besides,
many methods are proposed to remove noise for marine CSEM data. Time domain filters
and noise estimation methods are proposed to remove random noise [11]. Time-varying
bilateral filter is proposed to solve the low signal-to-noise ratio (SNR) problem [5]. Adap-
tive filter is also introduced to marine CSEM data denoising procedure [12]. Most of the
studies are focused on removing Gaussian noise or a single noise type, but noise is often
presented in a varying combination of various types so that a more complete approach may
be desired.

Utilizing the hypothesis that signal and noise behavior differently in sparse domain,
sparse representation based denoising method gains focus recently. Zhang introduced
compressive sensing (CS) into marine CSEM denoising procedure, which can suppress
various kinds of noise [13]. Li denoised magnetotelluric data using mathematical morphol-
ogy filtering and sparse representation [14]. Xue denoised airborne EM data by K-SVD
based denoising algorithm, in which the noise is assumed as Gaussian white noise and the
training set is composed by contaminated signal [15]. Tang denoised magnetotelluric data
using dictionary learning, where the training set is constructed from the interferences [16].
Denoising under the sparse representation framework is closely related to the correlation
between signal and the chosen dictionary. Generally, the stronger the correlation between
signal and dictionary is, the better the denoising effect will be [17].

In this article, we propose to denoise marine CSEM by constructing a dictionary based on
the features of the signals via a dictionary learning algorithm, which is the continuation and
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extension of our former work [18]. In theory, the learned dictionary has stronger correlation
than any given dictionaries, and can achieve better denoising effect. Firstly, the theory and
principle of the proposed approach, as well as the working flow of dictionary learning based
denoising procedure are briefly described. Then, numerical experiments are carried out for
synthetic data with different denoising methods, including classical WFT and WT denoising
methods and three dictionaries (DST, DST-wavelet and learned dictionaries) under sparse
representation framework. After that, all three dictionaries are applied to the field data, and
their denoising effects are compared by MVO plots. Finally, denoising performances of different
methods are compared and conclusions are drawn.

2. Theory and Methodology
2.1. Dictionary Learning Based on K-SVD Algorithm

The method promoted in this article is built on the assumption of signal sparse
representation. Signal y can be represented as a linear combination of the columns from
the dictionary:

y = D0x + ε (1)

where D0 ∈ Rm×n is named dictionary and its columns named atoms, x ∈ Rm is the
coefficient vector, and ε is the error tolerance. Especially, when there are only K non-zero
coefficients in x and K � m, then the signal y has a sparse representation with dictionary D0.
The sparse representation of the target signal is closely related to the matrix D0. And pre-
specified transform matrices, such as discrete sine transform (DST) and wavelet transform
(WT) matrix, are always chosen as the dictionary [13]. The matrix can also be designed as
an over-complete dictionary, in which the number of rows is larger than columns [19]. Now
the widely used sparse reconstruction algorithm is orthogonal matching pursuit (OMP) [20]
with the basic flow listed in Figure 2.

Figure 2. The pseudocode of OMP algorithm.

The transmitting signal of marine CSEM is a square wave or binary symmetric wave,
they both are sparse in frequency domain [9]. Generally, noise is considered as non-sparse
in most of the transform domains. Then the denoising problem is transformed to the sparse
representation and reconstruction problem of noisy signal. Zhang (2020) used discrete sine
transform matrix (DST) as the dictionary and reported good results. However, given the
unknown character of noise, an ideal sparse representation should be self-adaptive, flexible
and simple. We suggest that it would be more appropriate to construct the dictionary based
on the signals features. Hence, we introduce dictionary learning algorithm to construct an
adaptive dictionary based on the characteristics of the signal.

Dictionary learning is a machine learning method, which trains the dictionary and
gains the sparse coefficients from the given data. Theoretically, the trained dictionary
contains the prototype of the given data and provides a sparse representation for similar
signal. The objective function of dictionary learning is [21]:

min ‖x‖0s.t.‖D0x−y‖ ≤ ε (2)
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where || · ||0 means l0 norm, which presents the count of non-zeros elements in target vector.
This equation means to search for the sparsest representation coefficients vector under the
allowed error ε.

The frequently used dictionary learning algorithm is K-SVD algorithm [22]. The
objective function is illustrated as

min
D,X
{‖Y−DX‖2

F}s.t.∀i,‖xi‖ ≤ T0 (3)

where D is the learned dictionary, Y is the matrix of original signal, X is the sparse repre-
sentation matrix, T0 is the aimed sparsity, F means Frobenius norm.

Equation (3) can not be solved directly, here we solve it iteratively. In the sparse
representation stage, D is fixed, and the above optimization problem becomes classical
sparse representation problem The penalty term of Equation (3) can be decoupled as

‖Y−DX‖2
F =

N

∑
i=1
‖yi −Dxi‖2

2 (4)

These N distinct problems can be solved by OMP algorithm.
In the dictionary learning stage,both X and D are fixed, take only one atom in the

dictionary dk and the corresponding kth row in X denoted as xk
T , here T means transposition.

Then the Equation (4) can be expressed as

‖Y−DX‖2
F =

∥∥∥∥∥Y−
K

∑
j=1

djx
j
T

∥∥∥∥∥
2

F

=

∥∥∥∥∥(Y−∑
j 6=k

djx
j
T)− dkxj

T

∥∥∥∥∥
2

F

=
∥∥∥Ek − dkxj

T

∥∥∥2

F

(5)

where Ek stands for the error matrix for all except the k-th atom.
Applying SVD to matrix Ek directly will lead to some mistakes [22]. A remedy is

defining ωk as the group of indices pointing to examples yi that use the atom dk, thus

{ωk} =
{

i|1 ≤ i ≤ K, xk
T(i) 6= 0

}
(6)

Define Ωk as a matrix with the size N × |ω|, in which ones are on the (ωk(i), i))th
entries and zeros others. Define xk

R = xk
TΩk to shrink the row vector xk

T by discarding zeros
entries, the same action is applied to error matrix Ek as ER

k = EkΩk. Then we solve the
equivalent minimization problem∥∥∥EkΩk − dkxk

TΩk

∥∥∥2

F
=
∥∥∥ER

k − dkxk
R

∥∥∥2

F
(7)

by using SVD directly. Decompose ER
k = u∆VT , define the solution for d̃k as the first

column of U and the coefficient vector xk
R as the first column of V multiplied by ∆(1, 1).

The algorithm flow of K-SVD is illustrated in Figure 3.



Minerals 2022, 12, 682 5 of 17

Figure 3. The pseudocode of K-SVD algorithm.

2.2. Denoising Flow of the Proposed Algorithm

The denoising procedure for marine CSEM data is presented in Figure 4. Once setting
the segment length and the target frequency, the input raw time series can be filtered by
the given approach. The noise suppressing effect is evaluated by SNR and MAE values.
Besides, the denoising results are evaluated by MVO or MVT plots intuitively.

Figure 4. Flow chart of the denoising technique described in this article. There are three inputs
including the target signal, the setting window length and frequency. Note that the denoising
processing and evaluation procedure are defined for time series, and the denoising effect is illustrated
through MVO plots at given frequencies.
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The denoising procedure of the proposed approach is given in Figure 5. Once given the
initial dictionary, the selection of training set is vital for the proposed method. The training
set signal should suffer little from noise and have similar features with the target one.
The marine CSEM receivers are settled on the seafloor and the transmitter is dragged along
the pre-specified line. When the transmitter-receiver offset is relatively small, the signal
is suffering little from the noise. As a result, the signal with small offset is intercepted to
construct the training set.

Figure 5. Flow chart of denoising procedure by dictionary learning. The dashed line box contains the
dictionary learning procedure, where an initial dictionary for the training set is provided.

In this article, DST dictionary is given as the initial dictionary, and the learned one is
generated from the training set via K-SVD algorithm. Then target signal is decomposed
and reconstructed with the learned dictionary. All these above are built on theory, the
following part will verify the effectiveness of dictionary leaning algorithm in numerical
experiments and field data applications.

3. Synthetic Data Examples

The canonical 1D reservoir model used to generate simulated data is shown in Figure 6a.
For forward simulation, we adopt the open source software [23]. Setting the transmitting
frequency 0.5 Hz, the velocity of transmitter 1 m/s, and sampling interval 0.1 m, we obtain
the spectral response as shown in Figure 6b,c.

To simulate the recorded time series, we modulate the signal by

s(l(t)) = A(l(t))sin(ωt + φ(l(t))) (8)

where l(t) is the correlation function between location and time, A(l(t)) and φ(l(t)) are the
magnitude and phase values respectively. The simulated time series is shown in Figure 6d,
in which most details are obscure. Here in this article, we only use magnitude curves, as
the phase curves are easily disturbed by noise. As we set the depth of sea to 1000 m, the
airwave effect is ignored. Assuming all noise is additive, we add four types of noise.

(1) Random noise. Magnitudes are integer multiples of the noise floor 1× 10−15 V/(Am2),
and the average value is zero [24].

(2) Internal noise. This kind of noise originates from the circuitry of the equipment, and
the magnitude is set as 1% of clear signal to simulate the amplifier noise [13].

(3) Impulse noise. Thirty positive impulses with the magnitude 1× 10−13 V/(Am2) are
added randomly to the signal to simulate the accidental interferences.

(4) Low frequency noise. The motion of seawater is complex and so is the noise caused
by this movement. The noise has multiple frequencies surrounding low frequency. To
simply the research, we use five low frequency sine signals with the frequency 0.01,
0.02, 0.03, 0.04 and 0.05 Hz separately to simulate the seawater motion influence.
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Figure 6. The canonical reservoir model and the CSEM response. (a) is the canonical model (comes
from Myer 2011). There is a half-space air layer with the resistivity 1013 ohm-m, a 1000 m deep
seawater layer with 0.3 ohm-m, and a sediment layer with 1 ohm-m. Besides, a 100 m thick and
100 ohm-m high resistive layer is buried 1000 m below the seafloor. The transmitter is dragged along
Y-axis at 50 m above the seafloor. The receiver is located at the original point of Y-axis. (b) illustrates
the MVO (magnitude versus offset) plot of marine CSEM signal, and the maximum value appears at
the receiver location. (c) shows the PVO (phase versus offset) plot of the signal. (d) is the modulating
signal to simulate the recorded signal.

These noise types are illustrated in Figure 7a–d, corresponding to the four kinds of
noise, respectively. Figure 7e is the overall view of the contaminated signal, most details
are imperceptible in this overall view. Figure 7f is the partially enlarged view of Figure 7e,
where it is obvious that the signal is contaminated by random noise and impulse noise.
Figure 7g is the time-frequency plot of the contaminated signal, in which the impulse noise
is shown as vertical stripes and five low frequency noise sources are shown as cross stripes
at corresponding locations.
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Figure 7. All the added noise and the contaminated signal. (a) illustrates the random noise, (b) shows
the internal noise, (c) presents impulses to simulate dipole vibrations and (d) shows low frequency
noise to simulate seawater motions. (e) is the overview of the contaminated signal, in which the clear
signal comes from the above simulation, (f) is the partial enlarged view of the signal (g) presents the
time-frequency characters of the contaminated signal.

3.1. Numerical Experiment I

This example verifies the hypothesis that effective signal is sparse with learned dic-
tionaries, while noise is not. As former literature proved that DST and DST-wavelet
dictionaries perform well for marine CSEM data denoising [13], these two dictionaries
are choosen as the control group. The training set is constructed by signal segments with
amplitudes higher than 1× 10−14 V/(Am2) from the contaminated signal. Choose DST
dictionary as the initial dictionary, the learned dictionary is constructed via K-SVD algo-
rithm and marked as DL. In this experiment, three segments of raw noise free signal are
intercepted to verify the convergence of all these three dictionaries. The segments of added
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noise with the same locations are also intercepted to verify the non-sparse features with these
dictionaries. Each segment is decomposed and reconstructed with three different dictionaries,
and the residual ratio along with the iteration times plots are illustrated in Figure 8.

Figure 8. The convergent performances with three dictionaries of different segments with locations
from far, middle and near offset. (a–c) are the convergence performance of intercepted raw noise
free signals. (d–f) are the convergence performance of four kinds of added noise with the same
locations. In this figure, DST means discrete sine transform dictionary, DST-WT represents the
merged dictionary of discrete sine transform and wavelet transform, and DL represents the dictionary
generated by learning method.

Figure 8a–c present the convergent performances of noise free signal at far, middle and
near offsets with three dictionaries, separately. Reconstruction errors reduce to constants
after certain times of iteration for all three segments with all three dictionaries. Besides, re-
construction errors reduce to 10% after 10 times iteration for all these noise free signals
with each dictionary. In detail, DST-wavelet merged dictionary performs better than DST
dictionary. And the learned dictionary has the best convergent performance among them,
for the reconstruction error remains constant after few times of iteration. The results prove
the sparsity of the effective signal with the three dictionaries and the superiority of the
learned dictionary. Figure 8d–f illustrate the convergent performances of added noise with
the same locations with the above noise free signal. The results are apparent that noise
is not sparse with all three dictionaries. In detail, the learned dictionary performs worst
for the sparse representation of noise. This experiment verifies the base hypothesis of
the proposed denoising approach, that the effective signal of marine CSEM can be sparse
represented while the noise is not.

3.2. Numerical Experiment II

In the second experiment, we compare the performance of the denoising methods,
windowed Fourier transform (WFT) and wavelet transform (WT) to the proposed method
based on dictionary learning by applying the methods to a contaminated signal. Fourier and
wavelet transforms are common methods in time series analysis [25]. The results of different
denoising methods are shown in Figure 9.
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Figure 9. The denoising results of different methods for synthetic data. (a) is the comparison MVO
plot between original and contaminated signals, (b) is the contrast plot between denoising results
after WFT (windowed Fourier transform) and the original signal, (c) is the comparison MVO plot
between denoising results of wavelet transform and the original signal. (d) is the contrast plot
between denoising results under DST (discrete sine transform) dictionary and the original signal.
(e) is the comparison MVO plot between denoising result under DST-wt (discrete sine transform and
wavelet transform merged dictionary) dictionary and original signal (f) is the denoising result under
learned dictionary.

Figure 9a compares the MVO plots between noise free signal and the contaminated one.
Figure 9b illustrates the MVO plots of the noise free signal and the filtered one by WFT.
The MVO plot of the filtered signal at large offset is almost the same with the noisy one,
which illustrates the ineffectiveness of the WFT method.

Figure 9c displays the denoising outcomes after wavelet transform. Here we em-
ploy sym4 wavelet and decompose the contaminated signal into four levels. Sym4 is a
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member of symlet wavelets, which are modified Daubechies wavelets with increased
symmetry. For each level, we calculate the soft threshold according the minimax princi-
ple [26,27]. It is shown that the wavelet transform is not sufficiently effective for marine
CSEM signal denoising.

Comparing all three dictionaries (DST, DST-wavelet and the learned dictionaries) by
setting the maximum iteration time to 10 and applying them to the denoising procedure, the
obtained results are illustrated in Figure 9d–f. Figure 9d presents the MVO plot comparison
between the noise free signal and the filtered one with DST dictionary. In general, the
overall trend of the filtered signal is coincides with the noise free one. In detail, the
influences of impulses are suppressed to some extent. Figure 9e presents the denoising
performance under DST-wavelet merged dictionary. The denoising performance of the
merged dictionary is almost the same with the DST dictionary. For impulses suppressing,
the DST dictionary performs better. Figure 9f shows the results with the proposed dictionary
learning based denoising approach. From the overall view, the trend of filtered signal is
almost the same with others. However, the proposed approach obviously remove impulse
noise when the absolute offset is larger than 1.5× 104 m. Generally speaking, the proposed
approach gains the best denoising result among all these methods.

In this experiment, signal-noise-ratio (SNR) and root-mean-square error (RMSE) are
used to evaluate the denoising effect, they are defined as

SNR = 10 log

N
∑

i=1
x(i)2

N
∑

i=1
(x(i)− x′(i))2

(9)

RMSE =

√√√√ 1
N

N

∑
n=1

(x(i)− x′(i))2 (10)

where x(i) means the original signal, and x′(i) represents the filtered signal.
The amplitude of effective signal changes rapidly with the transmitter-receiver offset.

It’s meaningless to calculate the SNR and RMSE values for the whole signal. Besides,
improving the data quality at large offset is the ultimate goal for this article. Here we
intercept two segments, 20,000–20,120 m and 21,000–21,120 m, form large offset to calculate
SNR and RMSE values. The denoising results of different methods are listed in Table 1. The
three largest SNR and three smallest RMSE values are bold to enhance readability.

Table 1. The comparison of different denoising methods.

20,000–20,120 m 21,000–21,120 m

SNR RMSE SNR RMSE

Contaminated signal 0.9688 5.3886× 10−15 6.3205 2.3488× 10−15

WFT 4.8876 3.077× 10−15 7.8009 1.9808× 10−15

WT 4.5316 3.2434× 10−15 7.8529 202092× 10−15

DST 7.8516 2.3847× 10−15 11.5241 8.7014× 10−16

DST-Wavelet 6.3411 2.5761× 10−15 9.6127 1.4761× 10−15

DL 8.4761 1.7531× 10−15 13.5301 6.2416× 10−16

The denoising results with DST and DST-wavelet dictionaries are good for both
segments, which proves the effectiveness of the sparse representation based denoising
method. The outcomes of the learned dictionary is the best among all these methods.
This comparison further proves the superiority of the proposed method. Both qualitative
comparison and quantitative calculation all illustrate the superiority of the proposed
dictionary learning based denoising approach.
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4. Real Data Application

The field marine CSEM survey was carried out by Guangzhou Marine Geological
Survey (GMGS) in March 2016. The employed detection system was developed by key
laboratory of Geo-detection in China University of Geoscience independently [28–30].

The study area is located in Qiongdongnan Basin, which is an important gas hydrate
prospecting basin in the northern slope of South China Sea. The seafloor bathymetry is fairly
flat, and the water depth is between 1343 m and 1354 m [31]. A 4500 m profile perpendicular
to the geological strike was arranged along a NW-SE direction in the Qiongdongnan Basin.
It comprises 10 sites with a space of 500 m. The main target of this article is denoising, and
we select the 2nd receiver (R2) as the study object. The four time series recorded in R2, Ex,
Ey, Hx and Hy, are illustrated in Figure 10.

Figure 10. Four horizontal electromagnetic components of the 2nd receiver. (a) is the Ex component,
(b) is the Ey component, (c) shows the Hx component and (d) is the Hy component.

Figure 11a is the Ey time sequence recorded at R2 receiver, and most details are
imperceptible in this figure. Figure 11b displays the 0.5 Hz MVT (magnitude versus time)
plot with a window length of 60 s, where the segment between 12:00 and 14:00 suffers
less from the influence of noise. In the field data denoising procedure, the training set
is chosen from the segments that suffer less from noise. In other words, the segment
between 12:00 and 14:00 is chosen as the training set. Then a learned dictionary is trained
by K-SVD algorithm, marked as DL.

Figure 11c,d are selected from the time sequence, and their location are illustrated by
the black circles in Figure 11b. It appears that the data presented in Figure 11c correspond
to the part that suffers from the influence of noise and the data in Figure 11d is affected less
by noise. Figure 11e is the reconstruction error of the first segment under three different
dictionaries. DST and DST-wavelet dictionaries all have good convergence performance,
and the performance of DST-wavelet dictionary is a little better than single DST dictionary.
After 15 times of iteration, the reconstruction error stops to reduce for the learned dictionary.
The reason for this phenomenon is that this segment still suffers from the influence of noise.
This phenomenon changes in Figure 11f, where the target segment suffers less from noise.
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Figure 11. The characters of Ey component. (a) is the time sequence, (b) is the 0.5 Hz MVT plot,
(c,d) are segments intercepted from (a), corresponding to red circles in (a), or the black circles
in (b). (e,f) are the convergence performance under three dictionaries, in which red lines represent
DST dictionary, blue lines represent DST-wavelet merged dictionary and black lines represent the
learned dictionary.

The Ey components of R2 undergo the denoising procedure by DST, DST-wavelet
and learned dictionary, separately, and the results are illustrated in Figures 12 and 13.
Figure 12 illustrates the 0.5 Hz MVT plots with three different dictionaries, Figure 12a the
DST dictionary, Figure 12b the merged dictionary and Figure 12c the learned dictionary.
Compared with the scattered raw field data, the segments between 10:30 and 12:00 with
three different dictionaries are less scattered, and the same phenomenon appears between
14:30 and 15:30. It yields that all three dictionaries suppress noise successfully at large
offset. Especially the segment between 14:00 and 14:30, the proposed approach presents
obvious centralized characteristic. Considering the morphology of simulated signal, here
we deduce that the proposed method yields the best denoising results.
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Figure 12. The MVT plot at frequency 0.5 Hz for field data. (a) is the denoising result under DST
dictionary, (b) is the denoising outcome under DST-wavelet merged dictionary and (c) is the denoising
result under learned dictionary.

Figure 13 shows the 1.5 Hz MVT plots with three different dictionaries, respectively.
Compared with the raw field data, the segments between 10:30 and 12:00 present obvious
less scattered features with three dictionaries, which yields the denoising effect of these
three dictionaries. The same appearance occurs at the segments between 14:30 and 15:30.
And the difference of the segment between 14:00 and 14:30 yields that the proposed
dictionary learning based denoising method are smoother than the other two, which
further proves the best denoising performance.

Compared with other denoising methods, the MVT plots at 0.5 Hz of the proposed
approach gains the smoother overall trend than others. Besides, the proposed method
effectively removes outliers, which are considered as noise. The 1.5 Hz MVT plots further
verify this phenomenon. The filed data applications of different methods proves the
superiority of the proposed approach.
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Figure 13. The MVT plots at frequency 1.5 Hz for field data. (a) is the denoising result under
DST dictionary, (b) is the denoising outcome under DST-wavelet merged dictionary and (c) is the
denoising result under learned dictionary.

5. Conclusions

The amplitudes of marine CSEM signals change rapidly with transmitter-receiver
offset. When the offset is large, the effective signal is easily contaminated by different kinds
of noise. Suppressing the noise influence is vital to improve data quality. In this article, a
dictionary learning based noise suppressing approach is proposed for marine CSEM data.
Firstly, an adaptive dictionary is learned by the training data. The training data set is
constructed by signal suffers little from noise, such as the signal with small offset. Secondly,
the contaminated signal is sparsely represented with the learned data. Finally, the sparse
representation coefficients are sieved and used to reconstruct the filtered signal. After these
procedures, all kinds of noise are suppressed for marine CSEM signal.

The effectiveness of the proposed method is verified in numerical experiments, com-
pared with the classical WFT and WT denoising methods. The first numerical experiment
verifies the base hypothesis that the effective signal is sparse while the noise is not. The
second experiment carries out qualitative comparison by MVO curves and quantitative
comparison by SNR and RMSE values. Both qualitative and quantitative comparisons all
prove the superiority of the proposed dictionary learning based denoising approach.

Besides, the dictionary learning based method, coupled with the given DST and
DST-wavelet dictionaries, are applied to field data denoising process. The DST dictionary
has similar denoising results as the DST-wavelet dictionary, and the learned dictionary
performs best among them, both in 0.5 Hz and 1.5 Hz MVT curves. The comparison further
verifies the superiority of the proposed denoising method.
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In this article, we set the maximum iteration time to 10 and the reconstruction error
10% as the unified stop criterion. However, the power of signal varies rapidly with the
offset. Even the noise floor is set as constant, the SNR values still vary with the offset. As
a result, the stop criterions should vary with the offset to gain the best denoising result.
The adoptive stop criteria for the dictionary learning based denoising approach still need
further research.
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Abbreviations

CSEM controlled source electromagnetic
WFT windowed Fourier transform
WT wavelet transform
DST discrete sine transform
OMP orthogonal matching pursuit
y target signal
x sparse coefficients vector
D dictionary
ε error
x̂t the calculated sparse coefficients vector
ri residual for the ith iteration
Λi index set for the column number for ith iteration
Ai column set for ith iteration
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